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entities. The top layer of integration contains the message 
about the number of people and associated states that are 
changed from a number of the lower-level perceptive entity.

Keywords  Audio-visual speech synthesis · 
Communication · Human–robot interaction · Robot 
operating system (ROS)

1  Introduction

The perception of the human environment is crucial in devel-
oping human–robot interaction. The robot can watch and 
hear activities created by humans utilizing robotic sensors, 
such as microphones and cameras. Various perceptual com-
ponents, including recognition of face and then gesture, per-
son tracking, and source sound identification, analyze those 
input signals to determine the present state (who, where, 
what) of every individual in the situation. Operating a robot 

Abstract  We reside in an environment wherein robotics is 
used in a variety of circumstances daily. In the best-case 
scenario, this contact seems as natural and comfortable as 
human-to-human conversation. Audiovisual speech syn-
thesis is an appropriate way of communication between a 
human and a robot in this case. The robot is able to com-
municate to its users due to audiovisual text-to-speech syn-
thesis technology. A diverse range of approaches are con-
ducted to synthesis audiovisual speech has been established 
during the previous few years. The proposed Robot Oper-
ating System (ROS) performs the collaborative analysis of 
audio-visual speech synthesis using sensors measurement to 
enable the interaction between humans and robots. Skeletal 
tracking, gesture identification are performed by utilizing 
a depth camera, as well as facial recognition utilizing an 
RGB camera are aspects of visual-based entities. Auditory 
perception is dependent on the use of a microphone array to 
locate sound sources. We offer a top-down hierarchy com-
munication protocol-based integration architecture for these 

 *	 K. Ashok 
	 ashok@newhorizonindia.edu

	 Mohd Ashraf 
	 ashraf.saifee@gmail.com

	 J. Thimmia Raja 
	 thimmia@gmail.com

	 Md Zair Hussain 
	 mdzairhussain@gmail.com

	 Dinesh Kumar Singh 
	 dineshsingh025@gmail.com

	 Anandakumar Haldorai 
	 anandakumar.psgtech@gmail.com
1	 Department of Electronics and Communication Engineering, 

New Horizon College of Engineering, Bengaluru 560103, 
India

2	 Computer Science & Engineering, School of Technology, 
Maulana Azad National Urdu University, Hyderabad, TS, 
India

3	 School of Computing, Kalasalingam Academy of Research 
and Education, Krishnankoil, TN, India

4	 Information Technology, School of Technology, Maulana 
Azad National Urdu University, Hyderabad, TS, India

5	 Department of IT, DSMNRU, Lucknow, UP, India
6	 Department of Computer Science and Engineering, 

Sri Eshwar College of Engineering, Coimbatore, 
Tamil Nadu 641202, India

http://orcid.org/0000-0001-7814-9057
http://crossmark.crossref.org/dialog/?doi=10.1007/s13198-022-01709-y&domain=pdf


	 Int J  Syst  Assur  Eng  Manag

1 3

with specialized skills is a difficult undertaking that neces-
sitates a wide range of knowledge from a variety of fields, 
involving auditory processing signal, video and audio pro-
cessing, robotic planning, and then multi-modal fusion (Lane 
et al. 2012). For instance, combine facial recognition, track-
ing of audio-visual, dialog control, and speech recognition 
are developed in the robot for better communication with 
humans (Okuno et al. 2002). These modules are used to 
demonstrate a greeting robot in a custom framework. For 
such software modules to function in contemporaneous life 
routine, they need four computers linked in networking that 
are difficult for a one person to handle.

Robot Operating System has now become the most prom-
inent and growing robotic platform (Quigley et al. 2009). It 
includes drivers made up of hardware devices, execution 
of widely used operations, and a messaging mechanism for 
operations to communicate with one another. It also includes 
numerous essential packages for building a robotic system, 
including  navigation,  perception,  and SLAM (locating 
source and mapping). Space, voice, and gestures are included 
to achieve pleasant and effective human–robot interac-
tion (HRI) (Mead and "Space 2012). Furthermore, inside 
the ROS ecosystem, the HRI toolkit (HRItk) is combined 
various elements to construct a speech synthesis interactive 

system. The perception nodes, on the other hand, post to 
a variety of themes, making it impossible to monitor data 
about a specific person. Thus, this toolset is quite suited to 
single-person HRI rather than multi-person settings. Fig-
ure 1 shows the audio-visual system model.

•	 Mature field control of robot: One that has already been 
widely marketed in the business world. Moreover, the 
techniques necessary to control human–robot contact 
and collaboration are still to be completely developed. 
Physical human–robot interaction (pHRI) (Bicchi et al. 
2008), as well as collaborative robotics (CoBots), is both 
investigating these challenges (Colgate et al. 1996).

•	 Safety: In a collaborative analysis of  robots with 
humans, the most essential aspect is safety. Research-
ers are yet in the early phases of robot safety stand-
ards, despite new efforts (e.g., robotic devices; 
and robots; ISO 13,482:2014, 2014). Avoiding colli-
sion (with persons or barriers) is a common security 
measure that necessitates high responsiveness (high 
bandwidth) and resilience at  the control and percep-
tion layers (Khatib 1985).

•	 Coexistence: Coexistence refers to a robot’s capacity 
to operate with humans in the same place. This com-

Fig. 1   Audio-Visual Integration 
system



Int J  Syst  Assur  Eng  Manag	

1 3

prises situations wherein the robots and humans perform 
together on the identical task independent of contact or 
cooperation (e.g., medical activities in which the robot 
intervenes on the body of patients) (Azizian et al. 2014).

•	 Collaboration: The capacity to accomplish robot activi-
ties  directly with human involvement and coordina-
tion is referred to as cooperation. Physical cooperation 
with explicit as well as purposeful interaction among 
robots and humans. The action which includes the infor-
mation transformation for better human–robot interaction 
(HRI) includes the voice commands, body gestures, and 
various other modalities that have been considered as the 
contactless collaboration method of analysis. It is critical, 
particularly for the second stage, to develop mechanisms 
for intuitive control through human operators, who may 
or may not be experts.

Based on the job at hand, various combinations of sen-
sory modalities have been used. The four fundamental robot 
senses consist as follows:

Vision: This covers techniques for processing and com-
prehending pictures in order to generate symbolic or 
numeric data that mimics human vision. The richness of 
such a sensation is unparalleled, despite the fact that pic-
ture processing is complicated as well as computationally 
intensive. The vision of robotics is critical for compre-
hending the surroundings including human intent as well 
as reacting appropriately.
Touch: Proprioceptive force, as well as tact, is both 
included in this analysis, with the former requiring physi-
cal contact directly with an exterior object. The sensa-
tion of proprioceptive force is similar to the sense of 
muscular force (Proske and Gandevia 2012). The robots 
may detect this through torque sensors else joint posi-
tion errors implanted in the joints and afterward utilize 
both techniques to deduce and respond to human intents 
through controlled force (Raibert and Craig 1981; Hogan 
1985; Villani and Schutter 2008). Human touch (soma-
tosensation) is caused by the activation of the neural 
receptor, which is primarily found in the skin.
Audition: Binaural audition has been used to achieve 
sound localization in humans (i.e., ears). We may estab-
lish the source’s horizontal location and elevation using 
auditory signals in the manner of time, level, phase dis-
crepancies among the right and left ears (Rayleigh 1907). 
Artificial microphones mimic this sensation, allowing 
robots to find source sounds “blindly.” While two micro-
phones placed on a motorized head are commonly used 
in robotic hearing, alternative non-biological designs 
emerge such as a head equipped with a unique micro-
phone or even an array of many Omni-directional micro-
phones (Nakadai et al. 2006).

Distance: It is the single most important sense which 
humans can’t directly evaluate out of the four. In the 
mammalian kingdom, however, several instances of echo-
location may be found in whales and bats. Infrared or 
lidar is included within the optical sensor, ultrasonic, or 
capacitive sensors (Göger et al. 2010) are used by robots 
to detect distance. The importance of this specific "sense" 
in human-interaction interaction stems from the clear link 
between distance from barriers (in these cases, humans) 
and security.

2 � Background

The robot may deduce motion orders such as  pushing, 
pulling acquiring from the human through feeling force. 
This  force detection and human movement estimate is 
employed depending on minimal jerk  for collaborative 
manipulating in admittance control architecture (Maeda 
et  al. 2001). An assistance robot reduced unintentional 
vibrations of a person who controlled the direction as well 
as welding processing speed (Suphi Erden and Maric 2011; 
Suphi Erden and Tomiyama 2010). The robot operation is 
handled with manual guidance by utilizing kinematic reduc-
tion (Markkandan et al. 2021). The publications described 
admission controllers for  robots provided with two-
arm moving a table in cooperation with a person (Perumal 
et al. 2021; Thangamani et al. 2020). An admission control-
ler is used to operate a medical robotic arm (Baumeyer et al. 
2015). Another frequent human–robot cooperation situation 
in which force feedback is important is robotic teleoperation 
for a detailed overview of the subject; consider (Passenberg 
et al. 2010). Localized force or moment metrics were used 
in all of these studies. Tactile sensors as well as skins (which 
measure the wrench throughout the robot’s body; (Argall 
and Billard 2010) were previously been utilized for object 
examination (Natale and Torres-Jara 2006) or recognition 
(Abderrahmane et al. 2018), not for controlling. Another 
explanation is because these remain still in the early stages 
of design, which necessitates sophisticated calibration (Leo-
nid and Jayaparvathy 2022; Lin et al. 2013), which is itself 
a research subject.

Li et al. 2013) are the exception, as they offered a tech-
nique that included tactile measurements. Tactile sensing 
had been also utilized to manage contact with the surround-
ings (Zhang and Chen 2000). A human–robot fabrication 
unit for collaborative construction of automobile joints was 
reported in the study (Arulaalan and Nithyanandan 2016). 
Through admission control, the technique (trade both touch 
and vision) may regulate physical interaction among robot 
and person, as well as among environment and robot. In haz-
ardous scenarios, vision will take over to initiate emergency 
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braking. The human’s positioning in relation to the robot 
dictated the switching criterion.

Shared control seems to be desirable in scenarios in 
which the human/environment and robot are in constant 
touch (such as collaborative object transfer). Let’s start with 
a pioneer controller, with teleoperated pole installation by 
putting the loop visualization beyond the looping force. 
The controlling admittance distorted the standard trajectory 
xr output via visual servoing in the existence of touch to get 
the robot location instruction x.

Employing robotic arms with a hand, presented a hybrid 
touch as well as  a vision  controller for grabbing items 
(Pomares et  al. 2011). Touching feedback uses the fin-
gers to grab the thing, whereas the visual input is acquired 
from directs an active camera (placed on the robotic tips) 
to monitor the object, also identify humans for  avoid-
ance. The researchers used matrix S  to operate the fin-
gers and arms individually using the appropriate sensor. 
A hybrid method was used to regulate an ultrasonic probe 
in communication with a patient’s belly (Chatelain et al. 
2017). The objective would be to focus on the surgeon’s 
ultrasonic lesions.

3 � Sensor‑based control

3.1 � Audio‑based control formulation

The goal of audio-based controlling is to find the robotic 
movement toward the source sound. A two-dimensional bin-
aural with two microphones arrangement of the microphone 
rig along with the angular velocity as the controlling input 
u = 𝛼̇ . Interaural Time Difference (ITD), as well as Interau-
ral Level Difference (ILD)3, are the two most prevalent tech-
niques for quantifying error e.

The � differential in the arriving times of the sounds on 
every individual microphone is used in ITD-dependent audi-
tory servoing; � this should be controlled to a desirable value 
� ∗ . The controller may be expressed by setting e = � − � ∗ 
and the targeted rate as � ∗= −�(� − � ∗) (to get set-point 
regulating to � ∗ ). Utilizing cross-correlation conventional 
signals, a characteristic � may be generated in contempora-
neous. In the case of a far-field assertion:

The sound celerity is represented as c, while the micro-
phone baseline is denoted as b. The ITD Jacobian’s sca-
lar form is represented as J� = −

√
(b∕c)2 − �2 based on (1). 

The motion which reduces e to the smallest value is:

(1)e = 𝜏̇ − 𝜏̇∗ = −

(√
(b∕c)2 − 𝜏2

)

u − 𝜏̇∗

That is locally specified for � ∈ (0,�) to guarantee that 
|
|J�

|
| ≠ 0.
The difference in strength among the right and left signals 

� is used in ILD-dependent aural servoing. This may be cal-
culated as � = El

Er
 in a time frame of size N, wherein 

El,r =
∑N

n=0�l,r [n]
2  denotes the sound energy of the signals 

whereas �l, r[n] denotes the intensity at iteration n. e = 𝜌̇ − 𝜌̇∗ 
along with 𝜌̇∗ − 𝜆(𝜌 − 𝜌∗) is being used to control � to a 
desired �∗ . Considering spherical propagation as well as a 
signal that changes gradually:

Here, ys denotes the forward coordinate of the source 
sound in the movable audiovisual frame, whereas Lr is the 
length among the source as well as the right microphone. 
The formation of ILD Jacobian scalar representation is given 
as J� = ys(� + 1)b∕L2

r
 . The motion which reduces e to the 

smallest value is:

J−1
�

 refers to sources that are positioned in advance of the 
rig. Unlike ITD-servoing, the location of the source sup-
ply (i.e., ys as well as Lr ) should be specified or approximated 
in this case. Whereas the techniques mentioned only manage 
the angular velocity of rigs (u = 𝛼̇) , Magassouba expanded 
both to manage the mobile system’s 2D translations.

Because of the nature of such a sensation, audio-based 
controls are typically employed in contact-free applica-
tions, to augment other senses (such as force and length) 
with sound, or to create natural human–robot interactions. 
Audio-based controlling is presently an undeveloped experi-
mental topic with a lot of promise for human–robot col-
laboration, such as speaker tracking. Some have phrased 
the issue diversely from the mentioned publications, which 
followed closely the structure. The developed linear model 
represents the relationship among a robotic head’s pan 
movement and then the intensity differential among the two 
microphones. The resultant acquired from controllers has 
been significantly simpler rather than (2) and (4). However, 
because their working range was narrower, they were less 
robust than their highly analytical rivals. Figure 2 shows the 
voice remote control system.

3.2 � Sound source localization

The sound source localization (SSL) unit uses a micro-
phone array to identify a sound occurrence then esti-
mate the location of the source sound. Because it has an 

(2)u = −�J−1
�
(� − �∗)

(3)e = 𝜌̇ − 𝜌̇∗ =
ys(𝜌 + 1)b

L2
r

u − 𝜌̇∗

(4)u = −�J−1
�
(� − �∗)
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inbuilt 4 microphones array, the Kinect sensor might be 
utilized for SSL. Moreover, this array seems linear and 
therefore, could only locate sound sources on 1⁄2 of the 
plane (180◦ ), causing front-back confusion. Thus, the four 
microphones provided from the microphone array are being 
mounted on the robotic head portion. The HARK library 
has been used to develop the SSL unit on the Flow designer 
middleware. To determine if a frame comprises just sur-
rounding sound or a destination source sound, a speech 
activity recognition relying on short energy is being used. 
The Phase Difference of Arrival (PDOA) method is then 
used to determine the direction from the sound frame. Such 
estimates are collected for multiple successive frames and 
afterward grouped to determine the sound direction of the 
event (azimuthal angle).

3.3 � Visual servoing formulation

The employment of vision to regulate robotic mobility is 
referred to as visual servoing. The cameras might be set in 
the workstation or installed on a movable component of the 
robotic. “Eye-to-hand” and “eye-in-hand” visual servoing 
are the terms used to describe these distinct setups. The error 
e is specified in terms of certain picture characteristics, indi-
cated by s, that must be controlled to a desirable configura-
tion s∗ (s is equivalent to x in the previous inverse kinematic 
description). The visual mistake is as follows:

When s is specified in image space, then the visual ser-
voing methods are termed depending on image, and then 
whether s is described in 3-dimensional operational space, 
they are termed position-based. The method depending on 
image (in its eye-in-hand modalities) is just shortly men-
tioned herein since the approach based on position entails 
the task projection from the picture to an operating space 
to achieve x.

The most basic controller depending on the image uti-
lizes s = [X, Y]T , where X, as well as Y, are the picture pixel 
coordinates, to create u, which directs s towards reference 
s∗ = [X∗, Y∗]T . It is accomplished by describing e as follows:

While considering the camera’s 6-dimensional velocity as 
u = vc control input, The Jacobian matrix2 of an image con-
necting 

[
Ẋ, Ẏ

]T as well as u are:

Here, represents the point’s depth in relation to the cam-
era when there are no restrictions, it is:

3.4 � Skeleton tracking and gesture recognition using 
depth images

Regarding skeletal tracking, this study used to package 1 
of openni_tracker. This employs image depth to follow the 
human skeleton in real-time. The feet, hips, torso, knees, 
hands, elbows, neck, shoulders, and head are among the 
joints. This is feasible to identify human motions via buff-
ering those joints. Elbows and hands, for instance, can be 
tracked to detect "hand waving."

Assuming Pjoint(t) =
{
�⃗Pjoint(t);

�⃗Pjoint(t − 1);…… ; �⃗Pjoint(t −W)
}

 
denote  t he  sum o f  each  and  eve r y  jo in t 
�⃗Pjoint(t) =

[
Px
joint

(t),P
y

joint
(t),Pz

joint
(t)
]
 locations across W suc-

cessive frames. When the elbow is at a stationary corre-
spondingly the hand moves exclusively in a horizontal plane, 
then the hand is waved:

(5)e = ṡ − ṡ∗

(6)ṡ − ṡ∗ =

[
Ẋ − Ẋ∗

Ẏ − Ẏ∗

]

, with ṡ∗ = −𝜆

[
X − X∗

Y − Y∗

]

(7)Jv =

[
−1

�
0

X

�
XY −1 − X2 Y

0
−1

�

Y

�
1 + Y2 −XY −X

]

(8)vc = −J+
v
�

[
X − X∗

Y − Y∗

]

(9)g(t) =

{
1 if�x

hand
(t) gt;THhand, �

x
elbow

(t) lt;�

0 otherwise

Fig. 2   Voice remote control system
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Here,  joint �joint(t) represents the standard deviation 
of the Pjoint(t) collected set, THhand represents a threshold 
of hand motion, but � is a threshold of elbow motion. W 
is fixed to 30 frames in this study, and the thresholds are 
THhand = 0.1 as well as � = 0.01 , which were determined 
from a preliminary study.

Moreover, the head position at a specific height is repre-
sented as Pz

head
(t) the head determines two additional stages 

of a person such as "standing" and "seated."

4 � Performance evaluation

Every speech synthesis segment (i.e., per keyframe) is given 
a goal vector of parametric values in this proposed audio-
visual speech model. To mix the desired values across time, 
functional dominating overlapping temporal are utilized. 
The dominance processes are exponent functions of two 
negative components, in which one rising whereas the other 
decreases. For every sample articulator and phoneme control 
characteristic, the peak height and the pace dominantly fall 
and rises are free characteristics that may be modified. The 
ROS enables the human–robot interaction with the interpo-
lated face model parameter among keyframes is defined by 
the dominant features of the speech sections. Figure 3 shows 
the parameter tracking, dominant features, and target values 
for the human–robot interaction via the facial modeling for 
the efficient ROS. There are a variety of methods for assess-
ing the efficacy of an audiovisual speech synthesis which 
may be classed as objective, perceptive, or subjective assess-
ment procedures. These three important features are also 
assessed.

We examined three alternative approaches for acquiring 
denoised characteristics with regard to MFCCs as well as 
LMFB audio characteristics in the first study. Figure 3, as 
well as Figs. 4, and 5, illustrates speech recognition and 
synthesis  levels for mel-frequency cepstral coefficients 
(MFCCs) as well as log mel-scale fiterbank (LMFB) char-
acteristics tested with various SNRs values for sound inputs 
for the proposed systematic approach. These findings show 
that MFCCs outperformed LMFB in most cases. When con-
trasted to the original input, the audio characteristic obtained 
by combining successive different images with sensor meas-
urements has a better noise resilience. MFCC and LMFB 
characteristic features are evaluated for the ROS systematic 
approach for better human–robot interaction for various 
component values namely 8, 16, and 32.

5 � Conclusion

In this paper, the audio-visual speech synthesis is obtained 
using the proposed robot operating system (ROS) for effi-
cient human–robot interaction (HRI) in multi-person set-
tings. The suggested system includes sound source localiza-
tion, face identification, and recognition, gesture recognition, 
which are all necessary aspects for HRI. The robots are pro-
vided with an RGB camera as well as microphone array 
is used to illustrate this architecture. This system is consid-
ered a foundation system for HRI because it is made up of 
numerous open-source apps. Moreover, certain components 
are retained for assessing methods using facial recognition 
as a ground-truth source. While vision, as well as touch, is 
the most common modalities on collaborative robots today, 

Fig. 3   Visual coarticulation 
modeling for ROS
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the introduction of inexpensive, accurate, and easy-to-inte-
grate distance, tactile, and auditory sensors opens up excit-
ing possibilities for the future.
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