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Abstract Under the background of information age, it is

essential to cope with network security problems, ensure

the popularization of Internet of Things (IoT) technology

based on the Internet, and guarantee the information

security, life security, and property security of all countries

and individuals. Therefore, the principle and advantages of

deep learning (DL) technology is expounded first, and then

an IoT security threat model is established combined with

edge computing (EC) technology. Additionally, the tradi-

tional algorithm is improved to be adapted to the applica-

tion environment of the current United Nations cyberspace

governance actions, and is trained and optimized by data

sets. Finally, a modification plan is formulated according to

the actual test results. In the experiment, EC is used to

establish an excellent IoT security threat model with an

efficient and accurate algorithm. The result shows that DL

technology and EC technology significantly improve the

judgment ability of the IoT security threat model and

promote the efficiency of network space governance. This

model can inspire the application of emerging computer

technology to the IoT network and cyberspace governance,

guarantee the construction of global information intercon-

nection, and provide a reference for future research.

Keywords Deep learning � Internet of Things � Security
threat model � Cyberspace governance � Edge computing

1 Introduction

During the booming global information age, followed by

the explosive growth of network security threats and the

continuous deterioration of the network environment, var-

ious data leakage events and network attacks emerge

endlessly worldwide. Besides, there is full of fraud and

malicious information on the Internet, damaging the

vitality of the global economy and global moral atmo-

sphere. Consequently, the United Nations has called on all

countries to carry out cyberspace governance actions, in

response to the deterioration of the global Internet envi-

ronment and cybersecurity (Kumar 2020). With the advent

of the 21st century, the Internet of Things (IoT) technology

has entered thousands of households, realizing the infor-

mation exchange and communication between the real

world and the Internet, and comprehensively perceiving the

data from the physical world. However, the IoT network

undergoes diversified Internet data leakage and data

attacks, further affecting the lives of people in the real

world.

The IoT network can collect real-time information about

various things by devices and technologies such as sorts of

information sensors, radio frequency identification (RFID),
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global positioning system (GPS), infrared sensors, and

laser scanners. It can also connect things with things and

things with people through diverse network accesses, and

realize the intelligent perception, recognition, and man-

agement of things (The 2019). With the development of

IoT, human beings have entered the era of interconnection

of all things surrounded by IoT terminals. The safe use of

the IoT depends on the security of Internet environment.

Moreover, the information processed by the IoT terminal

comes not only from its own interior, but also from the

external world, which is the operating basis of the terminal

(Shao 2020). The traditional security threat analysis model

has a good prevention effect on traditional network attacks

or security vulnerabilities. However, it cannot defend

against unconventional network attacks and security vul-

nerabilities, cannot accurately describe, effectively dis-

criminate, and deal with potential foreign threats in time.

Therefore, a new IoT security threat model is proposed

here based on DL (deep learning) technology, as a theo-

retical support for analysts (Big and Model 2019).

Edge computing (EC), also known as proximity com-

puting, is a data processing technology at the location

physically close to the data generation address. The EC

technology can deal with the relationship between the

timeliness and cost of response to events well, considering

the size and power of IoT terminals. The EC technology

aims to solve the problem of insufficient timeliness of the

existing IoT security threat model and invalid judgment of

new security threats. The introduction of EC technology

here improves the time-validity of the security threat

model. Besides, this technology will effectively improve

the timeliness and efficiency of United Nations cyberspace

governance and reduce the governance costs (Van 2019).

The IoT security threat model is constructed based on

deep learning (DL), and the EC technology is used to train

the model to improve the model’s performance. Moreover,

experiments are performed on this model to verify its

feasibility. This model is conducive to the United Nations

cyberspace governance and lays a solid foundation for

future academic research.

2 Literature review

Rizvi et al. (2020) investigated the vulnerability identifi-

cation of devices based on device configuration, network

topology, and user strategy, and studied attack vectors of

IoT equipment including three central domains (health

care, business, and family) (Rizvi et al. 2020a). Aufner

(2020) explained the origin of the research on the IoT, and

listed common threat modeling frameworks. The author

further explored the current status of security research on

the IoT, explained the generation of these threats in

principle, and briefly introduced the methods to eliminate

them (Aufner 2020). Ghazal et al. (2020) applied a com-

plete information security algorithm to the IoT security.

They also utilized the IoT equipment to transmit data to

solve the problem that fiscal addition could not deal with

different types of security vulnerabilities (Ghazal et al.

2020). Bayat et al. (2019) proposed an enhanced scheme to

eliminate the security loopholes in the traditional

scheme of realizing IoT user authentication through com-

munication between sensor nodes and gateways in wireless

sensor networks (Bayat et al. 2019). Singh et al. (2018)

provided an optimal practice solution for existing Near

Field Communication (NFC) access control applications

subjected to security attacks. The solution was aimed at

curbing the leakage of user key data caused by attacks like

denial of service, and preventing any vulnerability that

might affect any NFC application and technology (Singh

et al. 2018). In summary, the existing detection methods of

various traditional attacks for the IoT lack diversity, which

are likely to fail to detect new attack methods and prevent

them consequently. Furthermore, the previous IoT security

threat model has slow response speed and poor timeliness.

In view of this, a security threat model based on DL is

innovatively proposed, which can actively learn the

detection method of security threat vulnerabilities. Mean-

while, EC technology is utilized to improve the effective-

ness of the security threat model in real-time prevention

and alarm of threats.

Wang et al. (2019) stated that IoT networks would be

the indispensable part of the 5G (fifth generation) network,

but unfortunately, the resources of the IoT devices are

strained, and many security mechanisms are difficult to

implement. Finally, they designed an intrusion detection

method, established the event database, and implemented

an event analyzer to realize intrusion detection. They found

that the intrusion detection system could detect three types

of IoT attacks, namely interference attacks, false attacks,

and reply attacks (Wang et al. 2019). Yang et al. (2019)

proposed a data aggregation security protection

scheme based on anomaly detection, and reconstructed the

IoT as a network composed of small devices distributed on

the Internet. In view of the limitations of previous research,

they utilized the state estimation and sequence hypothesis

testing technology to design the scheme. The main idea of

their design was to use the high spatial and temporal cor-

relation between continuous observations in environmental

monitoring of the IoT network to predict future observa-

tions according to previous comments (Yang et al. 2019).

Azmoodeh (2019) built a new data set suitable for IoT

attack detection in military environment. In their experi-

ment, the IoT network consisted of various devices con-

nected to the Internet, from medical equipment to wearable

technology. Moreover, they used a detection method based
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on sequence code class selection as the classification of

sample resources, created a feature map for each sample,

and employed the DL method to classify malware (Az-

moodeh 2019).

3 Model construction and research methodology

3.1 DL

In 2006, the new research direction DL emerged in the

research field of machine learning, and researchers began

to investigate it and gradually apply it to the industry. In

2012, Stanford University first built a training model called

Deep Neural Network (DNN) using a parallel computing

platform with 16,000 Central Processing Unit cores. This

technology has made great breakthroughs in many appli-

cation scenarios such as speech recognition and image

recognition. In 2016, AlfaGo, an artificial Go software

based on DL, defeated Li Shishi, the world’s top Go

master. After that, many famous high-tech companies

worldwide began to invest vast resources in DL, establish

research institutes for DL, and attract numerous technical

research and development personnel in the DL field (Ba-

sodi and Ji 2020).

Machine learning technology can learn new knowledge

or skills by studying how computers simulate or implement

animal learning behaviors, to rewrite existing data struc-

tures and improve program performance. From a statistical

point of view, it predicts the distribution of data, learns a

model from data, and then predicts new data, which

requires that test data and training data must be identically

distributed. The fundamental feature of machine learning is

to try to imitate the mode of information transferring and

processing between neurons in the brain (Ahn et al. 2017).

The most notable applications of machine learning are in

the fields of computer vision and natural language pro-

cessing (NLP). Obviously, DL is strongly related to the

neural network, the primary algorithm and method of

machine learning. In other words, DL can be regarded as an

improved neural network (Dalal et al. 2019).

The artificial neural network (ANN) is a mathematical

model or calculation model that imitates the structure and

function of biological neural networks. ANN conducts

calculation through a mass of artificial neurons connec-

tions. In most cases, ANN is an adaptive system able to

change the internal structure based on external information.

The modern neural network is a nonlinear statistical data

modeling tool, commonly used to model the complex

relationship between input and output, or to explore the

mode of data. The neural network is an operational model

connecting plenty of nodes (or ‘‘neurons’’), and each node

represents a specific output function called activation

function. The connection between each two nodes signifies

a weighted value of the connection signal, called weight,

equivalent to the memory of the ANN. The output of the

network varies from different connection modes, weights,

and activation functions. The network itself is usually an

approximation to some algorithms or functions in nature, or

an expression of a logical strategy. Its construction concept

is inspired by the functions of biological neural networks

(of human or other animals). On the one hand, ANN is

generally an optimization of a learning method based on

mathematical statistics, as well as an application of math-

ematical statistics method, through which massive local

structure spaces can be obtained, with the expression form

of functions. On the other hand, in the field of artificial

intelligence, the application of mathematical statistics can

make decisions for artificial perception. In other words,

through statistical methods, ANNs can possess simple

decision ability and simple judgment ability similar to

people, which is superior to formal logical calculus (Her-

zog et al. 2020).

The McCulloch and Pitts (M-P) neuron model is a

pioneering artificial neuron model with dominant influence,

expressing the complex biological neuron activity through

a simple mathematical model. It aggregates signals from

multiple other neurons into a total signal, to compare the

total signal with the threshold. If the total signal exceeds

the threshold, the excitation signal is generated and output.

Otherwise, the model converts into the inhibitory state.

As everyone knows, a polyhedron is a geometric body

surrounded by several plane polygons, which involves the

concept of space. The essence of the two-dimensional

space is a plane, referring to any combination of two

variables without any constraints. For the unified form, any

straight line L in the two-dimensional space is expressed as

a0 þ a1x1 þ a2x2 ¼ 0. In machine learning, to compare 0 in

the above equation with the dependent variable (category)

y, the geometric line L is used as the algebraic expression

y = 0. Similarly, the n-dimensional plane can be deduced

accordingly. The set of n-dimensional vectors is called the

n-1 dimensional hyperplane of the n-dimensional vector

space. A straight line can divide a plane into two planes,

while a plane divides a three-dimensional space into two

three-dimensional spaces. Similarly, a n-1 dimensional

hyperplane divides an n-dimensional space into two n-di-

mensional space, belonging to different categories. This

classifier is the neuron. The essence of M-P neurons is to

divide the feature space into two parts, and the two parts

belong to two categories, respectively. Figure 1 illustrates

the M-P neuron model.

In Fig. 1, the input is an eigenvector, representing the

direction of change (Lambers et al. 2019). The absolute

value of weight denotes the influence of input signal on the

neuron.
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The activation function can be described as follows.

1. When the absolute value of x is less than c, the ramp

function can be described as Eq. (1).

f ðxÞ ¼ kxþ c ð1Þ

The ramp function equals T when x is greater than c.

Otherwise, it equals �T .

2. The threshold function equals fxþ 1 when x is greater

than c. When x is less than �c, it is 0.

The nonlinear function can be presented as follows.

1. S-type function can be displayed as Eq. (2).

f ðxÞ ¼ 1

1þ e�ax
ðx 2 RÞ ð2Þ

2. The derivative of Sigmoid function is shown in Eq. (3).

f 0ðxÞ ¼ ae�ax

ð1þ e�axÞ2
¼ af ðxÞ½1� f ðxÞ� ð3Þ

3. Bipolar Sigmoid function is shown in Eq. (4).

hðxÞ ¼ 2

1þ e�ax
� 1 ¼ ðx 2 RÞ ð4Þ

4. The derivative of bipolar Sigmoid function is shown in

Eq. (5).

h0ðxÞ ¼ 2ae�ax

ð1þ e�axÞ2
¼ a

1� hðxÞ2

2
ð5Þ

Among the above equations, a represents the weight of

each node. The initial weights and thresholds of the neural

network need to be normalized between 0 and 1, because

the transfer function of neurons is quite different between

[0,1]. When the transfer function is greater than 1, its value

changes little (and its derivative or slope is small), which is

not conducive to the implementation of the backpropaga-

tion algorithm. The backpropagation algorithm needs to

use the gradient of each neuron’s transmission function.

When the input of the neuron is too large (e.g., greater than

1), the gradient value of the independent variable at this

point is too small, and the weight and threshold cannot be

adjusted.

DL, containing the convolutional neural network (CNN)

and deep belief network (DBN) (Sinha and Dhanalakshmi

2020), mainly simulates human neurons. Each neuron in a

CNN processes received information and then transmits it

to all adjacent neurons. Figure 2 illustrates the processing

method of CNN.

Through Fig. 2, the small block area in the CNN can be

considered as the input data at the bottom of the hierar-

chical structure. The information passes through all layers

of the network through the forward propagation, and every

layer is composed of filters, so that some significant fea-

tures of the observed data can be obtained. Therefore, CNN

is also called a DL method. CNN consists of the input

layer, hidden layer and output layer. The input layer can

process multi-dimensional data. Generally, the input layer

of the one-dimensional CNN receives one-dimensional or

Fig. 1 M-P neuron model
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two-dimensional arrays. The one-dimensional array is

usually time or spectrum sampling, and a two-dimensional

array may contain multiple channels. The input layer of the

two-dimensional CNN receives two-dimensional or three-

dimensional arrays, and the input layer of the three-di-

mensional CNN receives four-dimensional array. The

hidden layer includes three layers, namely convolution

layer, pooling layer, and full connection layer. The con-

volution layer extracts the characteristics of input data, the

pool layer is responsible for feature selection and infor-

mation filtering, and the function of full connection layer is

to perform nonlinear combination of the extracted features

to obtain the output. For the image classification problem,

the output layer outputs the classification label using logic

function or normalized exponential function. In object

detection, the output layer can be used to output the central

coordinates, size, and classification of objects. In image

semantic segmentation, the output layer directly outputs

the classification results of each pixel (Dhillon and Verma

2020).

3.2 RFID technology

3.2.1 (1) RFID

RFID technology is a kind of automatic identification

technology and a critical part of realizing the IoT tech-

nology (Yang and Chen 2020). It primarily carries out non-

contact bidirectional data communication through radio

frequency (RF), and uses RF to read and write recording

media (electronic tag or radio frequency card), to achieve

target identification and data exchange (Yan et al. 2020).

The complete RFID system consists of the reader, tag, and

data management system. The reader is a device that reads

the information in the tag or writes the information to be

stored in the tag. According to the structure and technical

principal, the reader can be a read/write device or an

information control and processing center of an RFID

system. The electronic tag is composed of transceiver

antenna, AC/DC circuit, demodulation circuit, logic control

circuit, memorizer, and modulation circuit (Abdulkawi and

Sheta 2020). At present, RFID technology has been widely

used in all walks of life.

Ali and Haseeb (2019) found that RFID played a major

role in the supply chain operation of the textile and gar-

ment industry, and it had a significant and positive impact

on the supply chain performance (Ali and Haseeb 2019).

Singh et al. (2017) proved that RFID tag sensors based on

inkjet printing nano materials could be easily printed on

flexible paper, plastics, textiles, glass, and metal surfaces,

showing broad application prospects in flexible and wear-

resistant electronic technology (Singh et al. 2017). Lan-

daluce et al. (2020) proposed to combine RFID and wire-

less sensor networks to change their limitations and apply

them to wearable sensors, which made new and promising

IoT applications possible (Landaluce et al. 2020).

(2) Mobile RFID (M-RFID) network and security

analysis

RFID network is a manifestation of IoT. It is a network

that combines RFID technology with the Internet and

provides information services (Jaballah and Meddeb 2021).

The M-RFID network is an information network based on

Internet and RFID technology, which exchanges informa-

tion through mobile communication networks. The

M-RFID network takes advantage of the unique identifi-

cation characteristics of the object based on the electronic

product code EPC (electronic product code) in the tag.

Therefore, it can obtain the EPC information in the tag

according to the RF signal between the mobile terminal

implanted with the reader chip and the tag loaded on the

object. Besides, it can access the EPC network through the

mobile communication network connection to obtain the

relevant information or services of the article, and carry out

online transactions, which greatly broadens the access to

information (Hou et al. 2021). However, because the

M-RFID network adopts wireless data exchange technol-

ogy, it facilitates data acquisition, but meanwhile, brings a

huge security risk (Chiou et al. 2018).

Fig. 2 Processing method of CNN
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There are two main forms of attacks in the M-RFID

network, i.e., physical attacks and spoofing identity.

Physical attacks are also called direct attacks. The hacker

attacks different physical locations in the M-RFID network

from the perspective of electronic communication. There

are many ways to implement identity spoofing attacks. For

example, the attacker can forge tags to deceive mobile

terminals, to transmit information containing illegal data to

the information management platform. Moreover, the

attacker can fake the reader and writer to directly read the

information in the user’s label without being noticed by the

user and steal the user’s personal information. The RF

equipment can also be used to intercept the communication

information between the tag and the reader/writer to forge

the electronic tag or reader/writer, to realize the next

attack, such as sniffing, replay attack, or tracking (Aghili

et al. 2018).

3.3 Establishment of IoT security threat model

The security threat is a potential event jeopardizing the

system security, with possibilities of uncontrollable nega-

tive impacts on the system. Every system during operation

faces various security threats. The security threat model

can simulate the potential vulnerabilities, detect the inter-

nal operation, and assist security personnel in monitoring

and judging the system state (Nicolas et al. 2019). The

model can also determine the risk level of the real attack to

decide the processing sequence, processing strength, and

treatment scheme against multiple threats. Figure 3 reveals

the establishment process of security threat model.

In Fig. 3, the establishment of a security threat model is

generally divided into five steps. a. Identification of secu-

rity targets. b. Building system architecture. c. Decom-

posing systems. d. Identifying and documenting threats. e.

Assessing the risk of the threat (Aufner 2020; Rizvi et al.

2020b). Table 1 displays the primary task of each step.

Table 2 presents three primary types of security threat

model.

A threat tree model is adopted in this experiment.

(2) Threat tree model.

The tree structure of logically simple threat tree model

can clearly and accurately describe many threats and the

operation modes of attacks. Then, it can quickly add new

threats and delete invalid threats according to existing

logical rules. Besides, the threat tree model has strong

scalability with sub-modules. A complete complex tree

structure can be split into individual sub-modules for

operation, or can use a single sub-module repeatedly.

Therefore, the threat tree model is highly structured and

reusable (Hosseinzadeh et al. 2020).

The logic of threat tree models relies on the cause and

effect of events. The tree root is the final attack target. The

leaf nodes at all levels below the root represent the method

to achieve the target represented by the nodes at the higher

level, and the leaf at the top level denotes the simplest

attack method.

Each threat tree model can be described as a triple

T : f G;E;G0g . Among them, G denotes the node, while

E stands for the connection between nodes, and G0 repre-

sents the root node. There are two types of relationship

Identification of 

security targets

Building System 

Architecture

Whether expectations

are met

Decompose systems

Identify and document 

threats

Assess the risk 

of the threat

Start

End

Y

N

Fig. 3 Establishment process of the security threat model
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between the nodes of the threat tree model, namely ‘‘AND’’

and ‘‘OR’’ (Aditya et al. 2019).

a. ‘‘AND’’: each lower-level node needs to be imple-

mented to achieve the upper-level node, thus to launch

an attack, as shown in Eq. (6).

G1 \ G2 \ G3 \ � � �f g ¼ Goal G0 ð6Þ

b. ‘‘OR’’: just one lower-level node achieved can perform

the upper-level nodes, as presented in Eq. (7).

G1 [ G2 [ G3 [ � � �f g ¼ GoalG0 ð7Þ

Figure 4 indicates the complete threat tree model.

4 Research on threat risk assessment method

The threat factor set is described as f W1,W2;. . .;Wng.
Denote P i;jð Þ as the probability that a threat factor Wi will

attack the system, i.e., the probability of threat factor Wi to

Wj, which can be written as Eq. (8), where P i;jð Þ 2 0; 1ð Þ.
PðWnÞ ¼ PðWn=W1 W2 . . .WnÞ ð8Þ

Ti represents the risk level of Wi, indicating the harmful

scale to system security. Ri denotes the reliability of the i-

th subsystem. Ri;j expresses the reliability of the j-th

secondary subsystem in the i-th subsystem (Buldas et al.

2020). The reliability of the parallel subsystem with asso-

ciated threat factors is shown as Eq. (9). The reliability of

the subsystem with threat factors in ‘‘OR’’ relationship is

presented as Eq. (10).

Rði;jÞ¼1�
Yn

i�1

1� P Wið Þð Þ; i ¼ 1; 2; 3; . . .n ð9Þ

Rði;jÞ ¼
Yn

i�1

1� P Wið Þð Þ; i ¼ 1; 2; 3; . . .n ð10Þ

The useability RW of threat factorWi is expressed by Eq. (11).

RW ¼ 1�
Yn

i¼1

1�
Ymj

j¼1

Rði;jÞ

 !
ð11Þ

Threat factor Wi corresponds to t risk level (K
t
i ¼ k

tmaxð Þ
i ).

The security threat of Wi is shown in Eq. (12), where a is

0.295.

Qi ¼ Ri � a ð12Þ

Table 1 Main tasks of the five steps

Step Main task

Identification of security

targets

The model detects the valuable parts needing protection in the system. This stage is conducive to clarifying the

purpose and next task plan

Building system architecture Understand the target system meticulously, involving system functions, system architecture, compositions,

physical deployment, and solution. Determine user permissions, and uses chart hierarchical system (subsystem,

bounded confidence, data stream) to find the potential defects in the actual design process of the system

Decomposing systems Clarify the system components (data server, communication device, data acquisition module), the relationship, as

well as the processing process between the components

Identifying and

documenting threats

Confirm security objectives, list all potential threats in the system, and identify the security threats potentially

affecting the system based on the understanding of the system architecture and potential defects

Assessing the risk of the

threat

Figure out the impact degree and risk level of the threats, and give priority to the threat with greater risk

Table 2 Primary security threat models

Name Application Difficult point

Threat tree model It is effective against serial threats. This model is easy to design and can

provide accurate and clear detection results

Threat model based on

threat attributes

It adopts security timing analysis method to detect threats by extracting

attribute features of threats

Building the feature base and

model base

Bayesian network model It can detect distributed threats, but it is not accurate enough in practical

applications

The design and implement of the

detection algorithm
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4.1 Edge computing

4.1.1 (1) An Overview of EC

EC is an open platform close to the one side of things or data

source, with the core capabilities of network, calculation,

storage, and application. The edge of the network can be any

entity including the data source and the cloud computing

center. These entities are equipped with EC platforms inte-

grating the network, computing, storage, and core applica-

tion competence, providing real-time, dynamic, and

intelligent computing services for end users. Different from

the processing and algorithm decision in cloud computing,

EC makes intelligence and computing closer to the reality.

EC can reduce timedelay because it can process data closer

to the data source, rather than in the external data center or

cloud. Additionally, it costs little, enabling companies to

spend less on data management solutions for local devices

than on cloud and data center networks. With the increase in

IoT terminals, the speed of data generation and record trans-

mission grows. Therefore, the network bandwidth becomes

limited, making the cloud overwhelmed and causing greater

data bottlenecks. EC can run fast and efficiently with little

delay.Mobile edge computing (MEC)greatly improves users’

service experience, because it has an independent server with

strong computing and storage capabilities and is extremely

physically close to the network terminal equipment. More-

over, the model can constantly learn and adjust itself

according to individual needs to provide personalized inter-

active experience. The EC distributes concentratedly (Garg

et al. 2019), avoiding personal privacy disclosure.

4.1.2 (2) EC Based on DL

A Mobile Edge Computing (MEC) network is designed

based on distributed DL. By deploying a computing server

on the client, it avoids tracing the traffic generated by the

application back to the remote data center, and provides an

effective method to build a bridge between the user and the

edge server. Besides, MEC utilizes K parallel DNNs to

effectively generate diversion decisions, reduce the delay

of executing computing tasks, and save energy consump-

tion for those delay-sensitive cloud computing applica-

tions. The purpose of MEC algorithm is to find a diversion

strategy function and generate the optimal diversion strat-

egy. The entities applied to the MEC framework include

related external objects, the center, and system manage-

ment of MEC. The core of the MEC network diversion

algorithm is the center, containing the platform and the

materialized virtual infrastructure. The center can be fur-

ther divided into the virtual infrastructure layer, the plat-

form, and application. The platform is a set of necessary

functions to run MEC applications on the virtual infras-

tructure, including virtualization management and func-

tional components of the MEC platform. Virtualization

management takes virtual infrastructure as a platform to

realize the organization and configuration of MEC. The

application provides a flexible and efficient operation

environment with resources allocated on demand and

multiple applications running independently. The func-

tional components of MEC platform mainly provide vari-

ous services, with access to the application through the

open Application Programming Interface. These services

include wireless network information, location, data dis-

tribution rules, persistent storage of access, and configu-

ration of Domain Name Server proxy service. The MEC

algorithm is composed of distributed actions and DL (Sha

et al. 2020; Pereira et al. 2021). The size of input data and

output data is expressed as d. For each input d, K dis-

tributed shunting decision makers efficiently generate K

candidate shunting decisions xk k 2 gjf g, where

g ¼ 1; 2; 3; � � � ;Kf g. Then, the diversion action with the

lowest total energy cost is selected as the output, expressed

as x*. Finally, the memory data group (d, x*) is further
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stored in the memory structure to train the K distributed

diversion decision makers. When the MEC network device

is maliciously attacked, it will allocate some computing

resources to start its defense mechanism. Figure 5 indicates

the algorithm flow.

1) Enter dt;

2) Use random parameters hk to initialize K DNNs,

where k 2 g;
3) Empty the memory bank;

4) When the gap t is less than the maximum number of

cycles G, perform the following operations; other-

wise, the training ends and jumps out of the cycle;

5) Copy and input the requirement dt of different users

to all K DNNs;

6) Generating a candidate diversion decision from each

DNN in a parallel manner;

7) When the candidate shunting decision xkf g is

available, the optimal bandwidth allocation is solved

for each candidate shunting decision respectively;

8) Select the one that minimizes the bandwidth alloca-

tion problem from the candidate shunting decision

xkf g;
9) Save (dt, xt

*) to memory;

10) Randomly select K batches of training data from the

memory;

11) Train all DNNs and update the parameter hk;t;
12) Skip to step 5 and add 1 to time slot t;

13) Output xt
*.

4.2 Experimental design and data sets

Firstly, the threat degree of the boundary threat factor for

the security target can be calculated using the given threat

risk calculation method. Then, based on this result, the

threat risk value of each threat factor and each attack path

in the tree structure can be obtained, according to the

possibility of each threat factor being utilized.

The specific steps are as follows. a. Define the reliability

of the boundary threat factors. b. Use the reliability of

boundary threat factors to calculate the probability of each

threat attack and the reliability of each threat factor or path.

c. Calculate weights for each threat factor or the full uti-

lization path based on the correlation. d. Determine the risk

value and path utilization value of threats by the reliability

and weight of threat factors.

Simulation results display the comparison between

detection results of the Linux Intrusion Detection System

of the security threat model and the attack detection system

based on the mainstream security threat model, from the

perspectives of Precision, Recall, and F1-score. Precision

and recall are usually used to evaluate the analysis effect of

binary classification models. However, when these two

indicators conflict, it is difficult to compare between

models. Therefore, F1-score is proposed, which is an index
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to measure the accuracy of the model. It takes into account

the precision and recall of the classification model at the

same time. It can be regarded as a harmonic average of the

accuracy and recall of the model. Its maximum value is 1

and its minimum value is 0. F1-score is calculated

according to Eq. (13).

F1¼
2 � ðprecision�recallÞ
ðprecisionþ recallÞ ð13Þ

In Eq. (13), precision represents the precision, recall

denotes the recall rate. F1 represents an index used to

measure the accuracy of binary classification model in

statistics, which can be seen as a harmonic mean of pre-

cision and recall of the model.

The IoT simulation data set contains 7 million network

transactions, and Cooja of Contiki simulates multiple

locations in smart home networks. The open-source net-

work penetration test framework Scapy is used to extract

data by stripping each network packet. The input data

preprocessing procedure simplifies 7 million network

transactions and reduces the input data set to 697,880

records. The network data set is collected from two sepa-

rate simulations, of which the first simulating all benign

network transactions, and the second simulating mixed

malignant network transactions. Each network transaction

in the second network simulation is marked as malicious

affairs because the entire network is affected by the vicious

activities that occur within the network. Among these

697,880 records, a total of 390,540 records belong to

malicious affairs, and the remaining 307,340 records

belong to benign affairs. The original data set can be

obtained by processing the files generated by simulation,

which contains information such as packet serial number,

source IP, target IP and data value, and protocol types.

These columns (attributes) are used to calculate the trans-

mission and reception rates of nodes. The test data set

includes 232,394 records (33.333% of the input data set).

Among them, each record consists of six values, namely

transmission rate, receiving rate, transmission-receiving

ratio, duration, transmission mode, source Internet Protocol

(IP), target IP, data value information, and binary label

information. Binary label information indicates whether

network transactions are benign or malicious. The training

data set containing 464,788 labeled records (66.667% of

the input data set) is used to train the model. During the

operation of the test data set, no binary label information is

provided, which shows which binary classification each

record belongs to.

5 Experimental results of DL-based IoT security
threat model and edge analysis

5.1 Results of IoT security threat model based

on DL

The threat tree model is used to perform the safety

judgement, and is continuously trained by DL, which is

conducive to the detection of the security holes in the

system and the attack sets defined by the security holes.

Figure 6 reveals the threat tree model after pruning.

Furthermore, Table 3 displays the risk level data of

mobile RFID network calculated by the equations in

Sect. 2.3.

According to the data in Table 3, the threat factor with

higher reliability and degree are more likely to be utilized,

and the threat factor with higher risk grade is more dan-

gerous. Among them, the risk grade of the counterfeit

communication system EPCIS and the relay device is the

highest, reaching 3. The risk grade of RF power plant and

intercepted communication is the lowest, which is only 1.

Additionally, the reliability of the counterfeit communi-

cation system EPCIS of the model is the lowest, only 0.2,

but the reliability of most threat factors of the model is

more than 0.6, which belongs to the normal reliability

range. The risk coefficients of tags intercepted by the

attacker and the mobile terminal communication using

relay equipment to retransmit information are the highest.

Therefore, limited prevention and treatment are needed for

these two attacks, namely radio frequency eavesdropping

and replay attacks.

Reliability refers to the possibility and correlation of

system risk based on risk identification and estimation by

comprehensively considering the probability of risk

occurrence, loss range, and other factors. Risk level is the

risk level of an enterprise determined by comparing the

possibility of risk with the recognized safety standards,

determining whether control measures are needed and to

what extent. The threat factors with higher reliability are

more likely to be utilized, and the threat factors with higher

risk level are more dangerous. Threat factors primarily

include tampering with data, information disclosure, iden-

tity deception, denial, privilege promotion, and denial of

service.

5.2 Results of the EC of the united nations

cyberspace governance

Figure 7 provides the computational resource consumption

with iterations at the time point t.

As Fig. 7 shows, the computational resource consump-

tion of edge network terminals is proportional to the
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number of iterations. The former increases with the growth

of the latter, and then tends to be stable at a certain level,

no longer increasing or decreasing. The reason is that at a

fixed time point, the attack intensity is constant, and the

security defense strategy called before by the edge network

terminal is improved to the optimal strategy. Moreover,

according to previous studies, since the response time of

the defense mechanism enlarges with the growth of attack

intensity of the system, the computational resource con-

sumption of edge network terminals increases corre-

spondingly. This is because the edge network terminal will

schedule a part of the computational resource for the

security defense strategy generally within the allowable

range, causing less burden on the whole system, thus

avoiding long response time.

5.3 Performance comparison of security threat

models

Figure 8 illustrates the performance comparison between

the mainstream security model and the proposed security

model.

From Fig. 8, at the beginning of the model operation,

the detection rate of the proposed security threat model is

higher than 90%, and the Precision is 1.25 times higher

than that of the original mainstream model of 40%.

Moreover, with the increase of operation times, the Preci-

sion of the original mainstream model first increases to

85% and then decreases to 73%, which is unstable. At the

beginning of the model operation, the Recall of the pro-

posed model is higher than 85%, and the Precision is 10%

higher than that of the original mainstream model, which is

70%. As the running continues, the Recall of the original
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Table 3 Risk level data sheet

Threat factor Reliability Degree Risk grade

A1 0.61 4 2

A2 0.64 5 2

A3 0.77 4 3

A4 0.56 5 1

A5 0.24 1 2

A6 0.20 2 3

A7 0.61 3 2

A8 0.83 4 2
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mainstream model first rises to 95% and then falls to 50%,

which is unstable. At the beginning of the model operation,

the F1-score of the proposed model is higher than 90%, and

the Precision is nearly doubled that of the original main-

stream model, which is 50%. With the increase in opera-

tion, the Recall of the original mainstream model gradually

increases to 93%. The results demonstrate that the perfor-

mance of the proposed model is significantly better than

that of the original mainstream model.

6 Conclusion

The IoT security threat model based on DL and EC is

constructed for the United Nations cyberspace governance

through combining the data and the actual situation of IoT

security threats. Then, the model is trained by DL and

tested on actual data. The experiment proves that the IoT

security threat model based on DL can make the computer

autonomously learn from attacks, and achieve the purpose

of continuous model training through the application of the

actual data set. Moreover, the EC speeds up the data pro-

cessing and analysis of the model, and reduces the required

network traffic and time delay, guaranteeing the security of

the computer system. Moreover, EC can effectively protect

personal privacy and information security.

There are still some deficiencies in this work. (1) The

factors considered in the evaluation are not comprehensive.

(2) Other methods are not considered to improve the effi-

ciency of equivalent partition and boundary value analysis

of test input space. Therefore, future research will study

whether there is a correlation between the impact caused by

the successful implementation of attacks with reputation

loss, economic loss, and the recurrence of successful

attacks, to reduce the threat to the IoT security. In addition,

in later research, lightweight formal methods, such as

model checking and theorem proving, can be used to for-

mally verify the key functional modules in the design and

implementation of software system.
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