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Abstract The continuous repair or inspection whenever

required of a system made by the server is the main cause

of the tiredness of the server, the refreshment is offered to

the server whenever needed to enhance his performance.

One unit is sufficient to operate the system out of two

identical units. The main unit may fail directly, and the

other unit may get failed because of remaining unused for

an extended period or any other reason. The trained

repairman first inspects the unit and then decides to repair

or replace the unit in keeping the system operative. To

simulate the model in real life it is assumed that the time

for refreshment and repair policy has exponential distri-

bution whereas the distributions of unit failure and server

failure are used as arbitrary with different probability

density functions. A variety of Reliability measures are

explored with RPT (regenerative point technique) and

semi-Markov process. To conclude the steady of this

model, graphs are used corresponding to refreshment rate

to show the behavior of some reliability measures such as

MTSF, availability, and busy period of the server, and

profit by choosing arbitrary values of the parameters.

Keywords Reliability measures � Inspection � Cold
standby � Refreshment � Identical units � Regenerative point
technique

1 Introduction

The only way to overcome the tiredness of the server due to

the continuous repair work or inspection of the two iden-

tical unit systems either to offer him rest or some

refreshment. The idea of offer refreshments to the server

whenever needed to make the server more energetic

immediately has not been discussed so far in the available

literature. Even many researchers like; Devis (1952) threw

light on some failure data. Branson and Shah (1971)

scrutinized the system reliability when units are comprised

of arbitrary repair-time distributions. Osaki and Nakagawa

(1971) discussed a redundant system having two-unit

standby with repair and preventive maintenance policy.

Birolini (1974) explored some uses of stochastic regener-

ative policy to reliability theory. Kumar and Lal (1979)

examined stochastic systems having a two-unit standby

policy with contact failure and intermittently available

repair facility. Subramanyam and Gopalan (1983) dis-

cussed the cost–benefit of two units warm standby system

with a single repairman subject to distinct inspection plans.

Goyal and Murari (1984) analyzed the cost of the system

with a two-unit standby having a single repairman and

patience time. Goel et al. (1986) discussed system relia-

bility with preventive maintenance, inspection, and two

types of the repair policy. Singh (1987) examined two-unit

cold standby stochastic systems. Singh and Srinivasu

(1987) discussed two-unit cold standby stochastic systems

have preparation time for repair.
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Related work: Gupta and Goel (1989) explored the

benefit of two unit superiority standby systems having an

administrative delay in repair. Chellappa (1989) obtained

two-dimensional discrete Gaussian Markov random field

models for image processing. Gupta and Goel (1991)

examined two-unit cold standby system cost in abnormal

weather conditions. Sekhar and Yegnanarayana (1996)

evaluated recognition of stop-consonant–vowel (SCV)

segments in continuous speech using neural network

models. Malik and Barak (2009) analyzed the Reliability

and economic of a system operating under different

weather conditions. Malik (2013) threw light on a com-

puter system reliability modeling having preventive

maintenance and superiority corresponding to maximum

operation and repair times. Barak et al. (2014) analyzed the

system having a single repairman with inspection corre-

sponding to different weather conditions.

Kumar and Sirohi (2015) analyzed the profit of a two-

unit cold standby system with the delayed repair of the

partially failed unit and better utilization of units. Kumar

and Baweja (2015) analyzed a cold standby system cost

with a preventive maintenance policy subject to the arrival

time of the repairman. Kumar and Goel (2016) explored

the availability and profit measures of a two-unit cold

standby system for general distribution. Yadav and Barak

(2016) discussed a cold standby stochastic system with a

single repairman failure policy.

Barak et al. (2017) explored a redundant system having

a refreshment policy subject to inspection with a single

repairman. Neeraj et al. (2018) analyzed a two-unit cold

standby system model having a single repairman and

operating under distinct weather conditions. Gahlot et al.

(2018) highlighted the performance assessment of repair-

able systems in the series configuration under different

types of failure and repair policies using copula linguistics.

Singh and Poonia (2019) obtained the probabilistic

assessment of a two-unit parallel system with correlated

lifetime under inspection using the regenerative point

technique. Hassan et al. (2019), Gupta et al. (2019), Kad-

yan et al. (2020) analyzed stochastically a non-identical

repairable system of three units with priority for operation

and simultaneous working of cold standby units. Gupta et

al. (2021b) analyzed the behavior of cooling towers in

steam turbine power plants using reliability, availability,

maintainability, and dependability. Kumar et al. (2020)

evaluated the reliability, availability, and maintainability of

the operational performance of soft water treatment and

supply plants. Raghav et al. (2020) obtained the probability

of a system consisting of two subsystems in the series

configuration under the copula repair approach. Singh et al.

(2021) analyzed the reliability of a repairable network

system of three computer labs connected with a server

under 2-out-of-3 G configuration. Verma et al. (2020)

highlighted a comparative analysis of data-driven based

optimization models for energy-efficient buildings. Gupta

et al. (2021a), Gupta and Mittal (2021), Rawat et al.

(2021).

Purpose of the study: Keeping in mind, the main role

of refreshment to enhance the efficiency of the server to

provide him during his job, the model developed as shown

in the Fig. 1. In this model, the server inspects the unit

before repair or replacement of the unit and refreshment is

available to heal up his tiredness or to enhance his capacity.

2 System assumption and notations

Assumptions: The following are the assumptions for the

state transitions diagram.

1. Initially, the whole system is in a good state and one

unit is kept as cold standby.

2. The server inspects the unit before repair or replace the

unit.

3. Repair of the units is perfect and the unit works as new

after repair.

4. Server works with full energy after getting

refreshment.

5. All the parameters are statistically independents.

Notations:

R: Set of regenerative states ( S0; S1; S2; S3; S8 ).

a=b: Probability that the cold standby unit of the system

is working/not working conditions due to unused of a long

time.

p=q: Probability that the cold standby unit is replaced by

a new unit/under repair.

O=Cs: The unit of the system is inoperative mode/cold

standby mode.

Fig. 1 State transition diagram
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Fur=FUR: The failed unit under repair/ continuous

under repairs from the previous stage.

Fwr=FWR: The failed unit waiting for repair/continu-

ously waiting for repair from the previous stage.

sut=SUT : The server is busy in getting refreshment /

continuously busy in getting refreshment from the previous

state.

k=l: The failure rate of the operative unit /rate by which

repairman feels the requirement of refreshment.

gðtÞ=GðtÞ: Pdf / Cdf of the repair rate of the failed unit.

f ðtÞ=FðtÞ: Pdf / Cdf of refreshment rate by which the

repairman recovers its freshness.

qrsðtÞ=QrsðtÞ: Probability / Continuous density function

of direct transition time from Sr 2 R to Ss 2 R or sth failed

state without staying in any Si 2 R in (0,t].

qij:kðtÞ=Qij:kðtÞ: Pdf/Cdf of first passage time from Sr 2
R to Ss 2 R or a failed state Ss with visiting state Sk once in

(0,t].

qrs:tðu;vÞðtÞ=
Qrs:tðu;vÞðtÞ

: Pdf/Cdf of first passage time from Sr 2 R

to or to a failed state Ss with visiting states Sk, Sr, Ss once in

(0,t].

mij: The unconditional meantime is taken by the system

to move from any Si 2 R when it is calculated from an

epoch of arrivals into the state Si.

mij ¼ �q0�ij ð0Þ ¼
Z1

0

td½QijðtÞ�dt

li: Let system failure time is signifying by T and in the

state Si mean sojourn time is

li ¼
X
j

mij ¼ EðtÞ ¼
Z1

0

PðT [ tÞdt

MrðtÞ: Probability that the system is originally up in the

regenerative state Sr 2 R up to at the time (t) without

passing via any other Si 2 R.

WiðtÞ: Probability that the repairman is busy in the state

Si up to time (t), without making any transition to any other

Si 2 R or returning to the same via one or more non-

regenerative states.

�=�: Laplace convolution notation/Laplace Stieltjes

convolution notation.

�= � �=0: Laplace transform notation (LT)/Laplace

Stieltjes transform notation (LST)/function’s derivative

notation.

3 Transition probabilities

There are the following possible transition probabilities:

p01 ¼ a; p03 ¼ b; p31 ¼ p; p35 ¼ q; p41 ¼ p; p45 ¼ q; p67 ¼ 1;

p10 ¼
pw

kþ w
; p12 ¼

qw
kþ w

; p14 ¼
k

kþ w
;

p20 ¼
/

/þ l
; p28 ¼

l
/þ l

; p51 ¼
/

/þ l
;

p56 ¼
l

/þ l
; p71 ¼

/
/þ l

; p76 ¼
l

/þ l
;

p82 ¼
h

kþ h
; p86 ¼

k
kþ h

ð1Þ

It is simply verified that

p01 þ p03 ¼ p10 þ p12 þ p14 ¼ p20 þ p28 ¼ p31 þ p35 ¼ 1

p41 þ p45 ¼ p51 þ p56 ¼ p71 þ p76 ¼ p82 þ p86 ¼ 1;

p10 þ p12 þ p11:4 þ p11:ð45Þ þ p11:45ð67Þn ¼ 1

p31 þ p31:5 þ p35:1ð67Þn ¼ 1; p82 þ p81:ð67Þn ¼ 1

ð2Þ

4 Mean sojourn time

Let system failure time is signifying by ‘T’ and in the state

Si the mean sojourn time is:

li ¼
X
j

mij ¼ EðtÞ ¼
Z1

0

PðT [ tÞdt

l0 ¼ m01 þ m03 ¼
1

k
; l1 ¼ m10 þ m12 þ m14 ¼

1

kþ w
;

l2 ¼ m20 þ m28 ¼
1

uþ l

l3 ¼ m31 þ m35 ¼
1

w
; l4 ¼ m41 þ m45 ¼

1

w
;

l5 ¼ m51 þ m56 ¼
1

uþ l
; l6 ¼ m67 ¼

1

u

l7 ¼ m71 þ m76 ¼
1

uþ l
; l8 ¼ m82 þ m86 ¼

1

hþ k

l01 ¼ m10 þ m12 þ m11:4 þ m11:ð45Þ

þ m11:45ð67Þn ¼
huðkþ wÞ þ qkwðhþ lÞ

huwðkþ wÞ

l03 ¼ m31 þ m31:5 þ m31:5ð67Þn ¼
ðhþ lÞ
hu

;

l08 ¼ m82 þ m81:ð67Þn ¼
huþ kðhþ uÞ
huðhþ kÞ

ð3Þ
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5 Meantime to system failure (MTSF)

Let /iðtÞ is the continuous density function of the first

passage time from Si 2 R to a failed state. Treating the

failed states as trapping states, then upcoming recursive

interface for /iðtÞ is:
/0ðtÞ ¼ Q03ðtÞ þ Q01ðtÞ � /1ðtÞ;

/1ðtÞ ¼ Q14ðtÞ þ Q10ðtÞ � /0ðtÞ þ Q12ðtÞ � /2ðtÞ
/2ðtÞ ¼ Q20ðtÞ � /0ðtÞ þ Q28ðtÞ � /8ðtÞ;

/8ðtÞ ¼ Q86ðtÞ þ Q82ðtÞ � /2ðtÞ

ð4Þ

Now taking LST of the above relations (4) and solving

for /��
0 ðsÞ, we have

M� sð Þ ¼ 1� /��
0 ðsÞ
s

ð5Þ

Now, the reliability of the system model can be obtained

by using inverse LT of Eq. (5), we have

MTSF ¼ lim
s!0

1� /��
0 ðsÞ
s

¼ p01p12 l2 þ p28l8ð Þ þ 1� p28p82½ � l0 þ p01l1ð Þ
1� p28p82½ � 1� p01p10ð Þ � p01p12p20

ð6Þ

6 Steady-state availability

Let AiðtÞ is the probability that the system is in up-state at a

moment ‘t’ specified that the system arrives at the regen-

erative-state Si at t = 0. Then upcoming recursive relation

for AiðtÞ is:
A0ðtÞ ¼ q01ðtÞ � A1ðtÞ þ q03ðtÞ � A3ðtÞ þM0ðtÞ
A1ðtÞ ¼ q10ðtÞ � A0ðtÞ þ q12ðtÞ � A2ðtÞ þ ½q11:4ðtÞ

þ q11:ð45ÞðtÞ þ q11:45ð67ÞnðtÞ� � A1ðtÞ þM1ðtÞ
A2ðtÞ ¼ q20ðtÞ � A0ðtÞ þ q28ðtÞ � A8ðtÞ þM2ðtÞ;
A3ðtÞ ¼ ½q31ðtÞ þ q31:5ðtÞ þ q31:5ð67ÞnðtÞ� � A1ðtÞ
A8ðtÞ ¼ q81:ð67ÞnðtÞ � A1ðtÞ þ q82ðtÞ � A2ðtÞ þM8ðtÞ

ð7Þ

where,M0ðtÞ ¼ e�kt,M1ðtÞ ¼ HðtÞ e�kt,M2ðtÞ ¼ GðtÞ e�lt,

M8ðtÞ ¼ FðtÞ e�kt.

Now taking LT of above relation (7) and solving for

A�
0ðsÞ, the steady-state availability is given by

A0 ¼ lim
s!0

sA�
0ðsÞ ¼

NA

D0 ð8Þ

where,

NA ¼ l0½ð1� p28p82Þp10 þ p12p20� þ l1ð1� p28p82Þ
þ l2p12 þ l8p12p28

D0 ¼
l0½ð1� p28p82Þp10 þ p12p20�
þ l01ð1� p28p82Þ þ l2p12 þ l03p03½ð1� p28p82Þp10

þ p12p20� þ l08p12p28

2
64

3
75

ð9Þ

6.1 Busy period of the server due to the inspection

of the failed unit

Let BI
i ðtÞ is the probability that the repairman is busy due to

the inspection of the failed unit at a moment ‘t’ specified

that the system arrives at the regenerative state Si at t = 0.

The upcoming recursive interface for BiðtÞ is:
BI
0ðtÞ ¼ q01ðtÞ � BI

1ðtÞ þ q03ðtÞ � BI
3ðtÞ

BI
1ðtÞ ¼ q10ðtÞ � BI

0ðtÞ þ q12ðtÞ � BI
2ðtÞ þ ½q11:4ðtÞ

þ q11:ð45ÞðtÞ þ q11:45ð67ÞnðtÞ� � BI
1ðtÞ þW1ðtÞ

BI
2ðtÞ ¼ q20ðtÞ � BI

0ðtÞ þ q28ðtÞ � BI
8ðtÞ;

BI
3ðtÞ ¼ ½q31ðtÞ þ q31:5ðtÞ þ q31:5ð67ÞnðtÞ� � BI

1ðtÞ þW3ðtÞ
BI
8ðtÞ ¼ q81:ð67ÞnðtÞ � BI

1ðtÞ þ q82ðtÞ � BI
2ðtÞ

ð10Þ

where, W1ðtÞ ¼ HðtÞ e�kt þ HðtÞ ke�kt � HðtÞ,
W3ðtÞ ¼ HðtÞ.

Now taking LT of above relation (10) solving for BI�
0 ðsÞ,

the time for which server is busy due to repair is given by

BI
0 ¼ lim

s!0
sBI�

0 ðsÞ ¼
NI
B

D0 ð11Þ

where

NI
B ¼ W�

1 ð0Þð1� p28p82Þ þW�
3 ð0Þp03½ð1� p28p82Þp10

þ p12p20�
ð12Þ

and D0 is earlier defined by Eq. (9).

6.2 Busy period of the server due to repair

of the failed unit

Let BR
i ðtÞ is the probability that the repairman is busy due

to repair at a moment ‘t’ specified that the system arrives at

the regenerative state Si at t = 0. The upcoming recursive

interface for BiðtÞ is:
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BR
0 ðtÞ ¼ q01ðtÞ � BR

1 ðtÞ þ q03ðtÞ � BR
3 ðtÞ

BR
1 ðtÞ ¼ q10ðtÞ � BR

0 ðtÞ þ q12ðtÞ � BR
2 ðtÞ þ ½q11:4ðtÞ

þ q11:ð45ÞðtÞ þ q11:45ð67ÞnðtÞ� � BR
1 ðtÞ

BR
2 ðtÞ ¼ W2 þ q20ðtÞ � BR

0 ðtÞ þ q28ðtÞ � BR
8 ðtÞ;

BR
3 ðtÞ ¼ ½q31ðtÞ þ q31:5ðtÞ þ q31:5ð67ÞnðtÞ� � BR

1 ðtÞ
BR
8 ðtÞ ¼ W8ðtÞ þ q81:ð67ÞnðtÞ � BR

1 ðtÞ þ q82ðtÞ � BR
2 ðtÞ

ð13Þ

where,W2ðtÞ ¼ GðtÞ e�lt, and W8ðtÞ ¼ FðtÞ ke�kt � f ðtÞ �
GðtÞ e�lt

þFðtÞ ke�kt � f ðtÞ � GðtÞl e�lt � f ðtÞ � GðtÞ e�lt þ � � �
Now taking LT of above relation (13) solving for BR�

0 ðsÞ,
the time for which server is busy due to repair is given by

BR
0 ¼ lim

s!0
sBR�

0 ðsÞ ¼ NR
B

D0 ð14Þ

where

NR
B ¼ W�

2 ð0Þp12 þW�
8 ð0Þp12p28 ð15Þ

and D0 is earlier defined by Eq. (9).

7 Expected numbers of visits by the server due
to repair of the failed unit

Let ViðtÞ is the estimated no. of visits by the repairman for

repair in (0, t] specified that the system arrives at the

regenerative state Si at t = 0. The upcoming recursive

interface for ViðtÞ is:
V0ðtÞ ¼ Q01ðtÞ � ½1þ V1ðtÞ� þ Q03ðtÞ � ½1þ V3ðtÞ�
V1ðtÞ ¼ Q10ðtÞ � V0ðtÞ þ Q12ðtÞ � V2ðtÞ þ ½Q11:4ðtÞ

þ Q11:ð45ÞðtÞ þ Q11:45ð67ÞnðtÞ� � V1ðtÞ
V2ðtÞ ¼ Q20ðtÞ � V0ðtÞ þ Q28ðtÞ � V8ðtÞ;

V3ðtÞ ¼ ½Q31ðtÞ þ Q31:5ðtÞ þ Q31:5ð67ÞnðtÞ� � V1ðtÞ
V8ðtÞ ¼ Q81:ð67ÞnðtÞ � V1ðtÞ þ Q82ðtÞ � V2ðtÞ

ð16Þ

Now taking LST of above relation (16) and solving for

R��
0 ðsÞ. The expected no. of visits of the server can be

obtained as:

V0 ¼ lim
s!0

sV��
0 ðsÞ ¼ Vr

D0

where

Vr ¼ 1� p28p82ð Þp10 þ p12p20 ð17Þ

and D0 is earlier defined by Eq. (9).

8 Expected number of refreshments given
to the server

Let TiðtÞ is the estimated no. of refreshment offered to the

repairman for repair in (0, t] specified.

that the system arrives at the regenerative state Si at

t = 0. The upcoming recursive interface for TiðtÞ is:
T0ðtÞ ¼ Q01ðtÞ � T1ðtÞ þ Q03ðtÞ � T3ðtÞ
T1ðtÞ ¼ Q10ðtÞ � T0ðtÞ þ Q12ðtÞ � T2ðtÞ

þ ½Q11:4ðtÞ þ Q11:ð45ÞðtÞ þ Q11:45ð67ÞnðtÞ� � T1ðtÞ
T2ðtÞ ¼ Q20ðtÞ � T0ðtÞ þ Q28ðtÞ � 1þ T8ðtÞ½ �;

T3ðtÞ ¼ ½Q31ðtÞ þ Q31:5ðtÞ� � T1ðtÞ
þ Q31:5ð67ÞnðtÞ � 1þ T1ðtÞ½ �

T8ðtÞ ¼ Q81:ð67ÞnðtÞ � 1þ T1ðtÞ½ � þ Q82ðtÞ � T2ðtÞ
ð18Þ

Now taking LST of above relation (17) and solving for

T��
0 ðsÞ. The expected no of visits of the server can be

obtained as:

T0 ¼ lim
s!0

sT��
0 ðsÞ;N0 ¼

Trf
D0

where,

Trf ¼ p11:45ð67Þn 1� p28p82ð Þ
þ p31:5ð67Þn p03 1� p28p82ð Þp10 þ p12p20½ �
þ p81:ð67Þnp12p28 ð19Þ

and D0 is earlier defined by Eq. (9).

9 Particular cases

Suppose that f ðtÞ ¼ he�ht, gðtÞ ¼ ue�ut,hðtÞ ¼ we�wt

p11:4 ¼
ku

ðuþ lþ kÞðuþ lÞ ;

p11:ð45Þn ¼
kl

ðuþ lþ kÞðuþ lÞ ;

p21:ð76Þ ¼
k

ðhþ kÞ ; p31:ð54Þ
n ¼ l

ðuþ lÞ

p81:ð67Þn ¼
k

ðhþ kÞ ;M0 ¼
1

k
¼ l0;M1 ¼

1

ðkþ wÞ ¼ l1;

M2 ¼
1

ðuþ lÞ ¼ l2;M8 ¼
1

ðkþ hÞ ¼ l8

W1ðtÞ ¼ l01;W2ðtÞ ¼ l2;W3ðtÞ ¼ l03;W8ðtÞ ¼ l08
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ðBR
0 Þ ¼

qkw2 huðkþ lÞ þ hðhuþ klÞ þ klðlþ uÞ½ �
D0½ �

ð23Þ

ðN0Þ ¼
khu2 uwðkþ hÞ þ pkwl½ �

D0½ � ð25Þ

ðT0Þ ¼
khuw

huþ kðuþ lÞ½ � qlðkþ bpwÞf g
þqw qluðkþ hÞ þ klðuþ lÞf g

" #

ðuþ lÞ½D0�
ð26Þ

10 Profit analysis

The profit analysis of the system can be done by using the

profit function;

P ¼ C0A0 � C1B
I
0 � C2B

R
0 � C3V0 � C4T0 ð27Þ

where, C0 ¼ 15,000 (Revenue per unit uptime of the sys-

tem is available).

C1 ¼ 600 (Cost per unit time for which server is busy

due to inspection).

C2 ¼ 800 (Cost per unit time for which server is busy

due to repair).

C3 ¼ 500 (Cost per unit visit by the server).

C4 ¼ 200 (Cost per unit time treatment given to the

server).

11 Discussion

Figure 2 represents the pictorial behavior of MTSF having

an increasing trend corresponding to refreshment rate (h).
In this graph, the values of parameters

l ¼ 0:4,u ¼ 0:65,w ¼ 0:8 refresh-ment request (or server

failure) rate, treatment rate, and the inspection rate

respectively taken as constant for simplicity. When k the

MTSF ¼ huþ kðuþ lÞ½ � kþ wþ akð Þ þ aqwkþ ak2 kþ hþ lð Þ
k fhuþ kðuþ lÞg kþ w� apwð Þ � aqwu kþ hð Þ½ � ð20Þ

ðA0Þ ¼
huwðkþ wÞ huþ kðuþ lÞf gðkþ wÞ þ qkwðkþ hÞ½ �

D0½ � ð21Þ

D0 ¼
huþ kðuþ lÞð Þ

phuw2 þ bpwk huþ qwðhþ lÞf g

þk huðwþ kÞ þ qkwðhþ lÞf g

" #

þqhuw2ðkþ hÞ þ qwk
buðkþ hÞ huþ ðkþ wÞ þ qkwðhþ lÞf g

þ huþ kðhþ lþ uÞf glw

" #

2
666664

3
777775
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failure rate of the operative unit changing from 0.3 to 0.35

then MTSF declined but having increasing trends and when

w changing from 0.5 to 0.6 then MTSF spontaneously

increase its value with the same increasing trends, and

when u changing from 0.6 to 0.7 then MTSF slightly

increased the value. Figure 2, reflects the increasing trend

of the MTSF corresponding to the increasing values of

refreshment rate.

Figure 3 represents the pictorial behavior of availability

having an increasing trend corresponding to refreshment

rate (h) increases from 0.1 to 1.0. In this graph, the values

of parameters l ¼ 0:4,u ¼ 0:65,w ¼ 0:8 refreshment

request (or server failure) rate, treatment rate, and the

inspection rate respectively taken as constant for simplic-

ity. When k changing from 0.3 to 0.35 then availability

declined but having an increasing trend corresponding to

Fig. 3 Availability vs.

refreshment rate (h)

Fig. 4 Profit vs. refreshment

rate (h)

Fig. 2 MTSF vs. Refreshment

rate (h)
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the increasing value of the refreshment rate and when w
changing from 0.5 to 0.6 then system is available for use

more than the previous time, and when u changing from

0.6 to 0.7 then availability enhanced. This graph also

reveals that as the rate of refreshment h changing from 0.1

to 1.0 then availability having an increasing trend.

The main objective of any system that manages the

system that profit enhances, as well as quality of the pro-

duct, should not be degraded. Figure 4 depicts the behavior

of the profit of the system having an increasing trend

corresponding to refreshment rate (h). In this graph, the

values of parameters l ¼ 0:4,u ¼ 0:65,w ¼ 0:8 refresh-

ment request (or server failure) rate, treatment rate, and

inspection rate respectively taken as constant for simplic-

ity. This graph shows that the profit of the system always in

an increasing manner corresponding to the increasing

refreshment rate from 0.1 to 1.0 and at the highest value

when u varies from 0.6 to 0.7. Hence, offering refreshment

to the server always enhance the system toward more

benefit.

12 Conclusion

The main finding of the above study is that the idea to

provide refreshment to the repairman during his job plays

an important role to enhance the capacity of the server. The

novelty of the study that the refreshment increases the

efficiency of the repairman and it is very valuable and

economical for the effective functioning of the system.

From Figs. 3 and 4, it is clear that the availability and profit

of the system increase corresponding to an increased

refreshment rate.

12.1 Future scope

Hence, refreshment to provide the server always enhances

the performance of the server, availability of the system,

and profit of the system.
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