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Abstract Watermarking is a process of secret information

(watermark) insertion in the digital image, which later on

helps in finding out the correct owner of that image. The

insertion of watermark’s singular values into the host

image provide a high value of capacity, robustness and

imperceptibility but the scheme remain vulnerable towards

false positive attacks. Alternatively, insertion of water-

mark’s principle components into the host image make the

scheme secured towards security errors but it also reduces

the robustness and imperceptibility of the scheme. The

exact recovery of this information becomes even more

difficult after attacks because attacks change the informa-

tion even further. This eventually leads to low impercep-

tibility and robustness of scheme. In general, the

optimization of embedding strengths for image water-

marking focuses on the maximization of both impercepti-

bility and robustness equally. In doing so, often,

imperceptibility suffers as it gets degraded beyond a certain

limit (\35 dB). This degradation becomes unacceptable in

many fields because important information of host image

might get lost. In this study, the optimization is performed

with a quality assurance so that imperceptibility of

scheme does not fall below a user specific threshold. The

proposed scheme shows a very decent performance after

optimization.

Keywords False positive free watermarking � Quality
assured watermarking � Robust watermarking � Discrete
wavelet transform � Artificial bee colony

1 Introduction

In the current era, the ease of sharing digital data brings

people close to each other. The development of informa-

tion technology and digital media make the communication

remarkably easy between individuals (File and Ryan 2014).

Now, one can easily share his/her photograph to the

remotely located friend or family with just a simple click.

Though, the sharing become easy but the software devel-

opment also produces new security threats to one’s privacy

as the manipulation of images also become common and

very easy with the help of advance tools (Zhu et al. 2016;

Potdar et al. 2005). False ownership claim and unautho-

rised use of personal images are one of the biggest con-

cerns for any individual or company. Digital image

processing provides a powerful solution to this issue within

its subdomain known by the name of digital image

watermarking (Potdar et al. 2005; Lin et al. 2011).

Image watermarking is performed in order to protect the

digital image from being misused. The principal behind

image watermarking is very simple and it utilizes the

concept of pre-embedding of ownership information (Pot-

dar et al. 2005; Lin et al. 2011). In this approach, some

information (known as ownership data) is embedded into

the original image (that needs to be protected). When

someone claims the ownership of this image or make an

unlawful use of this image, the ownership can be verified

on the basis of this pre-embedded ownership information.

The image watermark can be visible (Kankanhalli and
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Ramakrishnan 1999) (like a television logo) or invisible

(Yeung and Mintzer 1997) (not visible to naked eye). In

practice, inviable watermarking is more famous as it is

hard to remove from the image without the knowledge of

embedding algorithm itself. The simplest example of

watermarking is the change of LSB (least significant bit) of

the image. This sort of watermarking is known as fragile

watermarking (Ansari et al. 2015) as they did not provide

very robust nature towards attack and so they are not very

useful for copyright protection. Though, such watermark-

ing can be used for tamper localization and recovery of

tampered region (Ansari et al. 2015). As time domain

insertion did not provide good protection towards false

ownership claim so researches try to embedded the

watermark in the transform domain such as DCT (discrete

cosine transform), DWT (discrete wavelet transform), IWT

(integer wavelet transform), DFT (discrete fourier trans-

form), SVD (singular value decomposition) etc. This sort

of insertion result into much better robustness and very

decent imperceptibility (Mobasseri 2002; Ansari et al.

2016; Urvoy et al. 2014; Ansari and Pant 2015). Security of

watermarking scheme is also an important issue and many

watermarking scheme suffer with poor security imple-

mentation of watermarking algorithm, which finally make

the scheme unusable for its said purpose (Ali and Ahn

2015; Ling et al. 2013).

As discussed above, a good robust watermarking

scheme must not have a security flaw and it must be able to

provide good robustness towards attack with decent

capacity and imperceptibility so this study is dedicate to

achieve the said task. The PC (principle components) based

insertion is used in this work to make the scheme free from

security error and DWT is used to tackle the robustness,

imperceptibly and capacity issue within a good limit. The

quality assured trade-off is also achieved in this study to

obtain the maximum robustness for the given value of

imperceptibility.

The organization of rest of the paper is done in fol-

lowing manner: Sect. 2 provides an overview of work

related to image watermarking domain. Section 3 provides

a discussion on the preliminaries theories and concepts

used in this study. Section 4 elaborates the proposed

watermarking model and its optimization. Section 5 pro-

vides a detailed discussion on the obtained results from the

study and Sect. 6 provides a conclusive remark on the

study.

2 Related work

Different researchers proposed many watermarking meth-

ods in spatial (Ansari et al. 2015) and transformed domain

(Mobasseri 2002; Ansari et al. 2016; Urvoy et al. 2014;

Ansari and Pant 2015) in past and transformed domain

approach is proven to be better for robust watermarking as

comparted to the time domain approach because of its

invariable nature. SVD based approach remains a preferred

choice of developers in the recent past due to its robust

behaviors towards attacks. The hybridization of SVD with

other transform performed even better. Ganic and Eski-

cioglu (2005) proposed the hybridization of DWT with the

SVD, this lead to better robustness and imperceptibility.

Rastergar et al. (2011) introduce the host image pixel shift

approach to enhance the security of algorithm. Dugad et al.

(1998) suggested the use of LL band of DWT transformed

image over the other bands to increase the robustness but

this reduced the capacity of scheme. A multi resolution

watermarking approach is proposed by the Hsieh et al.

(2001). It utilized the significant wavelet tree in order to do

so. A blind watermarking approach is proposed by the

Shao-Zhang et al. (2004) by the help of DCT and LU

decomposition. Jane and Elbaşi (2014) goes further ahead

and incorporate SVD along with LU to improve the

robustness. The use of binary watermark make the

scheme (Jane and Elbaşi 2014) free from security error but

it also reduced the capacity of scheme. Lagzian et al.

(2011) proposed the SVD and RDWT based approach to

improve the capacity of scheme but this again lead to false

positive error. A solution of this false positive error is

proposed by Guo and Prasetyo (2014) by using the prin-

cipal components for insertion instead of singular values.

Guo and Prasetyo (2014) suggested the use of principal

components based insertion to make the watermarking

secure towards false positive error. Doing so; secured the

scheme (Guo and Prasetyo 2014) but reduced the capacity,

imperceptibility and robustness. The scheme of Guo and

Prasetyo (2014) was further improved by incorporating

scaling factors optimization by Ansari et al. (2016) but

capacity still remains low.

Ali and Ahn (2014) suggested the use of all the bands of

DWT for principal components insertion using optimal

scaling factors to attain an improved robustness and

imperceptibility simultaneously. This scheme (Ali and Ahn

2014) also improved the watermark capacity as compared

to Guo and Prasetyo (2014). Though, the scheme of Ali and

Ahn (2014) performs quite well but with different host

images, the imperceptibility fall below an acceptable level

many a times. This reason of the same was the scaling

factor optimization without assuring the quality of water-

marked image.

The objective of this study is to develop a quality

assured, efficient and secured watermarking approach,

which provides robust nature to the scheme. The proposed

work is an effort to extend the scheme of Ali and Ahn

(2014) in an efficient way so that maximum value of

robustness can be obtained with an assured image quality
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(imperceptibility level). To achieve the said task, this study

makes use of ABC for quality assured scaling factors

optimization.

3 Preliminaries

3.1 Discrete wavelet transform

DWT based image watermarking has shown more robust

nature as compared to other (DCT, DFT etc.) domains

because of its excellent time-frequency representation of

image (Ma and Wang 2003; Shensa 1992). The feature of

exceptional time-frequency localization is a very useful

tool for image data hiding/watermarking because it pro-

vides good value of both imperceptibility as well as

robustness. Many researches make use of this feature of

DWT to design image watermarking algorithms in recent

past (Potdar et al. 2005; Ganic and Eskicioglu 2005). On

the contrary to this advantage, DWT provides poor

capacity (low space for data hiding) because of its shift

variance feature. Shift variance happens due to the down

sampling for each level filtering. Even a small alteration in

the sampling, make a perceptible deviations in the wavelet

coefficients. This led to inaccurate reconstruction of cover

image as well as watermark image. The hybridization of

SVD along with the DWT solves this issue to a fair level

and so same hybridization is also used in this work.

3.2 False positive solution using principal

components

SVD is a decomposition method of linear algebra, which is

used to decompose any given symmetric matric into three

separate matrices namely: right singular matrix, left sin-

gular matrix and singular matrix (Henry and Hofrichter

1992). These matrices, when multiplied in an ordered

manner result into the original matrix/image. The singular

matrix contains the singular value of the original matrix in

a descending order and they are also used to determine the

rank of matrix as all the singular values turns out to be zero

after a certain element, if the rank is lesser than the order.

Equation 1 is showing the mathematical representation of

SVD decomposition. Here, I is the original image/matrix,

U is left singular matrix, V is right singular matrix and S is

singular matrix.

I ¼ USVT ð1Þ

The singular values contained by S shows a very robust

nature and get very less affected by the original matrix I.

Though, it only contained the information about the par-

ticipation level of different rows of U and V matrices. The

left and right singular matrices contains the detailed

information about the original matrices I. This is the main

reason of security error (false positive) in the watermarking

scheme, which uses the SVD based insertion. If the

attacker changes the singular matrices (as it is supplied by

the user only) then the regenerated matrix will be totally

different than the original matrix I. A detailed of false

positive error can be read from the references (Ali and Ahn

2015; Ling et al. 2013).

A solution of this issue can be insertion of complete

watermark in the host image but this reduces the capacity as

well as imperceptibility so a more optimal solution is the

insertion of the principal components in the host. This will

provide a good trade-off between capacity and impercepti-

bility. Equation 2 shows theprincipal components calculation.

PC ¼ U � S ð2Þ

These principal components contain the unique features

of any matrix and duplication (false matrix generation) not

remains possible. Even if the wrong/false V matrix is used

in the extraction process, the false positive issue can be

avoided with the help of original PC values. So the same is

utilized in this work for ownership checking.

3.3 Artificial bee colony (ABC)

Artificial bee colony is very efficient and fast evolutionary

optimization method proposed by the Karaboga (2005).

This method is inspired by the bee’s behavior and popular

for its robust and simple performance (Karaboga and Akay

2009). ABC is used by many researchers in past for the

optimal values search in complex and multidimensional

space and it provides quite good results (Akay and Kar-

aboga 2015). The additional advantage of ABC over other

similar metaheuristics is the use of less control parameters

and faster convergence as shown by Ref. Karaboga and

Akay (2009). The application of ABC ranges from finan-

cial optimization to medical optimization. Some applica-

tion of ABC in context to imaging optimization is as

follows (Akay and Karaboga 2015): image compression,

image enhancement, image segmentation etc.

ABC tries to minimize/maximize the given cost function

by initializing the random bees food locations throughout

the search space. The steps of ABC and its application in

the image watermarking optimization can be seen from

Ref. Ansari et al. (2016).

4 Quality assured robust watermarking scheme

The insertion of watermark’s principle components into the

host image make the scheme secured towards both type of

security errors (false positive and false negative) but it also

reduces the robustness and imperceptibility of the
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scheme because the change in the singular values of host

using the principal components, changes a large amount of

information contained by host. The exact recovery of this

information become even more difficult after attacks, as

attack changes the information even further. This eventu-

ally leads to low imperceptibility and robustness of

scheme. In general, the optimization of embedding

strengths for image watermarking focuses on the maxi-

mization of both imperceptibility and robustness equally.

In doing so, often, imperceptibility suffers as it gets

degraded beyond a certain limit (\35 dB). This degrada-

tion becomes unacceptable in many fields because impor-

tant information of host image might get lost. In this study,

the optimization is performed with a quality assurance so

that imperceptibility of scheme does not fall below a user

specific threshold.

The quality assured watermarking is designed based on

the watermark’s principal components insertion and the

ABC optimization of scaling factors. The scheme’s detail is

as follows:

4.1 Embedding scheme of watermark

Figure 1 shows the principal component based insertion of

watermark data and the required steps are as follows:

1. Apply DWT (1-level) on the watermark image and

then, decompose (SVD) the bands using Eq. 3.

Wi ¼ UwiSwiV
T
wi ð3Þ

2. Apply DWT (2-level/3-level) on the host image and

then, decompose (SVD) the bands using Eq. 4.

Ii ¼ UiSiV
T
i ð4Þ

3. After the SVD decomposition of watermark image,

calculate the principal components of the same with

the help of Eq. 5.

PCi ¼ UwiSwi ð5Þ

4. Perform the band wise modification of singular values

with scaled principal components with the help of

Eq. 6. Here a represents the scaling factor.

S0i ¼ Si þ aPCi ð6Þ

5. Perform the inverse SVD with the watermarked

singular values and calculate the watermarked sub-

bands Iwi as shown in Eq. 7.

Iwi ¼ UiS
0
iV

T
i ð7Þ

6. Now, apply the inverse DWT on these watermarked

bands to calculate the watermarked image Hw.

4.2 Extraction scheme of watermark

The attackers may try to remove the watermark from the

watermarked image by using the various signal processing

operations on the watermarked image. Let’s assume that

the attacked watermarked image is represented by Hw
* .

Figure 2 shows the extraction procedure of the hidden

1-level DWT 

Perform SVD (for each band):

Calculate Principal  
Component (for each band): 

Watermark Image 

Inverse SVD 
and DWT  

Watermarked 
Host 

Modify the singular values of host image 
(band wise) with the help of scaled PCs: 

2-level/ 3-level 
DWT 

Perform SVD (for each band):Host Image 

Fig. 1 Watermark’s principal

components embedding into the

host image

2-level/ 3-level DWT

Calculate the band wise difference

User supplied 
 matrix 

Calculate the PCs (band wise):  / 

Watermarked Host

Hidden watermark extraction (band 
wise):  

Original Host

2-level/ 3-level DWT

Perform inverse DWT and obtain the watermark in spatial domain  

Fig. 2 Watermark extraction from the watermarked image
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watermark from the attacked watermarked image Hw
* . The

corresponding steps of extraction are as follows:

1. Perform 2-level/3-level DWT on the attacked water-

marked image and original host image to obtain the

equivalent transform domain Iwi
* and Ii respectively.

2. Perform band wise subtraction between Iwi
* and Ii in

accordance with Eq. 8.

Xi ¼ I�wi � Ii ð8Þ

3. With the help of Eq. 9, find out the possibly corrupted

PCi
*.

                                                                ..………………….. 
Embedding of watermark  

Calculate the PSNR and fitness function  
corresponding to each population 

Attack 
Type 1 

Extraction of watermark 

Is termina-
tion condi-

tion reached? 

Optimized scaling factors 

Initialize the population and other parameters  

Attack 
Type 2 

Attack 
Type N 

Attack 
Type 3 

Update the food locations to 
maximize fitness function

Only those solutions will take part in updating pro-
cess for which PSNR > user specific threshold 

Yes 

No 

Fig. 3 Block diagram of

optimization process

Fig. 4 Host images a lena,

b plane, c chest, d hand and

watermarks, e copyright, f man
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PC�
i ¼ UT

i XiVi

�
ai ð9Þ

4. Extract the possibly corrupted watermark Wi
* using

PCi
* and user provided right singular matrix Vwi

T as

shown in Eq. 10.

W�
i ¼ PC�

i V
T
wi ð10Þ

5. Perform inverse DWT and obtain the watermark in

spatial domain.

4.3 Quality assured optimization of watermarking

scheme

The embedding of robust watermark is done by varying the

singular values of host image using an appropriate

embedding strength. The embedding strength of watermark

decides the imperceptibility as well as robustness of

scheme. A high value of embedding strength ensures a

better robustness but poor imperceptibility; whereas a low

Table 1 Variation in the

imperceptibility of watermarked

images with different scaling

factors (SF) and watermarks

(copyright and man)

Host image PSNR (dB)

Copyright Man

SF = 0.01 SF = 0.05 SF = 0.25 SF = 0.01 SF = 0.05 SF = 0.25

Lena 48.5880 35.0630 21.3303 50.9627 37.6336 23.7768

Plane 48.6041 35.0616 21.2662 50.9746 37.6375 23.7005

Chest 48.6323 35.0641 21.3754 50.9125 37.6340 23.7328

Hand 48.7516 35.1264 21.6364 51.1838 37.6628 23.9222

Table 2 Variation of NCC quality of extracted watermark (copyright) and watermarked image with different scaling factors

Host image Robustness (NCC)

SF = 0.01 SF = 0.05 SF = 0.25

Watermarked host Watermark Watermarked host Watermark Watermarked host Watermark

Lena 0.9998 0.3131 0.9964 0.7998 0.9229 0.9677

Plane 0.9998 0.3048 0.9954 0.7724 0.9083 0.9620

Chest 0.9999 0.4802 0.9968 0.8899 0.9314 0.9650

Hand 0.9999 0.4307 0.9980 0.8623 0.9560 0.9480

Table 3 Variation of NCC quality of extracted watermark (man) and watermarked image with different scaling factors

Host image Robustness (NCC)

SF = 0.01 SF = 0.05 SF = 0.25

Watermarked host Watermark Watermarked host Watermark Watermarked host Watermark

Lena 0.9999 0.1732 0.9980 0.5537 0.9543 0.8988

Plane 0.9999 0.1716 0.9975 0.5323 0.9441 0.8914

Chest 0.9999 0.2862 0.9982 0.7123 0.9576 0.9320

Hand 0.9999 0.2480 0.9989 0.6569 0.9743 0.8806

Table 4 Imperceptibility and

Average robustness of proposed

scheme after the scaling factor

optimization for

threshold[ 35 dB

Host image PSNR of watermarked image Average NCC of extracted watermark

Copyright Man Copyright Man

Lena 35.3879 35.0567 0.8932 0.7701

Plane 35.8038 35.0029 0.8491 0.7334

Chest 35.5008 35.2361 0.9159 0.8509

Hand 35.5854 35.3787 0.9041 0.8048
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value ensures a better imperceptibility but poor robustness.

As these both terms are inversely proportional to each other

so an optimal choice of embedding strength is necessary

for the scheme to provide satisfactory value of both

imperceptibility and robustness. As the value of imper-

ceptibility and robustness both remains low in PC based

watermarking, the search of optimal scaling factors often

lead to unacceptable reduction in imperceptibility. The

proposed optimization scheme is designed in such a way

that the imperceptibility level can be controlled by the user

and the optimization also provides maximum robustness

corresponding to that imperceptibility. The block diagram

of optimization process is shown in Fig. 3. The basic idea

of this type of optimization lies with the fact that the PSNR

of each population is check against the user defined

threshold and only those populations takes part in the

solution update process, which have PSNR[ user defined

threshold.

Table 5 NCC of extracted

watermarks under different

attacks with respect to original

watermark (W-1) for

threshold[ 35 dB

Attack NCC of extracted watermarks

Lena Plane Chest Hand

No attack 0.9994 0.9993 0.9991 0.9957

Average filter (3 9 3) 0.7525 0.6794 0.7707 0.8046

Downscale (512 ? 256 ? 512) 0.9482 0.9326 0.9807 0.9547

Upscale (512 ? 1024 ? 512) 0.9961 0.9954 0.9970 0.9923

Gamma correction (0.8) 0.8229 0.7003 0.8365 0.8235

Median filter (3 9 3) 0.8874 0.8624 0.9735 0.9532

Speckle noise (0.001) 0.9724 0.9129 0.9202 0.9570

Gaussian noise (M = 0, V = 0.001) 0.8364 0.8192 0.7678 0.7921

Compression with JPEG (QF = 50) 0.9590 0.9559 0.9505 0.9521

Compression with JPEG 2000 (ratio = 12) 0.9018 0.9154 0.9719 0.9683

Low-pass Gaussian filter (3 9 3) 0.9848 0.9813 0.9947 0.9851

Sharpening (0.8) 0.9148 0.8871 0.9847 0.9395

Contrast adjustment 20% 0.7154 0.3889 0.6920 0.6541

Wiener filter (3 9 3) 0.9320 0.9123 0.9600 0.9510

Motion blur (theta = 4, len = 7) 0.7748 0.7935 0.9393 0.8383

Fig. 5 Watermarked images

a lena, b plane, c chest and

d hand
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In this study, the robustness and imperceptibility is

defined in terms of correlation between (W, W*) and

(H, HW) respectively. Where (W, W*) represents the actual

and extracted watermark images and (H, HW) represents

the actual and watermarked host images.

The correlation is used to measure the similarity

between two images/matrices of same size and it is defined

mathematically as shown in Eq. 11. In Eq. 11, n 9 n

represents the size of the each image.

NCCðW ;W�Þ ¼

Pn

i¼1

Pn

j¼1

Wði;jÞXORW�
ði;jÞ

n� n
ð11Þ

A higher value of NCC is sought after for better simi-

larity between host and watermarked images as well as

embedded and extracted watermarks.

To calculate the optimal value of scaling factor, N types

of attacks are considered during optimization process,

which lead to the formulation of following objective

function (as shown in Eq. 12). The objective function is

created in such a way that maximization of this function;

eventually, maximize the robustness and imperceptibility

both.

objective function ¼ correlation ðH;HwÞ

þ

PN

i¼1

correlation ðW ;W�
i Þ

N
ð12Þ

The objective function (shown by Eq. 12) is a multi-

dimensional search and that’s why ABC is used to find out

an optimal solution of the same. An initial population of 50

swarms is taken. Then onlookers and employed bees are

divided 50% each from the population. A limit of 10

iterations is used to replace the abended food location. The

initialization of population is done in the range of

0.001–0.5 (scaling factors).

One more parameter PSNR (peak signal to noise ratio) is

calculated to show the similarity of host and watermarked

host as the same is needed to ensure the quality assured

optimization. The PSNR is defined in the Eq. 13, where,

H;Hwð Þ represents the host and watermarked host respec-

tively and n 9 n is the size of both the images.

PSNR H;Hwð Þ ¼ 10log10
n� n� Hmaxð Þ2

Pn
i¼1

Pn
i¼1ðH i; jð Þ � Hw i; jð ÞÞ2

 !

ð13Þ

5 Results and discussions

In the experimental phase, four gray scaled images (general-

2, medical-2) are used as shown in Fig. 4. The size of all the

hosts images are 512 9 512. Two different gray scaled

images of size 256 9 256 are used as the watermark images,

which are also shown in the Fig. 4. PSNR and Normalized

cross correlation are used to compare the similarity of

watermarked images with host images and extracted water-

marks with original watermarks respectively.

5.1 Variation of imperceptibility and robustness

with different scaling factors

This section provides the variation in the PNSR and NCC

values with the change in the scaling factors. The PSNR

variation of watermarked image with respect to host image

Table 6 NCC of extracted

watermarks under different

attacks with respect to original

watermark (W-2) for

threshold[ 35 dB

Attack NCC of extracted watermarks

Lena Plane Chest Hand

No attack 0.9962 0.9963 0.9965 0.9866

Average filter (3 9 3) 0.5849 0.5496 0.6691 0.6874

Downscale (512 ? 256 ? 512) 0.8239 0.8167 0.9516 0.8962

Upscale (512 ? 1024 ? 512) 0.9819 0.9814 0.9916 0.9792

Gamma correction (0.8) 0.6501 0.5200 0.7376 0.6066

Median filter (3 9 3) 0.7346 0.7084 0.9303 0.8711

Speckle noise (0.001) 0.8887 0.7507 0.8112 0.8750

Gaussian noise (M = 0, V = 0.001) 0.6337 0.6277 0.6378 0.6360

Compression with JPEG (QF = 50) 0.8386 0.8473 0.8701 0.8628

Compression with JPEG 2000 (ratio = 12) 0.7558 0.7852 0.9191 0.8991

Low-pass Gaussian filter (3 9 3) 0.9366 0.9334 0.9842 0.9546

Sharpening (0.8) 0.7541 0.7348 0.9302 0.8314

Contrast adjustment 20% 0.5615 0.3268 0.5718 0.4080

Wiener filter (3 9 3) 0.8124 0.7985 0.9103 0.8825

Motion blur (theta = 4, len = 7) 0.5981 0.6240 0.8522 0.6960
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Attack
Extracted Watermarks

G-1 M-1
W-1 W-2 W-1 W-2

No Attack

Average Filter 
(3×3)

Downscale 
(512→256→512)

Upscale 
(512→1024→512)

Gamma Correc-
tion (0.8)

Median Filter 
(3×3)

Speckle Noise 
(0.001)

Gaussian Noise 
(M=0, V=0.001)

Fig. 6 Extracted watermarks from Hosts after different attacks
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Compression 
with JPEG 
(QF=50)

Compression 
with JPEG 2000 
(Ratio =12)

Low-Pass Gauss-
ian Filter (3×3)

Sharpening (0.8)

Contrast Ad-
justment 20%

Wiener Filter 
(3×3)

Motion Blur 
(Theta=4, Len=7)

Fig. 6 continued
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is shown in Table 1, which clearly indicates that the low

scaling factor provides a better imperceptibility. Tables 2

and 3 shows the variation of the NCC (for both water-

marked image and watermark), which also clearly indicates

that the high value of scaling factor provides a better

robustness.

5.2 Optimization of scaling factors

As both the parameters (imperceptibility and robustness)

are inversely proportional (see Tables 1, 2, 3) so opti-

mization of scaling factor is needed. In order to achieve the

said task, ABC based quality assured optimization is used

in this work; as already explained in Sect. 4.3. Table 4

shows the robustness (without any attack) and impercep-

tibility of the scheme after the ABC optimization is per-

formed with a quality assurance (imperceptibility

threshold[ 35 dB). Figure 5 shows the generated water-

marked images after this optimization.

Tables 5 and 6 is showing the proposed watermarking

scheme’s performance under different attacks for four host

images using imperceptibility threshold[ 35 dB. The

threshold can easily be changed and so any imperceptibility

quality can be set with corresponding maximum robustness.

Figure 6 shows the extracted watermark ‘W1’ and ‘W2’

from host ‘G-1’ and ‘M-1’, after different attacks are per-

formed on them.

5.3 False positive error checking

False positive error is known as the wrong extraction of

watermark or in other words, extraction of watermark,

which is never been inserted into the host image. Figure 7

is showing the extracted watermark, if we change the

original Vw
T by a wrong VT

w . As we can see in the Fig. 7 that

the extracted watermark become unrecognizable, if some-

one changes the original Vw
T by a wrong VT

w . So this proofs

that the scheme is secured towards false positive error.

5.4 Robustness variation with user specific

threshold

The proposed scheme provides imperceptibility[ user

threshold. Table 7 shows the average robustness of

Table 7 Average robustness of

proposed scheme after the

scaling factor optimization for

threshold[ 36, 37 and 38 dB

Host image Average NCC of extracted watermark

36 dB 37 dB 38 dB

Copyright Man Copyright Man Copyright Man

Lena 0.8365 0.7269 0.8201 0.6885 0.8107 0.6702

Plane 0.8273 0.7066 0.8046 0.6326 0.7830 0.6267

Chest 0.9081 0.8346 0.8915 0.8035 0.8797 0.7638

Hand 0.8874 0.7796 0.8709 0.7652 0.8428 0.7443

Table 8 Average robustness of

proposed scheme after the

scaling factor optimization for

threshold[ 36, 37 and 38 dB

Host image Average NCC of extracted watermark

36 dB 37 dB 38 dB

Copyright Man Copyright Man Copyright Man

Lena 0.9310 0.8586 0.9107 0.8301 0.9084 0.8121

Plane 0.9057 0.8067 0.8819 0.7964 0.8694 0.7868

Chest 0.9467 0.8910 0.9363 0.8739 0.9265 0.8590

Hand 0.9253 0.8481 0.9209 0.8376 0.8787 0.8200

Fig. 7 Extracted watermark from watermarked ‘lena’ when matrix

VT
w is replaced with wrong matrix
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proposed scheme after the threshold PSNR is set as:

PSNR[ 36 dB, PSNR[ 37 dB and PSNR[ 38 dB.

5.5 Robustness variation with Capacity

It is quite visible from the Table 7 that the robustness of

proposed scheme degrades if imperceptibility threshold

gets increased. This robustness can further be controlled by

the capacity (watermark data size). The reduction in

capacity improves the robustness of scheme. The proposed

scheme is redesigned with the watermark size of

128 9 128 using 3-level of DWT transform. Table 8 is

showing the average robustness of proposed scheme (wa-

termark size of 128 9 128) for PSNR[ 36 dB,

PSNR[ 37 dB and PSNR[ 38 dB.

From Tables 7 and 8, it can be concluded that reduction

in capacity improves the robustness performance.

6 Conclusion

Image watermarking is a very powerful method to fig-

ure out the rightful ownership of digital images. Though,

the insertion of watermark should be done in such a way

that it can provide secured, invisible, robust and good

capacity watermarking. The present study tried to do that

in an optimal manner with the help of ABC. The pro-

posed work provided an improved robustness while

maintaining the imperceptibility of watermarked image

above the given threshold level. The proposed

scheme was again tested for different capacities of

watermark and it performed get further enhanced with

reduction in capacity. A number of host images (from

different domains) were used during the testing phase of

algorithm and scheme performed quite well with all of

them. In future, the scheme will be further extended to

provide the multipurpose nature (tamper localization/and

self-recovery too).
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