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Abstract
This paper aims to distinguish two main types of coarse graining, and reveal the rela-
tionship between the notions of coarse graining and emergence. In physics, some
forms of coarse graining seem to be indispensable to show a physical property,
and the other merely changes our descriptions of the system. To clarify the notion
of coarse graining, this article investigates the cases of the renormalization group
method and irreversibility, both of which have been important topics in philosophy of
science, and the case of the rigid body in classical mechanics, which is an elementary
case including coarse graining. The case studies reveal the distinction between sub-
stantial and mere coarse-graining. This distinction clarifies the relationships between
the notions of coarse graining and emergence and further provides some implications
for the issues about emergence.

Keywords Coarse graining · Emergence · Idealization ·
Renormalization group method · Irreversibility · Rigid body

1 Introduction

Coarse graining is a form of idealization in modern physics. One of the traditional
issues about coarse graining in the philosophy of physics is the investigation of irre-
versibility. Although fundamental theories such as statistical mechanics, demonstrate
time reversibility, macroscopic phenomena exhibit time irreversibility. To fill this
gap, Gibbs (1902) proposed an approach that appeals to coarse graining, and the roles
and validity of this strategy have been investigated from a philosophical perspective
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(Ridderbos, 2002; Robertson, 2020; te Vrugt, 2021). In addition, the renormaliza-
tion group (RG) method is another example of a philosophically investigated topic
concerning coarse graining (Batterman, 2002; Batterman & Rice, 2014; Rodriguez,
2021; Wu, 2021). The RGmethod includes coarse graining, which plays an important
role in explaining critical phenomena. However, coarse graining does not always play
a substantial explanatory role. In classical mechanics, this method of coarse graining
provides a link between descriptions of a rigid body as a set of point particles and as
a continuum, but this change in the description does not give rise to any novel prop-
erty or entity. How can we distinguish forms of coarse graining? This study aims to
reveal the features of coarse graining and provide philosophical implications from an
analysis of coarse graining.

In modern physics, coarse graining is an indispensable method for establishing a
link between microscopic and macroscopic descriptions. In addition to irreversibil-
ity, the RG method, and classical mechanics, which will be examined in this article,
several cases in physics include this procedure. A typical instance is the fluid dynam-
ics because fluid composed of elementary particles is considered as a continuum
through coarse graining. Moreover, coarse graining in electromagnetism is used to
derive Maxwell’s equations in matter from Maxwell’s equations in a vacuum. Fur-
thermore, in quantum gravity, coarse graining is a part of a procedure that gives rise
to space-time. For instance, the multi-scale entanglement renormalization ansatz has
a similar structure to renormalization in quantum field theory and includes a coarse-
graining procedure (Vidal, 2007). Coarse graining is used in several fields of modern
physics, and investigating coarse graining contributes to providing a comprehensive
understanding of explanations in modern physics.

In order to analyze coarse graining, this article focuses on the notion of emergence.
When a composition demonstrates a novel feature from its components, this is a
case of emergence. It has been pointed out that some cases of coarse graining are
instances of emergence. This is because coarse graining is a procedure that neglects
details, and this idealization indicates a kind of autonomy in the composition from its
components. Emergence in physics has been a traditional topic in the philosophy of
science, and several definitions have been proposed. Additionally, the philosophical
analysis of emergence provides a perspective to investigate features of some types of
coarse graining.

In Section 2, some important definitions of emergence in physics are summarized.
Among them, De Haro (2019) recently provided a more sophisticated definition,
which reveals the importance of investigating coarse graining in physics. In Section 3,
cases of coarse graining in physics are considered; in particular, the RG method,
irreversibility, and a rigid body. In Section 4, the distinction between the types of
coarse graining is established and the philosophical implications of this distinction
are considered.

2 Overview: Emergence in philosophy of physics

The notion of emergence is a traditional topic in the philosophy of science (Nagel,
1979). With respect to the philosophy of physics, Batterman (2002), Butterfield
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(2011a, b) propose a general definition of emergence and reduction. Their defini-
tions are also incompatible and contain some problems, as noted by Franklin and
Knox (2018). Recently, De Haro (2019) offers a general framework for emergence
in physics. De Haro’s framework overcomes the problems of the previous defini-
tions of emergence and distinguishes ontological and epistemological emergence. In
this section, in addition to providing an overview of the definitions of emergence in
physics, the importance of investigating coarse graining is presented.

Batterman (2002) defines emergence as a failure of reduction in his sense.
Batterman’s definition of reduction in physics is as follows:

A “more refined” theory Tf corresponds to a “coarser” theory Tc as some fun-
damental parameter (call it ε) in the finer theory approaches a limiting value.
Schematically, the reduction in physics can be represented as follows;

lim
ε→0

Tf = Tc.

Only if the limit is regular, this limiting relation can be called as a reduction
(Batterman, 2002, p. 18).

If the limit is not regular, that is, it is singular, then this case is not reductive but emer-
gent. The relationship between Newtonian mechanics and special relativity theory is
an example of reduction with this definition. On the other hand, cases of the rainbow
and phase transitions are instances of emergence, and he argues that “the novelty of
these emergent properties [rainbow and phase transitions] is · · · a result of the singu-
lar nature of the limiting relationship between the finer and coarser theories that are
relevant to the phenomenon of interest” (Batterman 2002, p. 121, [] is added). In this
manner, Batterman defines emergence as a limit-based notion.

Batterman’s definition, which appeals to the mathematical limits, provides a cri-
terion to distinguish between emergence and reduction but does not characterize the
meanings of emergence and reduction. Franklin and Knox (2018) argue that Batter-
man’s definition makes “the use of an asymptotic limit look mysterious at the lower
level” (Franklin & Knox, 2018, p. 69). In addition, with the asymptotic reasoning,
finite systems are represented as infinite systems, and this case is considered as a case
of emergence. However, it is difficult to find any essential connections between such
idealization and emergence (Bangu, 2015, p. 162; Franklin & Knox, 2018, p. 75).

Butterfield (2011a, b) provides another definition of emergence that is different
from Batterman’s in the sense that emergence is compatible with reduction, which
is a logical or formal notion. More precisely, Butterfield’s reduction between two
theories is a logical relationship between their sets of propositions. On the other hand,
Butterfield defines emergence as something robust and novel:

• Robustness: something like: the same for various choices of, or assumptions
about, the comparison class

• Novelty: something like: not definable from the comparison class (Butterfield,
2011a, p. 921)
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The notion of emergence in his sense is relative to the comparison class1. For
instance, an entangled state demonstrates novelty and robustness. The entangled state
shows the violation of Bell’s inequality, which is a novel and robust property com-
pared with states as its components (Butterfield, 2011a, p. 955). According to his
definition, the notion of emergence is conceptual.

In Butterfield’s framework, emergence is neither a logical nor formal notion and
is compatible with reduction. In this way, taking mathematical limits can be regarded
as a deduction, despite the appearance of novelty and robustness. Butterfield sum-
marizes the morals of emergence in terms of the relationships with reduction as
follows:

1. Deduce: emergence is compatible with reduction. For example, considering
N → ∞ enables us to deduce novel and robust behavior.

2. Before: emergence can occur before getting to the limit, that is for finite N .
(Butterfield, 2011b, p. 1069)

The first moral implies compatibility between reduction and emergence in the case
of N → ∞. The second moral is that emergence occurs within finite systems. But-
terfield distinguishes the cases of N = ∞ and N → ∞, and emergence in physics
appears in N → ∞ but not in N = ∞. Therefore, emergence does not require an
ideal systemwhose number of particlesN is infinite, and taking a limit is a mathemat-
ical tool to derive emergent properties. The compatibility results from his definitions
of emergence and reduction2. In this manner, Butterfield attempts to distinguish
the notion of emergence from the mathematical limits and avoids the problems of
Batterman’s approach.

However, even in Butterfield’s definition, the meaning of novelty is ambiguous.
As Franklin and Knox point out, “ the wide applicability of this definition lies in its
lack of specificity. It provides the scaffolding for a full account of emergence; an
analysis of novelty and robustness is needed to finish the construction” (Franklin &
Knox, 2018, p. 68). As Butterfiled conceptually defines the notion of emergence, the
meaning of indefinablility as a condition of novelty remains unclear. Another prob-
lem with his approach lies in the distinction between ontological and epistemological
emergence (De Haro, 2019, p. 38). Butterfield’s definition decides whether one case
is emergent or not, but fails to deal with the variants of emergence.

Franklin and Knox (2018) aim to characterize the notion of emergence in a dif-
ferent manner, through the analysis of phonons which are an instance of ontological
emergence such as photons relative to the quantum field. They argue that both Batter-
man’s and Butterfield’s definitions of emergence fail to grasp the case of phonons as
an instance of emergence. While these definitions are implicitly or explicitly based

1The comparison class is classified into two kinds: “Composite” and “Limits” (Butterfield, 2011b, p.
1066). In the case of “Composite”, a system is composite, and its comparison class is its component
systems. In the case of “Limits”, a system is a limit of a sequence of systems and its comparison class is a
set of its finite systems.
2The compatibility between reduction and emergence seems to be at odd with traditional understandings
of these notions. However, these definitions are not peculiar, for the definitions are based on the traditional
arguments about reduction and emergence in philosophy and applicable to several cases in science.
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Fig. 1 Ontological emergence in De Haro’s framework (De Haro, 2019, p. 15)

on limits, the emergent feature of phonons does not require limits. The novel explana-
tory power of phonons arises from the changes of the small number of variables and
is the novelty compared to the basal crystal structure 3.

This approach to characterizing the novelty as an explanatory novelty verifies that
the case of phonons is ontological emergence. De Haro summarizes that the novelty
of Franklin and Knox’s definition is based on a claim about phonons. “[T]he change
of variables is explanatory powerful” (De Haro, 2019, p. 38), and this claim entails
the explanatory novelty. However, as De Haro argued, a change of variables does
not always imply novelty. Admittedly, some novel properties arise from a change of
variables, but the relationships between the notion of emergence and the change of
variables are also ambiguous, as in the case of limit-based approach. Moreover, the
novel explanatory power does not immediately imply ontological emergence. While
they argue that the phonons are a case of ontological emergence, the explanatory
novelty is insufficient to verify this argument.

De Haro (2019) provides a general framework for emergence (see Fig. 1). In his
framework, he focuses not only on the relationships between the theories but also on
their domains. There is a higher and top theory Tt and a lower and bottom theory Tb,
and they have their own domains of application denoted by Dt and Db, respectively.
The domain D is “a part of the empirical world” (De Haro, 2019, p. 2). Further-
more, scientific models, such as the Ising model, are candidates for Tt and Tb. The
relationship between Tt and Tb is denoted by link, and the relationship between the
theory and domain is called an interpretation denoted by i. A link is a physically
motivated mathematical map that includes approximations. This interpretation is the
map i : T → D. De Haro’s definition of emergence is as follows;

3The notion of explanatory novelty in Franklin and Knox (2018) relies on the novelty explored by Knox
(2016). Knox shows that thermodynamics has a novel explanatory value compared with statistical mechan-
ics. Although Boltzmann’s principle establishes a link between statistical mechanics and thermodynamics,
the latter has its own explanatory value. Knox considers the differences between diesel and petrol engines.
While the petrol engines require spark plugs, the diesel engines do not. Thermodynamics provides an
explanation for this difference, and this explanation relies on an abstraction, such that the process is adi-
abatic. In terms of statistical mechanics, the difference in the engines can be explained based on the
Boltzmann’s equation as the bridge law. However, thermodynamics provides a better explanation than sta-
tistical mechanics. Thermodynamics is based on the notion of heat and work and explains why a process
is assumed to be adiabatic. On the other hand, the thermodynamic notions are reduced to kinetic energy
in statistical mechanics, and the roles of the assumption about the adiabatic process cannot be explained
within statistical mechanics. Therefore, she concludes that thermodynamics has an explanatory novelty
compared with the statistical mechanics.
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We have emergence iff two bare theories, Tb and Tt , are related by a linkage
map, and if in addition the interpreted top theory has novel aspects relative to
the interpreted bottom theory (De Haro, 2019, p. 10).

On the other hand, if it ◦ link = ib, that is, Dt = Db, this case is epistemological
emergence. In the case of phonons, the changes of variables establish a link between
the two models. One of the models includes phonons, and the other does not, but the
domains of the applications for both models are the same.

Regarding epistemological emergence, De Haro argues that mere coarse-graining
entails epistemological emergence, but not ontological emergence (De Haro, 2019, p.
16). Roughly speaking, coarse graining refers to a procedure to dismiss some details,
but coarse graining do not always entail ontological emergence. On the other hand,
he admits that the RG method, which includes a coarse graining procedure, is a case
of ontological emergence.

De Haro’s characterization of emergence overcomes the problems faced by the
previous approaches. First, De Haro does not appeal to the mathematical limits as
a condition for emergence. Admittedly, in some cases, the link includes mathemat-
ical limits, but the notion of emergence does not depend on limits. Second, novelty
is defined as the difference between the domains of applications of theories in onto-
logical emergence, and in epistemological emergence novelty is the difference in
interpretations that connect the theories with their domains. Thus, the meaning of
novelty is clear. Third, his framework clearly distinguishes ontological and epistemo-
logical emergence. In this sense, De Haro provides a more sophisticated definition of
emergence.

In sum, the previous studies that attempt to characterize emergence have addressed
these questions.

Q1 What kinds of relationships imply emergence?
Q2 What is the meaning of novelty that characterizes the notion of emer-

gence?
Q3 How can we distinguish ontological and epistemological emergence?

[Q1] Batterman (2002) attempts to answer this question by appealing to mathemat-
ical limits. Franklin and Knox (2018) point out that the change of variables causes
emergence. [Q2] Butterfield (2011a, b), Franklin and Knox (2018), and De Haro
(2019) define novelty as a condition of emergence. [Q3] De Haro (2019) argues that
his framework distinguishes between epistemological and ontological emergence and
avoids the drawbacks of the previous attempts.

De Haro’s framework is a more sophisticated characterization of emergence. How-
ever, the notion of coarse graining remains ambiguous. As mentioned above, mere
coarse-graining results in epistemological emergence, but coarse graining, such as
renormalization, is a case of ontological emergence. Given that providing a criterion
to distinguish between ontological and epistemological emergence is a main motiva-
tion for De Haro’s framework and this criterion has an advantage over the previous
literature, the notion of coarse graining calls for more explication.
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3 Substantial andmere coarse-graining in physics

Whereas some coarse graining is a sort of mere distortion and regarded as mere
coarse-graining, others play greater explanatory roles and can be called substantial
coarse-graining. To explicate the explanatory features of coarse graining and distin-
guish its variants, in this section, cases of coarse graining are considered. First, the
RG method will be considered. This is thought as an instance of emergence and
includes a coarse-graining procedure. Second, the Gibbsian approach to derive irre-
versibility in statistical mechanics is examined. Finally, the third case is a rigid body.
In classical mechanics, coarse graining is used to explain a rigid body. This is an
elementary case in physics, but it has not been much examined in the philosophy of
science. In the cases of the RG method and the Gibbsian approach, coarse graining
is substantial because it is required to explain important physical properties. On the
other hand, in the case of the rigid body, coarse graining merely provides a different
description of the same target system, and then this is mere coarse-graining.

Coarse graining is roughly a procedure to lower the resolution, and its purpose is
to reduce, but not eliminate, the information. In this article, coarse graining refers
to a transformation of a way to describe systems from a small-scale description to a
large scale description. In the small-scale description, the components of the system
are considered smaller ingredients, and the description is detailed. On the other hand,
in the large-scale description, the components of the same system are larger, and the
number of the components is smaller. One of the ways to implement a coarse-graining
procedure is averaging over a small volume, such as with the Gibbs’ approach (Zeh,
2007, p. 53).

3.1 Minimal Model and RG

As mentioned above, the RG method in statistical physics includes a method of
coarse graining procedure, which has been regarded as an ontological emergence (De
Haro, 2019; Morrison, 2012). This section presents the features and roles of coarse
graining in the RG method. Batterman and Rice (2014) point out the key feature of
the RG method, based on the notion of “minimal model” 4. In addition, the notion
of the minimal model provides a perspective for understanding the features of coarse
graining in the RG method.

The RG method comprises three main processes: 1. RG transformations, 2. RG
flow and finding the fixed point, and 3. a scaling analysis (Takahashi & Nishimori,
2017; Wu, 2021).

4Batterman and Rice (2014) argue that the RG method is different from other usual ways of reasoning,
which they label the minimal model. Lange (2015) and Reutlinger (2017) criticize this view and argue
that the minimal model is not different from other usual scientific explanations. Rodriguez (2021) calls
this criticism a commonality strategy for explanation. Rodriguez partially admits the validity of the com-
monality strategy, but he also argues that the RG method demonstrates a qualitative novelty, which the
commonality account fails to capture.
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1. The RG transformation is composed of three mathematical processes. The first
process is (a) a partial reduction in the degrees of freedom. Consider a scale
transformation parameter b > 1 that characterizes coarse graining. Through this
scale transformation, the smallest length scale a becomes ba and the maximum
scale of the wavenumber � is �/b. The second process is (b) the scale transfor-
mation s.t. r → r′ = r/b and k → k′ = bk, where r is the spatial coordinate and
k is the wavenumber. Third, through these processes (a) and (b), the coupling
constant K that appears in the partial functions transforms into K ′, such that

K → K ′ = Rb(K). (1)

This transformationRb satisfies the definition of the semi group.
2. This transformation (Eq. (1)) allows us to depict the RG flow. When each trans-

formation is infinitesimal, a vector is defined at each point. The vectors represent
the changes of the coupling constants. This change is represented by a flow in
the phase diagram and this flow is called the RG flow. The RG flow provided by
Eq. (1) decides the phase diagram. This transformation also determines the fixed
point K∗, such that

K∗ = Rb(K
∗). (2)

3. Finally, the following scaling analysis illustrates the critical exponents, which
characterize critical phenomena.

(a) Consider the slightly different point from the fixed points K∗ and its renor-
malization flow. The transformation matrix T̂ b is given by the following
relationship:

Kα = K∗
α + δKα → K ′

α = K∗
α + δK ′

α = K∗
α +

∑

β

(T̂ (b))αβδKβ . (3)

(b) Diagonalizing the matrix T̂ (b) determines the scaling dimension and scaling
variables. When the transformation matrix is

T̂ (b) = bX̂, (4)

the matrix X̂ determines the scaling dimension xμ, which is the eigenvalue
of this matrix. The right eigenvector Rμ determines the scaling variable gμ,
by δKα = ∑

μ gμ(Rμ)α .
(c) In the neighborhood around the fixed point, the physical quantity such as the

critical exponents is given by

f (K∗; g1, g2, g3, · · · ) = b−xf f (K∗; bx1g1, b
x2g2, b

x3g3, · · · ). (5)

This general framework includes a coarse-graining procedure represented by the
Eq. (1). Using this framework, the critical phenomena can be explained. Critical
phenomena are an instance of universality, which refers to a phenomenon com-
mon among several systems whose microscopic structures are different. The RG
transformation enables us to explain the universality, while the model before the
transformation fails to provide an explanation. In this sense, the RG transformation,
in particular coarse graining, plays an important explanatory role.
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Batterman and Rice (2014) refer to the model derived from the RG framework
as the minimal model, which represents the important factors for the target phenom-
ena, and the details, which are not in the minimal model, are not merely irrelevant
but rather prevent us from understanding the target phenomena. They point out that
“accuracy” or “correctness” are not always required for the explanations (Batterman
& Rice, 2014, p. 356). According to the RG method, the details prevent us from
explaining universal phenomena because the detailed models do not provide suffi-
cient accounts for the critical phenomena. The RG transformation maps models onto
the fixed point, which is a minimal model, and the fixed point demonstrates uni-
versality. The coarse-graining procedure in the RG method is required to derive the
minimal model. In this sense, in this method, coarse graining is substantial.

Furthermore, the RG method is an instance of emergence in physics (Morrison,
2012; Batterman, 2010). Morrison (2012) typically suggests that because the RG
method is a method for providing coarse grained systems, this method is a case of
emergence. That is, the RG method implies the irrelevance of microscopic details for
some macroscopic phenomena, and the RG method implies emergence. Within De
Haro’s framework, the RG method is a case of ontological emergence (see Fig. 2).
In this case, the lower-level modelsML are microscopic models representing several
kinds of materials, such as the two-dimensional Ising models. In contrast, the higher-
level model MH corresponds to the fixed point. The RG transformation (Eq. (2)),
which includes the coarse-graining procedure, maps the lower-level models onto the
higher-level model. While the lower-level models fail to explain the critical phe-
nomena, the higher-level model illustrates critical phenomena. The domain of the
lower-level model DL is different from that of the higher-level model DH, implying
ontological emergence.

ML
(e.g. Ising model)

MH
(fixed point)

DL
DH

(critical behavior)≠

coarse-graining
ML

(e.g. Ising model)
MH

(fixed point)

DL
DH

(critical behavior)≠

coarse-graining

Fig. 2 The RG method includes a RG transformation R, which includes a coarse graining procedure. R
as coarse graining maps lower-level models ML, such as two-dimensional Ising models, each of which
represents a different kind of physical system, onto the higher-level modelMH (a fixed point). The domain
of ML, denoted by DL, is different from the domain of MH, denoted by DH, because the higher-level
model provides explanation of the critical behavior, but the lower-level model does not. The dashed line
between M and D represents an interpretation that connects the mathematically represented models to
their domains of application in the empirical world

Page 9 of 22    12European Journal for Philosophy of Science (2023) 13:12



Coarse graining in the RG method is indispensable for explaining universality,
and then can be regarded as a substantial coarse-graining. This substantial coarse-
graining demonstrates ontological emergence, because compared to the lower-level
model, the higher-level model shows a novel physical property, such as critical
exponents.

3.2 Irreversibility in statistical mechanics

Another philosophical issue concerning the method of coarse graining is the deriva-
tion of irreversibility from statistical mechanics. Gibbs (1902), one of the founders
of statistical mechanics, originally proposed this approach based on coarse grain-
ing. Robertson (2020) investigates the conceptual foundations of this framework, in
particular the Zwanzig-Zeh-Wallace (ZZW) framework (Wallace, 2011; Zeh, 2007;
Zwanzig, 1960) as she calls. Many processes in our world, for example, spilled milk,
are not invariant under time-reversal transformations. On the other hand, our con-
temporary fundamental theories, such as statistical mechanics, are time-reversible.
To fill this gap, the ZZW framework appeals to the coarse graining to derive the
irreversibility from statistical mechanics.

The ZZW framework introduces a coarse-graining projection operator P̂ on the
space of probability density functions, in order to derive irreversibility in statistical
mechanics and the probability density is denoted as ρ. The coarse-graining projection
P̂ splits the probability density into two parts: the relevant probability density ρr and
irrelevant probability density ρir .

P̂ ρ = ρr, (1 − P̂ )ρ = ρir . (6)

This relevant probability density ρr demonstrates irreversibility. Given the density
function ρr , the entropy S is defined as follows;

S[ρr ] := S[P̂ (ρ)] := −kB

∫
P̂ ρ(q, p) ln P̂ ρ(q, p)d3Nqd3Np. (7)

This coarse-grained entropy indicates irreversibility such that

dS[ρr ]
dt

≥ 0. (8)

In short, in the ZZW framework, time irreversibility appears through coarse graining
(Robertson, 2020, pp. 549–556).

As Robertson argued, one of the objections to this kind of approach appealing
to coarse graining is that asymmetry such as time-irreversibility is illusionary. This
objection means that coarse graining inevitably distorts the correct density, and then
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the results of these procedures are illusionary5. Robertson offers counterarguments
to this objection. First, the asymmetry is not illusionary but robust. Whenever the
density ρ(t) is coarse grained, the coarse-grained density ρr(t) exhibits asymmetry.
Second, coarse graining in this framework is not a Galilean idealization, which is a
distortion that makes a system more tractable. Scientists ultimately aim to remove
Galilean idealization and investigate more accurate representations. Weisberg argues
that “Galilean idealization takes place with the expectation of future de-idealization
and more accurate representation” (Weisberg, 2013, p. 100). In the ZZW framework,
the accurate density is already known, and coarse graining is used to separate irrele-
vant parts of the accurate density. Robertson argues that coarse graining in the ZZW
framework is not Galilean idealization because the details prevent us from deriving
irreversibility. This case implies that neglecting details through the coarse-graining
projection operator makes it possible to derive the irreversibility. Coarse graining
in the ZZW framework is not merely a distortion but also plays an important role
in explaining irreversibility. In this sense, this case can be regarded as a substantial
coarse-graining.

Coarse graining in the ZZW framework demonstrates ontological emergence (see
Fig. 3). In this case, the lower-level model is represented by the probability density
function ρ. The coarse-graining projection P̂ maps this lower-level model onto the
higher-level model represented by ρr . Within this framework, the coarse-graining
projection excludes some irrelevant factors in the genuine density function ρ and
introduces the coarse-grained density function ρr to derive the irreversibility. With-
out this procedure, the irreversibility does not appear. The domain of the model
before coarse graining does not include the irreversibility, but the domain of the
model derived from coarse graining does. Therefore, the domain of the higher-level
model is not a proper subset of the domain of the lower-level model, and this case is
ontological emergence like the case of the RG.

Within the ZZW framework, coarse graining is indispensable for deriving irre-
versibility from statistical mechanics. In this sense, coarse graining in the ZZW
framework plays the important role and is substantial. This substantial coarse-
graining in this case also implies ontological emergence, as is the case of the RG
method. Although the original density function ρ does not demonstrate irreversibility,
the coarse-grained density function ρr illustrates this physical property. Irreversibility
is a novel property compared with the model before coarse graining, whose density
function is ρ. In this sense, this case is ontological emergence.

5Another objection is that the asymmetry “arises from our perspective and so is anthropocentric” (Robert-
son, 2020, p. 561). The coarse-graining procedure itself does not change the physical systems at all, but
merely changes our perception of the system. In this sense, the framework based on this procedure seems
to be too anthropocentric. Robertson’s counterargument to this objection is as follows: The choice of cell
size for coarse graining is arbitrary. However, the size of cells is not completely arbitrary, but is limited
by the purpose of uncovering irreversible dynamics. This strategy has been applied in the field of physics.
The choice of physical variables and their definitions (such as mass, energy, and entropy) largely depends
on the purpose of the physicists. Therefore, the ZZW framework is not anthropocentric.
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ML MH

DL
(Reversibility)

DH
(Irreversibility)≠

coarse-graining

Fig. 3 In the ZZW framework, the coarse-graining projection P̂ maps a lower-level models ML rep-
resented by ρ onto a higher-level model MH by ρr . The dashed line between M and D represents an
interpretation that connects mathematically represented models to their domains of application in the
empirical world. The domain ofML, denoted by DL, is different from that ofMH, denoted by DH, because
the higher-level model demonstrates the irreversibility, but the lower-level model does not

3.3 Pictures of a Rigid body

In classical mechanics, a coarse-graining procedure is used to introduce the notion of
a rigid body, as a kind of continuum. This is an elementary case concerning coarse
graining in physics. In classical mechanics, the rigid body is defined as “a system
of particles such that the distances between the particles do not vary” (Landau &
Lifshitz, 1976, p. 96). A rigid body is thought to be a continuous and at the same
time, as a system composed of particles. Coarse graining establishes a relationship
between these understandings about a rigid body.

The passage from the formulae which involve a summation over discrete par-
ticles to those for a continuous body is effected by simply replacing the mass
of each particle by the mass ρdV contained in a volume element dV (ρ being
the density) and the summation by an integration over the volume of the body
(Landau & Lifshitz, 1976, p. 96).

This replacement of the mass of each particle by the mass of the volume element is
justified by the coarse-graining procedure. In other words, coarse graining maps a
model of a system of the discrete particles onto a model of the continuum.

First, consider a continuum with volume V and total mass M . The density at the
point r on the continuum is denoted by ρ(r). For a small volume �V around r, let
�M be the mass in this small volume. In this case,

ρ(r) = lim
�V →0

�M

�V
. (9)

or, if the ρ(r) is given,

�M ≈ �Vρ(r). (10)
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Strictly speaking, a continuum is composed of particles that obey quantum mechan-
ics. Therefore, if the �V is too small, then the Eq. (9) does not hold. In classical
mechanics, the procedure for taking the mathematical limits �V → 0 is stopped in
a halfway so that the density function ρ(r) remains continuous. When the system
is considered an entity consisting of appropriately small segments whose volume is
�Vi instead of point particles, the density ρ is continuous, and this system can be
regarded as a continuum. This approximation to derive ρ(r) as a continuous function
is coarse graining that connects the model of aggregations of point particles with the
model of a continuum.

The Eqs. (9) and (10), given by coarse graining, establish the relationship between
a continuum and a set of point particles. In classical mechanics, the total mass of a
system of n-point particles is

M =
n∑

i=1

mi, (11)

where the mass of each particle i is denoted by mi . On the other hand, when the total
mass of the continuum is M , this entity can be divided into n parts.

M =
n∑

i=1

�Mi . (12)

For a point ri in �Mi , when the density function (Eq. (9)) is given, the total mass
can be expressed as follows:

M = lim
n→∞

n∑

i=1

ρ(ri )�Vi =
∫

ρ(r)dV . (13)

Comparing Eqs. (11) and (13), the coarse-graining procedure allows these transfor-
mations as follows to establish a connection between the system of point particles
and continuum.

mi → �Mi → ρ(r)dV,
∑

i

→
∫

(14)

The coarse-graining procedure maps the model of a system of point particles onto
the model of the continuum.

Coarse graining, in this case, is a mere coarse-graining. As coarse graining is
merely used to simplify the derivation of the physical properties of a rigid body, there
exists a model as a sum of point particles and as a continuum, both of which show
the classical mechanical behavior of a rigid body. In this case, unlike the RG method
and ZZW framework, coarse graining is dispensable to show the classical mechanical
properties of the rigid body. Therefore, this case is a mere coarse-graining.

Coarse graining in this case does not imply ontological emergence (see Fig. 4).
The lower-level model represented by Eq. (11) is a model of a rigid body as a
set of point particles. A higher-level model represented by Eq. (13) is a model as
a continuum. These models represent a rigid body, and both models explain the
same classical mechanical properties of the same rigid body. In fact, this procedure
merely simplifies the derivation of the equations for classical mechanical properties
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ML
(Point particles)

MH
(Continuum)

D
(Rigid body)

coarse-graining

Fig. 4 In the case of a rigid body, the coarse-graining procedure (Eq. 14) maps the lower-level model of
point particles ML onto the higher-level model of a continuum MH. The domain of applications of both
models D is the rigid body. The dashed line between M and D represents an interpretation that connects
the mathematically represented models to their domains of application in the empirical world

(Landau & Lifshitz, 1976, p. 96). Therefore, this case does not demonstrate onto-
logical emergence, but epistemological emergence. The novelty, in this case, is our
understandings of a rigid body. In the lower-level model, the body is regarded as
an aggregation of point particles; in contrast, it is regarded as a continuum in the
higher-level model. This is not an ontological difference, but an epistemological
difference6.

4 Coarse graining and emergence

In the previous section, the case studies reveal two types of coarse graining. In the
cases of the RG method and ZZW framework, coarse graining plays an important
role in explaining the physical properties and these cases imply ontological emer-
gence. On the other hand, in the case of a rigid body, coarse graining merely changes
our descriptions and implies epistemological emergence. This section analyzes the
difference between these types of coarse graining and considers its philosophical
implications.

4.1 A Distinction between substantial andmere coarse-graining

Coarse graining is a sort of a form of idealization, and I will first consider whether the
distinction about the idealization corresponds to the distinction between substantial
and mere coarse-graining. In this article, this strategy is called a top-down approach

6Note that this argument cannot be straightforwardly applied to other cases of continuum, such as fluid
considered in Batterman (2018) and Wilson (2017). This articles has investigated only the continuum as a
description of a rigid body, and other cases like fluid might be ontological emergence unlike the rigid body.
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in the sense that, in terms of a general understanding of idealization, the feature of
coarse graining will be considered.

Norton (2012) characterizes the notions of the idealization and approximation as
follows.

• An approximation is an inexact description of a target system. It is propositional.
• An idealization is a real or fictitious system, distinct from the target system, some

of whose properties provide an inexact description of some aspects of the target
system (Norton, 2012, p. 209, italics are original).

In short, an approximation does not give rise to a new system, while an idealization
does. Because, in some cases, the property in the limit is not always that of system
in the limit, the distinction between the property in the limit and the property of the
limit system is crucial. If the limit property differs from the property of the limit
system, this case should be considered as an approximation. Norton argues that the
RG method in the phase transitions is an approximation because the coarse-grained
properties (not system) such as the universality are considered (Norton, 2012, pp.
219–223). Because both the higher-level model and the lower-level models repre-
sent the same target materials, the RG method does not bring about new systems.
In the case of the ZZW framework, both the models before and after coarse grain-
ing, represented by ρ and ρ∗, respectively, deal with the same target system. The
coarse-graining procedure introduces an inexact description of the probability den-
sity function, from which irreversibility can be derived but the target systems are the
same. Similarly, mere coarse-graining in the case of a rigid body is an approxima-
tion. The higher-level model as a continuum does not refer to the existence of a new
system. Both substantial and mere coarse-graining are approximations in Norton’s
sense. In fact, as Norton argues, coarse graining in general is an approximation. The
coarse-graining procedure enables us to derive some new properties, but merely pro-
vides an inexact description of the target system. The case of continuum limits, which
Norton (2012) examines, is a sort of coarse graining. He argues that the “sequence
in halftone printing”, such as the gray-scale printing, is an approximation, but not an
idealization in Norton’s sense. Therefore, Norton’s classification does not distinguish
between the types of coarse graining.

Another philosophical investigation of idealization is explored by Weisberg
(2013), who enumerates some kinds of idealization, such as Galilean, minimalist,
and multiple models idealization. Galilean and minimalist idealization are concerned
with our purposes7. Both idealizations are procedures to reduce some factors to
introduce a model. The differences among these idealizations lie in their purposes. In
Galilean idealization, this idealization is carried out for the purpose of the simplifica-
tion. For instance, the frictionless plane is a case of this idealization. The frictionless
plane is a helpful assumption for understanding the abstract classical mechanical

7It is true that the cases considered above deal with multiple models, but these are not the instance of the
multiple model idealization. The multiple model idealization deals with more varied types of models as
examples, such as climate science. Therefore, this idealization is not relevant to our purposes.
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behavior on the plane 8 . Weisberg argues that this idealization is used for pragmatic
purposes, and then scientists expect that this idealization will be de-idealized and
some accurate representation will be provided in the future. On the other hand, min-
imalist idealization is carried out to highlight essential causal factors of phenomena.
For instance, the Ising model, which is a highly idealized model, abstracts important
causal factors for the ferromagnetism. The models introduced through minimalist
idealization are considered to capture essential factors for the phenomena.

As in the case of Norton’s taxonomy, Weisberg’s definition does not distinguish
coarse graining. As seen above, Robertson (2020) argues that coarse graining in the
ZZW framework is not Galilean idealization. The ZZW framework assumes that
the coarse-grained density function is indispensable for explaining irreversibility in
terms of statistical mechanics, while the purpose of Galilean idealization is merely
a simplification. Similarly, the RG method is also not Galilean idealization, because
this method is required to explain critical phenomena that the lower-level model fails
to explain. The RG method and ZZW framework abstract irrelevant factors for their
targets. Both cases of substantial coarse-graining are minimalist idealizations, which
aim to abstract important causal factors for the phenomena.

Coarse graining in classical mechanics is also not Galilean idealization, even
though it is mere coarse-graining. Admittedly, Landau and Lifshitz argue that coarse
graining simplifies the derivation of equations about a rigid body (Landau & Lifshitz,
1976, p. 96). This motivation seems to be Galilean idealization, because coarse grain-
ing in the case of a rigid body is carried out for the pragmatic purpose. However, the
model introduced through coarse graining represents the important factors of the rigid
body. Shortly after Landau and Lifshitz mention that the simplification is a role of
coarse graining, they argue that “solid bodies may usually be regarded in mechanics
as continuous, and their internal structure disregarded” (Landau & Lifshitz, 1976, p.
96). In other words, the coarse-grained description represents the essential structure
of the rigid body well. Before and after coarse graining, both models have their own
explanatory roles, and the de-idealization is not expected. In the end, this case of
mere coarse-graining is minimalist idealization, like substantial coarse-graining.

The distinction of idealization does not distinguish between the types of coarse
graining. The top-down approach to draw a distinction from the general definition
of idealization fails to classify the types of coarse graining. Another approach to make a
distinction is a bottom-up approach to clarify the differences based on the case studies.

As seen above, in the case of the RG method and ZZW framework, the coarse-
graining procedure plays an important role in deriving the properties that the detailed
(lower-level) model fails to show. In other words, coarse graining is required to
exhibit this novel property. On the other hand, in the case of a rigid body, coarse
graining allows us to connect different models that provide different pictures of

8Some might consider that the existence of friction seems to be a novel property for the model of a friction-
less plane and imply ontological emergence. However, this is not a case of ontological emergence, because
the friction is not the aim of this models. The models with and without friction are used to understand or
demonstrate a classic mechanical behavior. When a lower-level model of atoms composing a plane does
not show friction and a higher-level model of plane, as a continuum, show friction, the friction might be
ontological emergence.
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the rigid body, but both models demonstrate the same classical properties. These
characteristics provide a distinction as follows.

• Mere coarse-graining refers to coarse graining to provide an inexact description
of an original model, and the coarse-grained models do not demonstrate a new
property compared to their original model.

• Substantial coarse-graining refers to coarse graining to enable us to derive a
property that the model before coarse graining fails to show.

Both types of coarse graining are mathematical transformations to derive an inexact
description, and the difference lies in their roles in practice. Substantial coarse-
graining shows ontological emergence, and some of mere coarse-graining show
epistemological emergence.

Substantial coarse-graining implies ontological emergence, but does not bring in
reference to a new target system. In the case of the RG method and ZZW frame-
work, the higher-level models demonstrate the critical behavior and irreversibility,
respectively, which are novel properties compared to the lower-level models; how-
ever, because coarse graining is an approximation in Norton’s sense, they share the
same system. In contrast, the models of the rigid body do not show the differences in
their properties. In order to explicate how substantial coarse-graining implies onto-
logical emergence9, the term target property, in this article, is defined as follows: a
target property refers to a property that is regarded as the main property of the model
for agents who deal with the model10. For the RG method, the target property is
the relationships between critical exponents or the universality of critical phenom-
ena, and in the ZZW framework, irreversibility is the target property. This notion is
introduced in order to exclude some trivial properties. For instance, the ZZW frame-
work shows irreversibility, and at the same time, the resultant model is different from
the original model. The density function ρ and ρr do not have the same form. The
difference in the forms of the density functions itself is not the main interests for sci-
entists, who aim to reveal a target property such as irreversibility. When the target

9The meaning of the ontological emergence in this article is based on De Haro’s argument (De Haro,
2019, p. 2). The ontology in this article does not mean metaphysical ontology that is mind-independent and
takes no account of interpretations, but ontology of scientific models. The scientific models in physics are
merely mathematical equations and the intentions of scientific agents are required to connect the models
with the empirical world as Giere (2010) argues. Therefore, the ontology of scientific models investigated
in this article is not completely mind-independent. That is, ontological emergence in this article does
not refer to what is completely mind-independent entities or properties, but some properties given by
interpretations of models.
10The interests or aims of agents determine what is the target property, but not arbitrary. This article
assumes that the agents belong to their scientific community. The scientific community deals with partic-
ular realms of this world such as the critical phenomena, the behavior of classical rigid body, organisms,
or global climate, and in each community the issues or problems are shared by their agents. Based on this
assumption, agents in this somewhat old-fashioned scientific community share the same aims and interests
about the target system, and there is a consensus about the target property among scientists. In this sense,
the target property is, at least partially, objective to imply ontology of scientific models. In contrast, when
they do not share the same target property of the model because they have different aims or interests, the
distinction about coarse graining explored in this article is not applicable.
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property exists, the case is substantial coarse-graining and implies ontological emer-
gence. Otherwise, the case is mere coarse-graining and implies epistemological
emergence.

Mere coarse-graining does not always imply epistemological emergence. Admit-
tedly, in the case of a rigid body, coarse graining demonstrates epistemological
emergence in the sense that the higher- and lower-level models provide different
representations of the rigid body. However, this does not mean that mere coarse-
graining always implies epistemological emergence. For instance, in the RG method,
the iterative mathematical transformations R result in a fixed point. When we stop
the iterative mathematical transformations before approaching the fixed point K∗,
this transformation is mere coarse-graining, because this procedure merely distorts
the original model and the resultant distorted model does not provide new properties.
Consider a two-dimensional Ising model. If a single coarse graining and normal-
ization were carried out towards the Ising model, the resultant model would not
explain a new property, and would not provide a different picture from that of the
original model, although this procedure is mere coarse-graining. This case of mere
coarse-graining fails to show epistemological emergence.

In sum, to exclude some trivially novel properties, the notion of the target prop-
erty is defined as the property that is an aim of the models. When a target property
that the lower-level model fails to show can be shown from the higher-level model
derived through coarse graining, the coarse graining procedure is indispensable and
this target property is novel. When the lower-level model fails and the higher-level
model succeeds in showing the target property, the domains of the models are differ-
ent. Then, the existence of the novel target property entails difference in the domains
of the models. Substantial coarse-graining is one that is indispensable to show the
novel target property. Mere coarse-graining does not show the novel target property,
but changes our description of the system.

4.2 Implication for the notion of emergence

So far, the distinction of the types of coarse graining and its philosophical implica-
tions have been considered. In this section, I will focus on more general philosophical
issues about emergence pointed out in Section 2.

Q1 What kinds of relationships imply emergence?
Q2 What is the meaning of novelty that characterizes the notion of emer-

gence?
Q3 How can we distinguish ontological and epistemological emergence?

This section will examine these issues in turn.
[Q1] What kinds of relationships imply emergence? Batterman (2002) points out

that the mathematical limits are related to the notion of emergence, and Franklin
and Knox (2018) argue that the change of variables causes the appearance of the
phonons as emergence. In these studies, the relationships that cause emergence are
considered as specific mathematical operations. On the other hand, coarse grain-
ing is not always represented by any specific mathematical transformation. Coarse
graining refers to a procedure or idealization to abstract part of the details, and the
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mathematical representation varies. Furthermore, because coarse graining does not
always imply emergence, specific mathematical transformations themselves do not
immediately imply emergence.

[Q2] The second issue is the meaning of the novelty as a condition of emer-
gence. The case of mere coarse-graining shows that the difference in understanding
of target systems implies epistemological emergence. On the other hand, substantial
coarse-graining demonstrates that because the novel target properties such as critical
exponents and irreversibility, appear, these are cases of ontological emergence. The
scientists decide on a target property that is the main purpose of the model. Scien-
tific models contain a lot of information, and a trivially novel property might exist. It
is the notion of target property that is required to exclude trivially novel properties.
While the scientists who deal with the models determine what is the target property
of the model, whether or not the target properties appear from the higher-level model
is objectively determined, independent of the intentions of scientists.

[Q3] The investigation of coarse graining shows that the boundary line between
substantial and mere coarse-graining corresponds to the boundary line between
ontological and epistemological emergence (see Fig. 5). However, whereas substan-
tial coarse-graining implies ontological emergence, mere coarse-graining does not
always imply epistemological emergence. Substantial coarse-graining provides an
explanation of the properties that the lower-level models do not capture, and this case
entails ontological emergence in the sense that the target property is, at least, partially
autonomous from the details. On the other hand, mere coarse-graining does not bring
about a novel property, but only provides a different picture of the systems. Some,
but not all, differences in interpretations can qualify as epistemological emergence.

The cases of coarse graining examined above have implications for these ques-
tions. In particular, the meaning of novelty is clarified through the distinction between
two forms of coarse graining. All coarse-graining distort models in some way, and,

Substantial
coarse-graining

Mere
coarse-graining

Ontological 
Emergence

Epistemological 
Emergence

Mere Distortion

Fig. 5 Coarse graining is classified into two kinds; substantial and mere coarse-graining. Emergence as a
result of coarse graining is also classified into ontological and epistemological emergence. The dashed line
represents the boundary line between substantial and mere coarse-graining, and between ontological and
epistemological emergence. The boundary line in coarse graining corresponds with the line in emergence.
Substantial coarse-graining implies ontological emergence. Meanwhile, mere coarse-graining does not
always imply epistemological emergence. In some cases, the mere coarse-graining merely distorts the
description of system
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inevitably, some novelty appears. As demonstrated above, the notion of the tar-
get property provides a way to exclude such a trivial novelty as a feature of the
emergence.

As a whole, the investigations on coarse graining have the following implications
for the novelty as a condition of emergence11.

• Ontological Novelty: The higher-level model shows a novel target property that
the lower-level models fail to show. The existence of the novel target property
implies ontological emergence.

• Epistemological Novelty: The higher-level model demonstrates another novel
picture of the target system, compared to the picture given by the lower-level
model. The novelty concerns our ways of understanding, and then, this case
merely implies epistemological emergence.

5 Conclusion and outlooks

This study has identified a key difference in the types of coarse graining and pro-
vided a significant distinction. An implication of this distinction is that the existence
of a new target property implies ontological emergence and a difference in ways of
descriptions implies epistemological emergence. Although coarse graining is a per-
vasive form of idealization in modern physics, its features have not received much
attention. Moreover, in terms of the notion of emergence, the distinction between
substantial and mere coarse graining calls for further clarification. This article con-
siders three main examples of coarse graining in physics; the RG method, the ZZW
framework, and a rigid body. In the cases of the RG method and ZZW framework,
coarse graining is indispensable for deriving physical properties, such as universality
and irreversibility respectively. On the other hand, coarse graining is dispensable for
deriving the classical mechanical behavior of a rigid body. In fact, the RG method
and ZZW framework as substantial coarse-graining show ontological emergence,
and the case of a rigid body as mere coarse-graining shows epistemological emer-
gence. The explanatory features of coarse graining succeed in demonstrating the
distinction between the types of coarse graining. This distinction reveals that coarse
graining does not always imply emergence. The boundary between substantial and
mere coarse-graining corresponds to the boundary between ontological and episte-
mological emergence. Mere coarse-graining does not always imply epistemological
emergence. Furthermore, the distinction reveals that novelty as a condition of onto-
logical emergence is the existence of a novel target property, but not novel entities.
The notion of a novel target property is introduced to exclude cases of trivial novelty.

The distinction between the types of coarse graining and its implications for the
notion of emergence relies on what can be derived from the model. The notion of
derivation should be considered to reveal what scientific models can demonstrate.

11While Butterfield (2011a) has pointed out that robustness is a condition of emergence, De Haro suggests
that robustness is not a necessary condition of emergence (De Haro, 2019, p. 10). Because coarse graining
involves a process of ignoring details, the stability and autonomy of the target properties are ensured.
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However, in fluid dynamics, numerical calculations are indispensable for obtaining
information from models. Therefore, the methods used to carry out the calculation
should be considered. I will leave this topic for future research. Additionally, this
study has considered some of the issues related to coarse graining, but it is not a com-
prehensive investigation. As mentioned in section 1, there are other cases of coarse
graining, some of which are related with the RG such as the effective field theory
and crossover behavior in the context of critical phenomena12. The applicability of
the distinction proposed in this study is another important topic for the future work.
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