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Abstract
Changes in synaptic strength are described as a unifying hypothesis for memory 
formation and storage, leading philosophers to consider the ‘synaptic efficacy hy-
pothesis’ as a paradigmatic explanation in neuroscience. Craver’s mosaic view has 
been influential in understanding synaptic efficacy by presenting long-term poten-
tiation as a multi-level mechanism nested within a multi-level structure. This paper 
argues that the mosaic view fails to fully capture the explanatory power of the 
synaptic efficacy hypothesis due to assumptions about multi-level mechanisms. I 
present an alternative approach that emphasizes the explanatory function of unifica-
tion, accounting for the widespread consensus in neuroscience regarding synaptic 
efficacy by highlighting the stability of synaptic causal variables across different 
multi-level mechanisms.

Keywords Memory · Mechanism · Explanation · Unification · LTP · Synaptic 
Efficacy

1 Introduction

Often, we encounter statements like this in textbooks and research publications:

“There is now general consensus that persistent modification of the synaptic 
strength via LTP and LTD of pre-existing connections represents a primary 
mechanism for the formation of memory.“ (Poo et al., 2016, p.1)

How should we understand these assertions? The neuroscientific consensus on these 
mechanisms’ explanatory role in memory formation has led to several philosophical 
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views that consider the synaptic efficacy hypothesis as a paradigmatic case of expla-
nation in neuroscience (Bickle 2003; Colaço, 2020; Craver 2007; Sullivan 2016). 
The status of synaptic efficacy as a paradigmatic case makes it a target system for 
opposing philosophical models of explanation in neuroscience, fueling a significant 
debate over which philosophical model best captures the hypothesis’ explanatory 
power. The way the model is described serves as an example of how a successful 
neuroscientific explanation should look like.

A central view in the discussion of synaptic efficacy is Carl Craver’s mosaic view 
(Craver 2002, 2007). According to Craver, long-term potentiation (LTP), a specific 
type of synaptic efficacy, is an exemplar of mechanistic explanations in neuroscience. 
Mechanistic explanations describe a mechanism as interconnected components and 
activities that produce the phenomenon. These mechanisms are nested in multi-level 
hierarchies, with each level referring to a different mechanism. LTP is situated in such 
a hierarchy, being both a component in a higher-level mechanism and a mechanism 
in itself.

The mosaic view provides a particular account of unity. Results from different lev-
els constrain a multilevel mechanistic explanation, thereby integrating diverse fields, 
with each adding another piece to a multilevel mechanistic structure. Because LTP is 
situated in a multi-level mechanistic hierarchy, the synaptic efficacy hypothesis uni-
fies research as it is at the center of these integrative efforts. The ability to capture the 
explanatory structure of LTP research has established the mosaic view as a leading 
philosophical account of neuroscientific integration.

It is no coincidence that philosophers have sought to understand how memory 
research can be unified. Memory is one of the central constructs studied in cognitive 
science. A first step in deciphering cognition involves understanding how memory 
works. Decision-making, motor control, and categorization all rely, in their own way, 
on the ability to encode, store, and retrieve information. While the pervasiveness of 
memory does not necessarily entail a requirement for explanatory unification, its 
central role in various cognitive functions renders a unified explanation of memory 
desirable. This unified explanation enables collaboration among diverse disciplines 
by offering a shared understanding of memory, which in turn paves the way for a 
more integrated model of the cognitive architecture as a whole. If appealing to how 
a mechanism produces a phenomenon is a mark of successful scientific explanations 
(Bechtel and Richardson 2010), then understanding how mechanisms provide unity is 
key to determining whether the aim of integrating mnemic phenomena is attainable.

Gaining clarity on the explanatory role of synaptic efficacy is also relevant for 
addressing broader questions of how neurocognitive mechanisms guide the clas-
sification of cognitive phenomena. Classification of phenomena is often based on 
their underlying mechanisms (Boyd 1999; cf. Craver 2009). However, in cases where 
there is a shared mechanism at one neuroscientific level but not in another, it becomes 
ambiguous how to classify phenomena as sharing the same mechanism. For example, 
pain perception shares a common cellular mechanism involving the activation of 
nociceptors in response to noxious stimuli. However, the neural circuits involved in 
processing noxious stimuli differ across species, making it challenging to determine 
the mechanisms underlying pain perception. Thus, even if neuroscientists are mis-
taken about the unifying character of synaptic efficacy, gaining a better understanding 
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of the relationship between synaptic efficacy and mnemic phenomena can serve as 
a test case for how mechanisms can succeed or fail in guiding the classification of 
cognitive phenomena despite having different components, activities, and organiza-
tional features.

In this paper, I argue that Craver’s mosaic view fails to account for the explana-
tory power of the synaptic efficacy hypothesis. Specifically, I claim that the mosaic 
view mischaracterizes the explanatory target of synaptic mechanistic models due to 
assumptions about how synaptic mechanisms are situated in multi-level mechanistic 
hierarchies. I offer an alternative view of the unifying character of synaptic efficacy 
that captures its explanatory force by showing how invariance considerations regard-
ing generality and the significance of horizontal evidential constraints, rather than 
hierarchical constraints, provide a more relevant picture of unity than the one pre-
sented by the mosaic view.

The paper is organized as follows: In Sect. 2, I briefly present the synaptic efficacy 
hypothesis and describe how the philosophical debate surrounding it revolves around 
levels and unity. Section 3 examines how Craver’s mosaic view applies to synaptic 
mechanisms, while in Sect. 4, I present an alternative approach that emphasizes the 
explanatory role of unification. I unpack this approach by considering two aspects of 
unification: generality and similarity. Finally, in Sect. 5, I evaluate the extent to which 
the mosaic and unificationist views can be reconciled.

2 A Synaptic Explanation

2.1 The Synaptic Efficacy Hypothesis

The hypothesis that changes in synaptic strength underlie memory formation and 
storage is considered, by neuroscientists, to be a unifying hypothesis:

“...there is a general hypothesis for memory storage that is available and broadly 
accepted. This hypothesis is the following: Memories are stored as alterations 
in the strength of synaptic connections between neurons in the central nervous 
system. The significance of this general hypothesis should be emphasized – this 
is one of the few areas of contemporary cognitive research for which there is a 
unifying hypothesis.” (Hawkins et al. 2017)

But what specifically does this hypothesis propose, and how does it serve to unify 
and integrate the diverse findings surrounding memory formation and storage? The 
hypothesis, which refers to a widely accepted family of models describing mem-
ory formation and storage in the animal nervous system, posits that memories are 
encoded through activation of appropriate synapses and then retained through 
changes in the strength of synaptic connections between neurons (Morris 2003). This 
biological process is behaviorally manifested as a change in an organism’s response 
to a relevant event, due to reactivation of modified synaptic connections. Accord-
ing to this hypothesis, the process of memory formation involves the conversion 
of newly acquired information, initially sensitive to interference, into a more stable 
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format dependent on changes to synaptic strength. The mechanisms of long-term 
potentiation (LTP) and long-term depression (LTD) underlie this process, altering the 
strength of synaptic links based on previous inputs (Hawkins et al. 2017a, b).

In what follows, I will use the term ‘synaptic efficacy hypothesis’ to refer to the 
widely accepted hypothesis that memories are formed and stored as alterations in the 
strength of synaptic connections between neurons, with a particular focus on the effi-
cacy of synaptic links, which refers to the capacity of a presynaptic input to influence 
postsynaptic output (i.e., how likely an action potential in one neuron is to induce 
another neuron to fire). Accordingly, I distinguish modifications to synaptic efficacy 
from the more general category of synaptic plasticity, which includes all changes to 
synapses, not solely those that are experience-dependent.

See that although the synaptic efficacy hypothesis is the dominant one, it is not 
without dissenters. Critics of the hypothesis raise several empirical and conceptual 
challenges, proposing alternatively that memories are stored in a molecular form 
instead (Gallistel and King 2009; Gold & Glanzman, 2021). It’s important to note 
that challenges to synaptic efficacy mainly target its ability to explain engrams, the 
stage in which memories are stored, and rarely extend to its role in memory for-
mation. Furthermore, it remains an open question whether synaptic and molecular 
models of memory are genuine rivals, and there is growing interest in the potential 
for integrating these models (Gershman, 2023; Colaço & Najenson, in preparation).

Nevertheless, the hypothesis’ status stems from the extensive experimental and 
theoretical evidence supporting it. Although critics challenge its status as a compre-
hensive explanation of memory, they generally do not deny the substantial evidence 
supporting it. A primary objective is to clarify that the unifying character of the syn-
aptic efficacy hypothesis does not hinge on it being viewed as a global hypothesis 
guiding all memory sciences.

2.2 Unity in Neuroscience

How should we understand unification in the context of the synaptic efficacy hypoth-
esis? The philosophical discussion about synaptic efficacy revolves around two key 
elements. The first element has to do with the role of levels of investigation in neu-
roscientific explanation. Neuroscience encompasses various disciplines and method-
ologies that cluster around phenomena that often share similar temporal and spatial 
characteristics. On what basis to distinguish between levels has no easy answers, 
but there is an underlying assumption that models describe phenomena at a given 
level (Levy 2016). The debate surrounding synaptic efficacy and levels of investiga-
tion revolves around the question of which target phenomenon synaptic models aim 
to explain. We can better understand Craver’s mosaic view by contrasting it with 
Bickle’s ruthless reductive view, as the idea that reduction guided the explanation of 
LTP is one of Craver’s main critical targets.

According to reductive views, most notably John Bickle’s, the synaptic efficacy 
model amounts to a direct psycho-physical link between psychological categories 
and molecular entities (Bickle 2003). On Bickle’s view, intermediate levels of inves-
tigation between synaptic efficacy and psychological phenomena are redundant and 
play a merely heuristic role. By tracking how changes in behavior are the result of 
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interventions at a molecular level, it is possible, Bickle argues, to discover direct 
links that effectively reduce a psychological-behavioral variable to a molecular-phys-
ical variable.

On multi-level views, such as Craver’s, it is untenable that a description of a fun-
damental level exhausts the explanation of a phenomenon. The explanation of mne-
mic phenomena involves the integration of different fields working at specific levels 
of investigation. According to Craver (2002), a multi-level mechanistic account 
explains mnemic phenomena through the integration of several different scientific 
fields, where each field works at a different level of investigation, e.g., psychology at 
the behavioral level, neurobiology at the physiological level, etc. The explanandum 
of synaptic efficacy is the level of the mechanism of which this activity is a compo-
nent. Such an account leaves little room for direct reduction, as memory cannot be 
explained at any one given level.

The second element concerns how the synaptic efficacy hypothesis figures in a uni-
fying framework. There is disagreement among philosophers of neuroscience about 
how the synaptic efficacy hypothesis achieves the goal of explanatory unification. 
Specifically, the debate concerns the implications of the synaptic efficacy hypothesis 
for explanatory relations between the different disciplines included in neuroscience.

On Bickle’s ruthless reductive account, the relation between synaptic efficacy and 
mnemic phenomena fosters unification by directly reducing psychological phenom-
ena to a systematic explanation in the molecular domain that accounts for all the data 
that higher-level mechanisms explain. This echoes the highly influential view that the 
unity of science involves reduction to more fundamental levels (Theurer and Bickle 
2013).

According to Craver’s ‘mosaic’ view, synaptic efficacy is considered a component 
in a multi-level mechanism. Unification is achieved by the integration of different 
fields in neuroscience joining efforts in elaborating on a single multi-level mecha-
nism. As Levy puts it, “the mechanistic approach suggests a view of unification as the 
synergistic study of mechanisms by different disciplines” (2016, p.7). Thus, unity in 
this view results from how different fields converge on the same multi-level mecha-
nism by applying different tools and concepts.

3 3. Mosaics and Synapses

I now turn to elaborate on Craver’s mosaic view. This view aims to capture how 
synaptic efficacy is a relevant mechanism in the explanation of memory formation 
and storage by situating it in multi-level mechanisms. I begin by introducing Craver’s 
mosaic view and explain how it leads to the argument that synaptic efficacy is disuni-
fied due to hierarchical evidential constraints.

Mechanistic explanations describe the underlying mechanisms that give rise to an 
explanandum phenomenon. This type of explanation treats the explanans as a mecha-
nism, a composite of interconnected parts that are organized in a way that produces 
the phenomenon. A mechanistic explanation accounts for the behavior of the system 
in terms of roles performed by its underlying parts and the interactions between these 
parts (Bechtel and Richardson 2010).
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Mechanisms are said to have a hierarchical structure. On the one hand, a part of a 
mechanism can be considered in itself a mechanism to which a mechanistic explana-
tion can be provided. On the other hand, a mechanism can itself be a component in a 
mechanism. A component delineates a level in a mechanistic hierarchy for the causal 
role it plays. As Craver puts it - “The interlevel relationship is as follows: X’s φ-ing is 
at a lower mechanistic level than S’s ψ-ing if and only if X’s φ-ing is a component in 
the mechanism for S’s ψ-ing” (2007, p.189). A mechanistic level involves the entities 
and the ways in which they are organized to support the function of a higher-level 
mechanism, but the entities in a lower mechanistic level are themselves decomposed 
into lower-level mechanisms.

Craver approaches synaptic efficacy through this multi-level perspective, focusing 
specifically on LTP. On this approach, LTP is a prominent example of a mechanism 
nested in a multi-level mechanism. Craver motivates the multi-level approach over 
reductive views by describing how causal knowledge is generated in neuroscience. 
Craver claims that different scientific fields contribute to the study of LTP by placing 
evidential constraints on possible entities in higher and lower levels of a single mech-
anism. Knowledge about mechanisms is generated in multi-level research programs. 
Like a mosaic, a multi-level mechanism is assembled in a piecemeal way.

How does Craver’s mosaic approach achieve explanatory unification? Unification 
is gained by different fields with different tools, concepts, and problems converging 
on a single explanatory mechanism -

“The central idea is that neuroscience is unified not by the reduction of all 
phenomena to a fundamental level, but rather by using results from different 
fields to constrain a multilevel mechanistic explanation...The search for mecha-
nisms guides researchers to look for specific kinds of evidence (in the form of 
different constraints) and provides the scaffold by which these constraints are 
integrated piecemeal as research progresses” (2007, p.232).

.Research is unified when there is a common investigative cause on which different 
fields converge to evidentially support different components or levels of the same 
mechanism. Scientific fields such as electrophysiology and molecular biology are 
unified by having the same epistemic goal of elaborating different levels of the same 
multi-level mechanism.

The model of spatial memory is offered as an example of such multilevel mecha-
nistic description. According to Craver, the mechanistic model of spatial memory 
includes four distinct mechanistic levels: the highest level is the behavioral-organis-
mic level, which deals with the conditions under which different memories may be 
stored or retrieved; the anatomical-hippocampal level, which concerns the role of 
the hippocampus in spatial memory and involves descriptions of its anatomical and 
computational properties; the electrical-synaptic level, which includes entities such 
as synapses and processes they undergo, such as LTP; and the molecular level, where 
entities like NMDA receptors are responsible for inducing potentiation processes.

It is important to note that Craver’s account does not imply that the nature and 
number of levels are fixed; rather, they evolve with scientific investigation. Fields 
like computational and systems neuroscience may revise this traditional picture and 
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can alter our understanding of the relationships between levels, such as between the 
hippocampal and behavioral levels (Levy and Bechtel 2013).

Despite the evolving nature of levels, examining the spatial memory mechanism 
example can help us understand how the mosaic view accounts for the explanatory 
target and structure of synaptic mechanisms. Each level specifies a mechanism with 
entities and activities that are particular to that level. The explanatory target of a 
mechanism at a given level in the hierarchy is the mechanism at the level ‘above’. 
Consequently, the explanatory target of the LTP mechanism is the formation of spa-
tial maps in the hippocampus.

The determination of the explanatory target has consequences for the explanatory 
structure of the LTP model, as the mechanism’s entities and activities constrain the 
type of entities and activities possible in the underlying mechanisms of lower levels. 
For example, for potentiation to occur at the synaptic level, NMDA receptors are 
required to allow calcium insertion into the neuron, which triggers protein synthesis 
to stabilize the synaptic connections. Thus, changes in synaptic transmission con-
strain what researchers expect to find at the molecular level.

Craver argues that LTP research does not provide evidence solely for a downward 
reductive trend, as it involves findings from different fields that contribute to under-
standing either the mechanism of LTP or the memory mechanisms that contain it. 
Although reductive downward-looking trends exist in LTP research, there are also 
upward-looking trends that are not accounted for in a reductive approach. Investigat-
ing memory requires more than just uncovering its molecular basis; it also involves 
situating it in higher levels, such as relevant brain structures and various behavioral 
tasks.

It is important to note that mechanisms are individuated by the phenomena they 
explain. The different mechanistic levels involved in fear memory or spatial mem-
ory imply different evidential constraints, and therefore, the multilevel mechanisms 
underlying these specific forms of memory are different. Craver argues that this 
allows for relevant differences in the causal details between instances of LTP mecha-
nisms to be captured. For instance, LTP in the hippocampus may differ causally from 
LTP in the striatum since they are embedded in distinct multilevel structures. If there 
are different instances of LTP, or synaptic efficacy more generally, then describing the 
same mechanism does not explain how memories are formed and stored.

To understand Craver’s objection, consider how a mechanism is determined to fit a 
phenomenon (Craver and Darden 2013). A key part of this process concerns the initi-
ation and stopping conditions of the phenomenon, which can be manipulated through 
interventions on a mechanism’s components. These conditions are known as bound-
ary conditions and are crucial in determining the scope of a mechanistic explanation. 
Lack of knowledge about boundary conditions may indicate that a mechanistic expla-
nation is incomplete (Craver and Kaplan 2020). In the case of synaptic efficacy, as 
more causally relevant details accumulated, the hypothesis, Craver claims, was found 
to mistakenly lump distinct mechanisms.

Craver argues that boundary conditions are a main reason why researchers should 
not expect synaptic mechanisms to be part of the same phenomenon -
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“Different forms of memory often have different temporal features; that is, the 
memories of one kind take longer to acquire than those of another kind, and the 
two decay at different rates….If synaptic changes underlie these different forms 
of memory, then one would expect differences in the temporal properties of the 
varieties of synaptic plasticity observed in these brain regions to correspond to 
differences in the temporal properties of the different kinds of memory” (2007, 
p.263-4).

.Craver denies that synaptic efficacy is actually a unitary memory mechanism because 
distinct forms of memory have different temporal properties. Roughly speaking, 
while memory of particular events is rapidly acquired, other forms of memory, such 
as habits, take much longer to form and decay. Questions regarding the duration it 
takes for memories to initiate and decay address the same phenomenon that synap-
tic efficacy aims to explain - memory formation and storage. Mistakenly grouping 
together rapid and slow memory mechanisms commits a lumping error. The temporal 
profile of various memory types is so distinct that their underlying mechanisms can-
not be the same; thus, grouping them under the same description is a mistake.

Although Craver was one of the first philosophers to express concerns that LTP 
is not a unitary mechanism, others make similar claims. Sullivan (2016) argues that 
pragmatic factors are responsible for treating different instances of LTP as the same 
phenomenon. Even though researchers take different instances of LTP to be produced 
across various experimental protocols, they abstract from specific mechanistic details 
to provide a unified model of LTP. Colaço (2020) argues that discrepant mechanis-
tic details led researchers to recharacterize LTP as involving diverse phenomena. 
Colaço, like Craver, emphasizes that it is the precipitation conditions of LTP that 
result in the recharacterization of LTP. Therefore, the boundary conditions of LTP 
pose a significant challenge for a unitary mechanism, regardless of whether one 
adopts Craver’s mosaic view.

4 Causal Unification and Synaptic Efficacy

In this section, I present an alternative approach to understanding the unifying char-
acter of synaptic efficacy, focusing on its explanatory role. I elucidate unification 
through the lens of invariant causal relationships, exploring how such relationships 
contribute to the hypothesis’ explanatory power. Building on this approach, I inves-
tigate the explanatory status of the synaptic efficacy hypothesis by examining its 
generality and the similarity of synaptic mechanisms.

According to Kitcher (1989), who offered the standard account of unification, 
explanations are argument patterns that allow for deriving descriptions of many phe-
nomena.1 When fewer argument patterns are used, the description becomes more 

1  Argument patterns consist of schematic sentences (where nonlogical terms are replaced by variables), 
filling instructions (which are rules for substituting these variables with specific values), and classifica-
tions (which define which sentences serve as premises and which ones act as conclusions). For example, 
consider the sentence ‘Organisms homozygous for the sickling allele develop sickle cell anemia.‘ This 
can be restructured as ‘Organisms homozygous for A develop P,‘ where ‘A’ and ‘P’ are variables. The 
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unified, thus providing an explanation of the phenomena of interest. Kitcher suggests 
that there is an explanatory store which is “the set of arguments that achieves the best 
tradeoff between minimizing the number of premises used and maximizing the num-
ber of conclusions obtained” (p. 431). Kitcher’s basic idea, then, is that explanation 
consists in minimizing the ratio of explanantia to explananda.

Kitcher’s view of unification is controversial, largely due to its limitations in 
accounting for various forms of explanations. For example, Kitcher’s account has 
faced criticism for its difficulty in assessing individual causal explanations. Philoso-
phers attacking the relevance of unification to explanation often argue that unifica-
tionist views, like Kitcher’s, imply that explanations of single or low-probable events 
cannot be explanatory (Craver 2007). The objections are due to Kitcher’s identifi-
cation of explanation with unification, casting doubt on the value of unification to 
explanation.

However, Kitcher’s idea can be reconceived as a norm rather than an account 
of explanation. Indeed, several philosophers have pointed out that unification can 
inform and enrich causal explanations. According to Levy (2016), it is plausible to 
ask how unified our stock of causal explanations is, a question that can be answered 
by applying Kitcher’s measure of unification. When a small set of causal-explanatory 
models can account for a broad range of phenomena within a given domain, we 
achieve unification insofar as these same models can be used to explain a wide range 
of phenomena.

Weber and Lefevere (2017) add another perspective. They argue that unification 
supplements causal conceptions of explanation by answering resemblance questions. 
Resemblance questions focus on similarities between individual causal explanations. 
For example, we can ask why different species learn associations through Pavlov-
ian conditioning. So, unification can be seen as a way to evaluate what is shared by 
causal-explanatory models which enable them to explain their target phenomena.

Understood as a norm of causal explanation, unification does not imply that 
descriptions of single individual events cannot be explanatory. Adopting unification 
as a norm allows for explanations of individual events to carry explanatory power, 
especially if other norms are also considered. Unlike Kitcher’s view, seeing unifica-
tion as a norm enables its application to different targets, such as local explanations 
that are pursued individually, rather than being the primary goal of scientific explana-
tion. The emphasis here is not on seeking a global synthesis of various fields, but on 
achieving a specific epistemic goal through the integration of unification with causal 
explanations (cf. Brigandt 2010).

That said, unification does mean that, in some cases, we should prefer the more 
unifying explanations. Explanatory unification is tied to explanatory power, namely 
the idea that some explanations are better than others. Specifically, some explanatory 
models (or families thereof) score higher in terms of their explanatory virtues. One 
way in which a model exhibits explanatory virtue involves the extent to which it 
minimizes the ratio of explanantia to explananda.

filling instructions, in this case, would direct us to replace ‘A’ with a specific allele’s name and ‘P’ with 
a phenotypic trait.
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But what does unification, as a norm of causal explanations, consist of? To eval-
uate unifying causal-explanatory models we can appeal to notions of invariance, 
stability or insensitivity of causal relationships (Woodward 2010, 2021; Ylikoski 
and Kuorikoski 2010).2 Mechanists interpret causal relationships within the inter-
ventionist framework, according to which X causes Y iff an idealized experimental 
manipulation of variable X leads to a change in the value of variable Y under certain 
background circumstances. Invariance concerns whether changes to the value of Y, 
resulting from interventions on X, hold under a wide range of background circum-
stances.3 These circumstances, implicitly represented in the X-Y relationship, may 
or may not hold causal relevance to Y. Thus, the crux of causal unification lies in the 
examination of invariant causal relationships.

With this understanding of unification as a norm of causal explanations, we can 
now explore the significance of invariance in the context of causal unification. 
Invariance is crucial for causal unification since it captures how mechanistic mod-
els employ similar causal variables in explaining a wide range of phenomena. That 
is, a relatively invariant causal relationship between a mechanism and its explanan-
dum phenomenon, under a wide range of background circumstances, implies that the 
mechanism can produce the explanandum phenomenon across various behavioral 
tasks, species, and causal contexts (e.g., different regions of the nervous system), 
among others.

On this view, mechanistic models are deemed more explanatory when the causal 
relationships they describe exhibit relatively more invariance under a given range 
of background circumstances. These models provide a better explanation over a 
less-invariant counterpart, as they can answer more questions about the explananda. 
These inquiries may encompass not only the familiar what-if-things-had-been-dif-
ferent questions, namely circumstances under which the explanandum phenomenon 
would have been different, but also resemblance questions that arise when different 
explananda exhibit shared characteristics.

By identifying an invariant causal relationship, the ratio of explanantia to 
explananda can be minimized.4 As said, this occurs when the same causal relation-
ships remain stable under a wide range of background circumstances, such as produc-
ing consistent behavioral outcomes in different species. Such minimization enables a 
smaller set of mechanistic models to explain a variety of phenomena. When I say that 
synaptic efficacy constitutes a unifying hypothesis, I am proposing that the mecha-
nistic model(s) involved in this hypothesis display invariance under a wide range of 
background circumstances.

2  I will use the terms interchangeably.
3  Woodward (2021, p. 264, ft. 41) acknowledges the tight connection between invariance and unifica-
tion but dismisses it due to the standard characterization of unification being considered non-causal. In 
contrast, the perspective on unification presented here, which treats it as a norm of causal explanation, 
effectively addresses Woodward’s concern.

4  Invariance offers a means of interpreting what minimizing the ratio of explanantia to explananda implies 
within the context of causal explanations, specifically those within the interventionist framework. Nota-
bly, unification need not be conceived in the same terms for non-causal explanations or under a non-
interventionist understanding of causal relations.
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In the upcoming subsections, I examine the explanatory status of the synaptic 
efficacy hypothesis by exploring the role of invariance in determining generality and 
similarity, thereby contributing to its unifying character. First, I discuss how gen-
erality considerations indicate that synaptic mechanisms exhibit more explanatory 
power compared to other memory mechanisms. Next, I show how focusing on shared 
features of diverse synaptic mechanisms contributes to inferences about mechanistic 
types. While the main purpose of discussing these issues separately is to compare 
and contrast my position with Craver’s, they also highlight a core issue at stake: how 
should we identify the relevant features that differentiate between explanatory repre-
sentations? I elaborate further on this issue in the last section.

4.1 Generality

In this subsection, I aim to explore the generality of synaptic efficacy in terms of its 
scope and breadth, shedding light on how generality plays a role in establishing the 
hypothesis’ unifying character. Neuroscientists describe the synaptic efficacy hypoth-
esis as a unifying hypothesis since it explains a wide range of mnemic phenomena. 
The range of phenomena in which synaptic efficacy plays an explanatory role is a 
central way to evaluate synaptic efficacy’s unifying character. Expressing this idea, 
Eric Kandel and colleagues say that -

“One of the key unifying findings emerging from the molecular study of implicit 
and explicit memory processes is the unexpected realization that these distinct 
forms of memory that differ not only in the neural systems involved but also in 
the nature of the information stored and in the role of attention in that storage, 
nevertheless share a common set of molecular mechanisms...Thus, whereas ani-
mals and humans are capable of a wide variety of learning processes…they may 
recruit the same restricted set of molecular logic for the storage of long-term 
memory” (Hawkins et al. 2017, p. 22, my emphasis).

How are we to understand the relationship between the wide variety of learning pro-
cesses and the common set of mechanisms that underlie them? The relationship dis-
cussed by Kandel and colleagues immediately raises questions about the generality 
of mechanistic models. When considering the generality of mechanistic models, it is 
important to distinguish between scope and breadth. Breadth pertains to an explan-
atory generalization that holds under a wider range of background circumstances 
(Blanchard et al. 2018). A mechanistic model that exhibits breadth can be understood 
through the causal relations that remain invariant under a larger set of changes in the 
explanandum phenomenon. Another way to evaluate the generality of a mechanis-
tic model involves its scope, which pertains to the set of mechanisms falling under 
the model’s range of application. A mechanistic model with broader scope refers 
to a model that applies to a wider range of phenomena. Thus, to evaluate the gen-
erality of mechanistic models, one should differentiate between models describing 
stable explanatory generalizations and those describing a relatively wider range of 
phenomena.

1 3



J. Najenson

When considering generality in terms of breadth, synaptic models of memory sur-
pass other mechanistic models in terms of explanatory power. Researchers evaluate 
the explanatory power of synaptic mechanistic models by examining causal vari-
ables under varying sets of background circumstances, including different species, 
neural circuits, and behavioral tasks. To appreciate the significance of Kandel and 
colleagues’ assertion, it is useful to consider the pervasive observation that interven-
ing with synaptic mechanisms results in memory storage and retrieval deficits across 
an extensive range of behavioral tasks. The fact that these interventions occur in a 
wide range of background circumstances enables the synaptic efficacy hypothesis 
to address more what-if-things-had-been-different questions about the explanandum 
phenomenon, a main way for evaluating explanatory power.

A notable example is synaptic consolidation, which is the process by which sta-
bilization of a memory involves gene expression and protein synthesis necessary 
to strengthen synaptic connections. The causal relation between synaptic consolida-
tion and memory performance has been observed across various tasks, including the 
Morris water maze, auditory fear conditioning, and habituation. Suppose we want to 
understand why the causal relationship underlying synaptic consolidation is invari-
ant. If, across various tasks, each involving a different set of background circum-
stances, inhibiting protein synthesis interferes with learned behavior, we can infer 
the presence of a stable causal relationship. In this sense, one can understand the 
generality of consolidation, a central activity of synaptic efficacy, as reflected in the 
invariance of its causal relationship, where the manifestation of learned behavior is 
causally dependent on protein synthesis. Memory formation may be operationalized 
through different tasks but interventions on synaptic mechanisms result in a similar 
outcome.5

It should be noted that not all causal variables in synaptic models exhibit the same 
degree of invariance. It is entirely possible (even to be expected) that a causal rela-
tionship is invariant under some changes and not under others. Stable causal relations 
must be understood as invariant only under a specified set of changes. The compo-
nents and activities of synaptic efficacy, as causal variables in synaptic models, may 
exhibit varying levels of stability under different ranges of background circumstances.

However, not all background circumstances are equal, and their relative impor-
tance plays a crucial role in assessing the invariance of causal variables. Domain-
specific knowledge helps us identify which changes in background circumstances 
are most significant for evaluating invariance. It informs us about which conditions 
are typically ‘usual’ or ‘normal’ within a given domain, thereby establishing the rel-
evant range of background circumstances. (Woodward 2010). For example, although 
inducing synaptic changes is sensitive to temperature changes, temperature may not 
be a primary factor when evaluating the overall explanatory power of synaptic effi-
cacy. Memory-dependent behavior resulting from changes in synaptic strength will 
not be systematically altered, provided a certain temperature range is maintained. In 
contrast, the range of behavioral tasks involved holds significance as background cir-

5  What the subjects of these experiments are supposed to remember, and subsequently forget is not 
entirely independent from the mechanisms in which synaptic efficacy is nested. Synaptic efficacy deter-
mines whether memories are formed, it does not specify which memories are formed.
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cumstances, since they shape the explanatory target that can be demonstrated. Thus, 
by relying on domain-specific knowledge, we can discern more or less relevant back-
ground conditions when analyzing the degree of invariance in synaptic models of 
memory formation.

Considering breadth is also important when evaluating the explanatory power of 
mechanistic explanations at different levels. Synaptic mechanisms exhibit a greater 
degree of invariance compared to other mechanisms in multi-level mechanistic 
explanations of memory. For instance, while synaptic mechanisms affect memory 
formation across a wide range of tasks, hippocampal mechanisms influence memory 
formation more selectively. Although hippocampal mechanisms contribute to vari-
ous memory tasks beyond the traditionally-conceived spatial and episodic tasks (See, 
e.g., De Brigard 2019; Roy and Park 2010), their causal relationships are not as stable 
as those of synaptic mechanisms. To illustrate, in both auditory fear conditioning and 
contextual fear conditioning, inhibiting synaptic consolidation impairs performance, 
while hippocampal lesions affect contextual fear conditioning (Rudy et al. 2004). 
Notably, the stability of synaptic mechanisms remains uncompromised even when 
considering only hippocampal-based tasks. Such findings underscore synaptic effi-
cacy as a primary mechanism for memory formation.

The mosaic view downplays the explanatory asymmetry between mechanistic 
levels, specifically the causal role that synaptic efficacy is expected to play across 
more mechanistic hierarchies compared to other memory mechanisms. This explana-
tory asymmetry posits that various mechanisms, although causally relevant to the 
explanandum, may not be related to it in a symmetric way. The mosaic view, it seems, 
holds to a causal parity claim, urging “all causally relevant factors be treated the 
same, in a spirit of ‘‘causal democracy’’ (Woodward 2010, p.316).

According to Woodward (2010), defenders of causal parity theses argue that in 
many cases, there is no principled basis for distinguishing between the causal roles 
played by different factors with respect to an explanandum, and that both should be 
regarded as playing a “symmetric’’ causal role. An analogy can be drawn from the 
debate about genetic causation. Developmental systems theorists maintain that since 
both genetic and extra-genetic mechanisms are relevant to explaining evolution, 
namely, the causal role that genes play in evolution are also played by other factors. 
However, some argue that there is a difference in the degree of stability exhibited by 
these mechanisms (Weber, Forthcoming). Similarly, for synaptic mechanisms, the 
relation of one mechanistic level to the explanandum phenomenon can be said to 
be more stable, and thus underscore synaptic efficacy’s primary role in explaining 
memory formation.

An appeal to generality might seem misplaced given that Craver rejects its role 
in evaluating mechanistic explanations (Craver and Kaiser 2013; Craver and Kaplan 
2020). Specifically, Craver denies that models that apply to more phenomena are 
improved by expanding their scope. A model that explains memory formation in 
rodents would not be improved by the fact that the same model works for primates. 
Not only will expanding the model’s scope fail to add to its explanatory power, but, as 
Craver and Kaiser note, such a model “has difficulty accommodating the variability 
characteristic of biological mechanisms” (2013, p.134), thereby overlooking relevant 
explanatory details.
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This is where distinguishing between breadth and scope matters. It is not simply 
that synaptic models can apply to a wider range of phenomena, but that the compo-
nents and activities involved in synaptic efficacy are more stable under a wider range 
of background circumstances. For example, since AMPA receptors are the primary 
mediators of fast excitatory synaptic transmission and responsible for most of the 
postsynaptic current at glutamatergic synapses, they are likely to exhibit a stable 
value in downstream causal variables in most synaptic models of memory formation.

Synaptic efficacy derives its unifying explanatory character from the fact that 
some of its components and activities remain relatively insensitive to changes. While 
a model need not lack explanatory power for having a narrower scope, possessing 
invariant components and activities is not merely “a further interesting and impor-
tant fact” (Craver & Kaplan 2019, p.307) for a mechanistic model. This fact reflects 
that the model has honed in on explanatorily relevant information, allowing it to 
capture explanatory generalizations that enable answering more what-if questions, 
as what would happen to memory formation if we knock out AMPA receptors in 
the cerebellum and striatum rather than in the hippocampus. The generality of the 
synaptic efficacy hypothesis is highlighted by the fact that the variables in synaptic 
models maintain their character and causal role, even when the range of background 
circumstances in which the model provides explanatory information about memory 
formation is expanded.

4.2 Similarity

In this subsection, I explore ways to resist the idea that diverse causally relevant 
details among synaptic mechanisms imply that they are not part of a unitary mech-
anism, offering, in its place, a view that treats synaptic efficacy as a mechanistic 
type. First, I will present the worry associated with considering synaptic efficacy as 
a mechanistic type and highlight some reasons for preferring a unifying approach. 
Then, I will underscore the significance of abstraction in mechanistic explanations, 
arguing for the explanatory role of mechanism schemas. Finally, to solidify my argu-
ment, I will focus on the case of spike-timing-dependent plasticity as an illustration 
of this view.

Diverse causally relevant details are at the basis of claims made by neuroscientists 
that different instances of synaptic efficacy “may share some, but certainly not all, 
of the properties and mechanisms of NMDAR-dependent LTP” (Malenka and Bear 
2004, p.5). Such claims have been interpreted by Craver, Colaço and Sullivan as 
showing that synaptic efficacy involves different mechanisms. The variability char-
acteristic of synaptic mechanisms gives the impression that a unitary mechanism is 
untenable.6 When such different mechanisms are sometimes described as belong-
ing to the same phenomenon, philosophers conceive this categorization as serving 

6  This impression might be conceived as overriding considerations of generality. The following discussion 
questions whether the diversity of synaptic mechanisms indeed hinders the feasibility of a generalized 
mechanism. However, my focus in this section is on identifying similarities through abstraction. It is 
crucial not to conflate abstraction with scope. A single mechanism can have a narrow scope yet remain 
highly abstract, or the other way around.
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a pragmatic purpose, such as minimizing explanatory inconsistencies to facilitate 
communication.

Consider synaptic efficacy in the striatum, a key component in the larger net-
work involved in procedural memory, which exhibits different properties compared 
to the meticulously studied hippocampal LTP (Kreitzer and Malenka 2008). Which 
mechanistic details differ in striatal synaptic mechanisms? One highly discussed 
discrepancy is in the different induction protocols applied. To induce potentiation 
in hippocampal synapses researchers apply high-frequency stimulation. To induce 
potentiation in striatal synapses, researchers apply experimental protocols that aim 
to capture the relative spike timing (Perrin and Venance 2019). Another potential 
discrepancy is that striatal synapses have different receptors than glutamate recep-
tors. Striatal projection neurons have dopaminergic receptor expressions: D1-class 
and D2-class.

What motivates splitters’ claims is an emphasis on differences over similarities. 
I want to suggest an alternative way to look at changes in synaptic strength. On 
this view, the mechanisms underlying synaptic efficacy form a mechanistic type. 
The shared properties of this mechanistic type inform inferences made from one 
mechanistic instance to other instances of synaptic efficacy. Moreover, the fact that 
researchers learn and infer from one instance to another, similar, mechanism reveals 
that the grouping of these prima facie different mechanisms goes beyond pragmatic 
considerations.

Unifying explanations, I argued, address resemblance questions. These expla-
nations seek to answer why similarities are found among two or more regularities, 
such as why both mice and slugs depend on temporal contiguity to form memories. 
To tackle these questions, neuroscientists often resort to more abstract representa-
tions of the explanans. This approach is required because these questions revolve 
around shared features of mechanisms. By emphasizing stable regularities and omit-
ting certain features, a model can effectively capture these shared aspects. In turn, 
these features impose evidential constraints on inferences about instances within that 
mechanistic level.

Nonetheless, the relationship between mechanistic models and abstraction is not 
straightforward. Descriptions of synaptic efficacy are understood to be the result of 
statistical summations describing potentiation effects in different organisms dispersed 
over space and time. Since the explanandum is a regularity rather than a particular 
occurrence, it is unsurprising that abstraction is involved. Consequently, what is at 
stake between the mosaic and unificationist views lies in whether abstraction plays an 
explanatory role. The central question is whether there is a shared explanatory-causal 
structure underlying synaptic efficacy and, if so, whether its abstract character adds 
to our explanation of the phenomenon. With this in mind, I now turn to examining the 
significance of abstraction in mechanistic explanations, specifically focusing on the 
explanatory role of mechanism schemas.

To make sense of similar synaptic mechanisms, it is important to consider the rela-
tionship between token and type level mechanistic explanations. Craver argues that 
type level models should be understood extensionally, as descriptions of the set of 
mechanism tokens explaining a phenomenon (Craver and Kaiser 2013). For example, 
the token mechanisms of different strains of a particular species, such as Long-Evans 
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and Sprague Dawley rats, will be jointly described in a type-level model of spatial 
memory. While researchers choose a type-level description based on the level of 
abstraction of the phenomenon they aim to explain, ultimately, in Craver’s view, it is 
the mechanism tokens, rather than an abstract description of the mechanism type, that 
carry the explanatory weight.

However, this approach struggles to account for what makes type-level mech-
anistic models explanatory. After all, grouping tokens into types is based on their 
shared mechanistic features, abstracted from individual token mechanisms. In order 
to accommodate token mechanisms in type-level descriptions, one can employ a 
mechanism schema. This is an abstract description of a type of mechanism that can 
be supplied with descriptions of specific components when applied to a token (Craver 
and Darden 2013). Yet, this does not solve our problem, as mechanism schemas are 
generally not interpreted as playing an explanatory role, but rather as guiding the 
discovery of mechanisms by serving as a template on the way to more detailed expla-
nations of a phenomenon.

An alternative approach to understanding type-level mechanistic explanations, 
and the role mechanism schemas can play in such explanations, involves examining 
how abstraction is used in generating type-mechanism models. Darden (2006) offers 
a view that highlights the explanatory potential of mechanism schemas (See, e.g., 
Stinson 2016 for a similar view). In Darden’s perspective, the abstractness of sche-
mas not only plays a role in discovering but also in unifying mechanistic research 
- “If one knows what kind of activity is needed to do something, then one seeks 
kinds of entities that can do it, and vice versa. Scientists in the field often recognize 
whether there are known types of entities and activities that can possibly accomplish 
the hypothesized changes” (2006, p.28, my emphasis). This suggests that mechanism 
schemas serve a crucial function in not only guiding discovery but also contributing 
to explanatory practices in mechanistic research.

The converse claim is important here - If one seeks the kind of entities that can per-
form a certain activity, then one knows the kinds of entities that can do it. Mechanism 
schemas can be understood as descriptions of mechanism tokens grouped together 
in a manner that enables explanatory generalizations over those groupings to be, 
and likely to be, evidentially supported.7 A mechanism schema represents a generic 
causal structure that guides the construction of models explaining potentiation effects 
in synapses. These models can then be used to discover novel mechanisms because 
mechanism schemas describe a causal structure shared among the mechanism tokens. 
Consequently, mechanism schemas can feature in type-level explanatory models or, 
crucially, they can provide the justification for treating grouped mechanism tokens as 
instances of a generic causal structure at the type-level.

This generic structure incorporates type-variables, typically instantiated by rep-
resentative components and activities. One way to determine type membership is 
through invariance. A token component or activity would be deemed representative 

7  In this regard, my approach is similar to approaches that emphasize the role of kinding in hypothesis 
formation (Colaço 2022). However, one difference is that my approach focuses more on how existing 
evidence plays a role in mechanism characterization rather than concentrating on how kinding guides 
and justifies investigative and classificatory practices. In this sense, compared to other approaches, my 
approach is more backward-looking than forward-looking.
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of a type if it remains stable across changes in background circumstances, including 
changes in the composition of particular token mechanisms. Several philosophers 
(See, e.g., Bechtel 2009; Bickle 2003) have noted that generalizations of mechanisms 
responsible for similar phenomena are often justified by appealing to how compo-
nents, activities, or the organization of a mechanism in an ancestral species that play 
the same functions are largely conserved in descendant species. By using invariance 
as a guideline, we can identify type-level components, activities, or organization of 
mechanisms despite the variability of token mechanisms, without requiring represen-
tative type-variables to be definitional.

Alongside recognizing the known types of entities required for mechanism sche-
mas, we also need to understand why extrapolating from known tokens is intelligible. 
This has been an important aspect of grasping how more generalized explanatory 
models account for closely related phenomena that exhibit different causal details 
(Batterman and Rice 2014; Weisberg 2013). As such, these models can answer 
resemblance questions about their targets. What makes it possible for these models to 
do so is that they describe features that are required for the explanandum phenomena 
to occur, and the model explains how those features are instantiated despite expected 
variability between mechanistic tokens.

By examining how mechanism schemas account for different causal details and 
understanding the intelligibility of extrapolating from known tokens, we can develop 
a better understanding of how they function as explanatory models. Specifically, a 
mechanism schema plays an explanatory role if it satisfies two conditions:

a. (a) Type-variables remain relatively invariant.
b. (b) The model explains why type-variables are required for the explanandum 

phenomena to occur despite token-variability.

The extent to which type-level synaptic mechanistic models satisfy these conditions 
will tell us whether the mechanism schema of synaptic efficacy provides explanatory 
purchase. In what follows, I explore the case of spike-timing-dependent plasticity. 
To illustrate the unified character of the schema, I describe how distinct instances of 
synaptic efficacy can be demonstrated experimentally through interventions on this 
form of plasticity.

Faced by discrepancies of synaptic efficacy observed in the striatum researchers 
ask if these mechanisms can be characterized as Hebbian. Hebb (1949) formulated 
a basic organizing principle underlying the connection between memory formation 
and synaptic efficacy:

“When an axon of cell A excites cell B and repeatedly or persistently takes part 
in firing it, some growth process or metabolic change takes place in one or both 
cells so that A’s efficiency as one of the cells firing B is increased” (1949, p.4)

According to this organizing principle, co-occurrence is fundamental for changes in 
synaptic strength. What co-occurrence means, experimentally and conceptually, has 
been extremely important in understanding different instances of synaptic efficacy. 
Hebbian plasticity relies on the ‘coincident’ activity on pre-and-postsynaptic sides. 
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When researchers explored the conceptual space of Hebb’s rule, they revealed other 
ways in which synapses could coincide. This expansion involved taking co-occur-
rence to involve a precise temporal asymmetry between pre-and-postsynaptic spikes, 
a phenomenon called spike-timing-dependent plasticity (hereafter STDP).

In STDP, the timing of the presynaptic spike relative to the postsynaptic poten-
tial determines the occurrence of LTP or LTD. If the presynaptic spike precedes the 
postsynaptic spike, LTP ensues, while LTD manifests if the reverse happens. STDP 
paradigms have been used to demonstrate bidirectional plasticity in striatal synapses, 
where the type of synaptic mechanism depends on the order of pairings (Perrin and 
Venance 2019). By manipulating STDP pairings, researchers have observed various 
instances of synaptic efficacy, ranging from the well-known NMDA receptor-depen-
dent LTP, initially discovered in the hippocampus, to other forms such as LTD and 
endocannabinoid-LTP (Caporale and Dan 2008; Feldman 2012).8

I claimed that mechanism schemas are explanatorily relevant when the type-vari-
ables they describe remain invariant. Using STDP induction protocols to demonstrate 
LTP in the striatum indicates that the same activity, i.e., co-occurrence of pre-and 
postsynaptic spikes, leads to the same outcome under different background circum-
stances. If the fact that diverse instances of synaptic mechanisms are precipitated 
differently actually indicates that synaptic efficacy involves distinct phenomena mis-
takenly lumped together, then applying Hebbian experimental paradigms to study 
striatal LTP would not make much sense. That STDP induction protocols are success-
ful in demonstrating striatal LTP tells us that this activity is not limited to the token 
level and is stable across different circumstances.

However, not only does this type-variable remain relatively invariant, but the 
mechanism schema also explains why this type-variable is required for the explanan-
dum to occur despite variability in tokens. The ability to induce LTP in the striatum 
was a result of considering how precise timing of pre-and postsynaptic spikes mat-
ters in determining the occurrence of changes in synaptic efficacy. The idea of co-
occurrence at the basis of Hebb’s rule, leads to the inference that the changes in the 
same type-variable, i.e., the order of pre-and postsynaptic spikes pairings, explains 
why some tokens exhibit LTP while others LTD. The different properties involved in 
hippocampal and striatal synaptic mechanisms, properties that appear to distinguish 
between types of synaptic efficacy, actually reinforce the belief that memories are 
formed through the joint activity of pre-and-postsynaptic neurons.

I conclude by addressing several objections. Recall that what is at stake is whether 
similarities are explanatory. One way to resist the STDP story is to argue that simi-
larities are useful for discovery but not relevant for explanation. This aligns with 
the common idea that the function of schemas is discovery. However, this objection 
overlooks the fact that the mechanism schema of synaptic efficacy provides explana-
tory information; it answers why-questions by citing type-variables whose changes 

8  A potential worry is that the mechanistic model as described here is possible in principle but may not be 
an adequate depiction of scientific practice. According to Craver and Kaplan (2020), it is often “unwieldy 
to create a single ‘uber-model’” (p.309). However, attempts to create a general model that conjoins 
multiple models of synaptic efficacy by appealing to STDP are part of a live research program. On this 
approach, STDP is a multifactorial rule in which the magnitude of LTP and LTD depends jointly on spike 
timing, presynaptic firing rate, postsynaptic voltage, and synaptic cooperativity (Feldman 2020).
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in value explain the variability of token mechanisms. So, in contrast to a model that 
omits details to capture expected variability among token mechanisms, we have 
a model that accounts for how changes in its values (e.g., order of spike pairings) 
explain known variability, thus moving beyond discovery towards explanation.

While one may acknowledge the explanatory function of schemas, it is still pos-
sible to argue that the grouping of synaptic efficacy is driven by pragmatic consid-
erations. Is it just a useful way to avoid an “unwieldy taxonomy containing as many 
different kinds of LTP as there were experiments for producing it” (Sullivan 2016, 
p.137)?9 The STDP case exemplifies Darden’s remark. Researchers pursue Hebbian 
properties because they understand the kind of activities needed for potentiation. 
Full-blown pragmatists would need to explain why inferences that different tokens 
of synaptic efficacy share similar properties successfully inform inferences about 
closely related mechanisms if the grouping is purely for communicative purposes. 
The success of these inferences suggests that the grouping of synaptic mechanisms 
goes beyond practical considerations, uncovering systematic patterns within the ner-
vous system.10

Pragmatism may present itself in a different manner. Craver contends that “[t]
he appropriate grain of the explanans depends on how the explanandum is speci-
fied” (Craver and Kaplan 2020, p.308). However, he denies that abstraction plays an 
explanatory role, viewing it as mainly serving practical functions (e.g., psychologi-
cal, communicative, etc.). Since “…which causal structures count as relevant parts of 
those mechanisms depends on…a conceptual decision made at the beginning rather 
than discovered within the causal order of things” (Francken et al. 2022, p.12), select-
ing a level of abstraction to individuate type mechanisms could be regarded as neces-
sarily resulting from pragmatic considerations.

There are two ways to respond to this objection. First, choosing (for the same 
explanandum) a more abstract grouping allows for explaining a mechanism in a way 
that is, at least partially, independent of the level of detail required to specify the 
explanandum. For instance, the success in applying STDP paradigms across neural 
circuits suggests that synaptic learning rules are relevant across diverse local multi-
level mechanisms (Magee and Grienberger 2020). This is an explanatory achieve-
ment, given that researchers reveal causal information that allows them to use the 
same explanation to answer diverse contrastive questions.

Additionally, abstraction guided by invariance considerations helps determine the 
most suitable grouping to strike a balance between relevant and irrelevant details. 

9  Sullivan’s position is too complex to be fully captured here. Sullivan (2009, 2016) argues that the 
diverse LTP-inducing stimulation protocols lead to differences in the cellular and molecular mechanisms 
responsible for LTP, making it unclear whether different labs are examining the same phenomenon or 
distinct ones. This diversity, according to Sullivan, indicates that the sciences of memory are not geared 
toward coordination. Consequently, it is unlikely that a single type of LTP will be discovered, given the 
nature of their investigative projects. Nonetheless, Sullivan acknowledges that unification is possible, at 
least in principle.

10  Whether these deeper patterns say something about the causal structure of the world rather than the 
epistemic characterization of these mechanisms is an open question. Craver does not deny that there are 
abstract patterns in the causal structure of the world. Nevertheless, this view faces various issues in accom-
modating the relation between token and type mechanisms (See, e.g., Sheredos 2016). I return to this point 
in Sect. 5.
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Grouping decisions may dictate the appropriate choice of the level of explanation, 
revealing how the explanans is proportional to the explanandum (Woodward 2021). 
For instance, if the effects associated with LTP and LTD are fully accounted for by 
the timing of spike order, then STDP would be more proportional to the explanan-
dum of memory formation. In this case, how to represent the explanans would not be 
entailed by prior conceptualization but the outcomes of explanatory practices.

5 Beyond the Mosaic View

In the previous section, I presented the unificationist perspective and outlined several 
objections to the mosaic view. Now, I will further investigate these limitations and 
evaluate the compatibility of the mosaic view with a unificationist approach, taking 
into account both explanatory virtues and representations.

Consider why the mosaic view fails to fully account for the explanatory target 
of synaptic efficacy. In the mosaic view, synaptic efficacy is used to explain an 
explanandum phenomenon situated at a higher mechanistic level within a multi-
level mechanistic hierarchy. However, the mosaic view does not accommodate the 
fact that the ‘same restricted set of molecular logic’ is employed to explain various 
instances of memory formation. The phenomenon of synaptic efficacy is invoked 
as an explanatory mechanism for memory formation across a broad range of back-
ground circumstances.

A guiding assumption of the mosaic view is that mechanistic levels place eviden-
tial constraints on other levels, and, consequently, these other levels are expected to 
exhibit properties that correspond to these constraints.11 However, this assumption 
leads to an incomplete understanding of the explanatory target of synaptic efficacy. 
The mosaic view encounters difficulties when attempting to account for the fact that 
various high mechanistic levels appeal to synaptic efficacy as a mechanistic part. 
Overlooking this fact results from assuming that the explanatory purchase of synaptic 
efficacy is restricted to a specific local multi-level structure.

These issues raise the question of whether the mosaic view is compatible with a 
unificationist approach. Let us examine compatibility on two fronts: explanatory vir-
tues and explanatory representations. Explanatory virtues refer to the desirable quali-
ties that make an explanation powerful, qualities that can include, among other things, 
simplicity, accuracy, and unification. We can assess different mechanistic models by 
evaluating how well such models exhibit explanatory virtues. In examining explana-
tory representations, I will focus on the way in which mechanistic explanations are 
structured, specifically, the degree of abstraction involved in describing the explan-
ans and explanandum. These representations can range from highly abstract models 

11  Craver’s mutual manipulability account is partially responsible for this expectation, but mechanists are 
not necessarily committed to this account, and several alternatives have been proposed (e.g., Serban & 
Holm, 2019). Alternative views propose that constitutive relevance relations are, at most, abductive since 
they can be sensitive to interventions that may falsify the relation, like the connection between hippocam-
pal (or striatal) level and synaptic level. Consequently, higher-level constraints do not necessarily require 
splitting synaptic mechanisms. This is consistent with the view of neuroscientists who consider synaptic 
efficacy as the primary, but not the sole, causal mechanism explaining memory formation.
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to more detailed descriptions. Considering both explanatory virtues and explanatory 
representations will help determine the extent to which the mosaic view aligns with 
a unificationist approach.

Treating synaptic efficacy as a unitary mechanism is related to whether there is 
one correct way to group distinct mnemic phenomena together. Craver contends that 
the search for a single underlying mechanism for various memory types—such as 
episodic or procedural memory—revealed a lumping error in characterizing mnemic 
phenomena. Craver views the division of memory into distinct types as a significant 
advancement in the sciences of memory, promoting the exploration of multiple, dis-
tinct memory mechanisms (Craver and Darden 2013).

So far, I aimed to show that decisions to group closely-similar phenomena are con-
nected to the adoption of certain explanatory virtues. As such, these decisions should 
be sensitive to trade-offs in explanatory power. The extent to which there is an inher-
ent incompatibility between the mosaic and unificationist views depends, in part, on 
how these trade-offs are addressed. This is why the tension between these views is 
not resolved simply by attributing a more ambitious ideal of unity in neuroscience to 
the unificationist view (cf. Levy 2016). Instead, they reflect genuine disagreements 
about which norms should guide explanatory practices.

Model-building often involves balancing competing explanatory virtues, such as 
accuracy and generality. These trade-offs occur when increasing one desideratum of 
model-building limits the possibility of increasing another desideratum (Weisberg 
2013). A general model may be applicable to a broader range of phenomena, but it 
might not accurately represent the specific details of any single case. The existence 
of trade-offs implies that decisions about which explanatory virtue to sacrifice may 
involve compromising aspects of the model’s explanatory power.

One way to capture the difference between mosaic and unificationist views con-
cerns the distinction between ontic and epistemic views of explanation (Salmon 
1984). Each view holds that explanations are guided by distinct norms that push in 
different directions. The ontic view holds that explanations try to capture the causal 
structure of the world. Ontic views demand explanations to be deeper or more com-
plete. According to Strevens (2008), deeper explanations provide better understand-
ing of the phenomena and are achieved when we have a mechanistic model of all 
relevant causal influences on the explanandum phenomenon. Craver and Kaplan 
(2020) raise similar considerations when invoking completeness. Explanatory grasp 
is evaluated according to how much causally relevant detail is known about the fac-
tors constitutively relevant in providing a mechanistic explanation.

The epistemic view takes explanation to be in the business of making phenomena 
intelligible. In other words, explanation is first and foremost a cognitive achievement 
(Sheredos 2016). On this view, unification is one of the norms guiding explanations 
since it requires synthesizing and systematizing the many patterns needed to account 
for the explanandum. As Friedman puts it, “this is the essence of scientific explana-
tion—science increases our understanding of the world by reducing the total number 
of independent phenomena that we have to accept as ultimate or given” (Friedman 
1974, p.15).

Keeping in mind the trade-offs in model-building and the differing norms guiding 
epistemic and ontic views of explanation, the incompatibility of the mosaic and unifi-
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cationist views boils down to two possibilities: strong and weak incompatibility. On a 
strong reading, the mosaic view is, in principle, unable to account for the explanatory 
power of synaptic efficacy. High-level evidential constraints indicate that grouping 
synaptic efficacy constitutes a lumping error, as they reveal a certain fact about the 
causal structure of the world - the world is devoid of a unitary synaptic mechanism. 
Due to these central assumptions, the mosaic view construes the explanatory role 
of synaptic efficacy as being confined to a specific, local multi-level structure. Con-
sequently, it struggles to provide a satisfying account of the explanatory power of 
synaptic efficacy.

On a weak reading, mosaic and unificationist views are incompatible in practice. 
When confronted with multiple mechanistic models at a certain level, researchers 
might prefer models that minimize (in terms of invariance) the ratio of explanantia 
to explananda. This preference may arise even when a more complete model of the 
phenomenon exists, reflecting explanatory practices that aim to prioritize unification 
over completeness (or breadth over depth). Reconciling mosaic and unificationist 
views requires recognizing that “epistemic norms sometimes have priority (e.g., in 
cases of general and systematizing explanation) and that ontic norms may sometimes 
have priority (e.g., in cases of singular explanation)” (Sheredos 2016, p.947). The 
need to satisfy different norms in explanatory practices necessitates the use of differ-
ent models for the same phenomenon.

On this reading, the incompatibility between mosaic and unificationist views 
comes at a price - each view comes with its own set of epistemic costs. From a uni-
ficationist perspective, explanatory power should take center stage when deciding to 
lump or split a scientific phenomenon. If such considerations are taken into account, 
it might uncover that classifying memory into distinct types limits certain explana-
tory practices (Najenson, Forthcoming). Given that, as shown, the search for a uni-
tary mechanism for memory formation is a live research program, when evaluating 
advances in the memory sciences we must consider that splitting the phenomenon of 
memory formation and storage into distinct types may not provide the same explana-
tory power that lumping the phenomenon provides.

Note that this incompatibility is weak. Multiple models of similar phenomena can 
coexist, each guided by a different explanatory norm.12 In some cases, one form of 
explanation can be achieved while the other is still being pursued. In other instances, 
a model may score high on both unification and completeness compared to other 
models. Finally, distinct explanatory practices need not be incompatible in the long 
run. This depends on the extent to which the characterization of the phenomenon is 
stable enough to allow the appropriate norms to be adopted.

Another source of potential incompatibility involves explanatory representations. 
Descriptions of mechanisms that differ in their level of abstraction do not always 

12  This normative conception is compatible with the mechanistic approach to explanation. Recognizing 
that some mechanistic models may be more explanatorily powerful does not diminish the importance of 
mechanistic explanatory strategies, such as local decomposition. The synaptic efficacy hypothesis does 
not represent a global model for all explanatory practices concerning memory formation. Moreover, the 
primacy of synaptic efficacy does not imply a return to reductionism. As I have emphasized throughout, 
memory phenomena cannot be explained exclusively by synaptic efficacy without considering other neural 
systems.
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hold the same status in explanatory practices. One reason why, in some cases, more 
abstract mechanistic models may be preferred over more causally detailed mechanis-
tic models is that abstract models allow for the identification of targets that apply to 
a wider range of tokens without sacrificing the robustness and proportionality of the 
constructs under study. It is the way these representations are structured that enables 
them to play this role. On the contrary, a more detailed representation may be limited 
by its ability to account for changes in background circumstances.

In a similar vein, these considerations also apply to how multiple mechanistic 
representations are combined. The mosaic view emphasizes hierarchical piecemeal 
integration, which might overlook the possibility of horizontal combination. In such 
cases, as Levy notes, “unity is attained via the identification of recurrent explanatory 
patterns” (2016, p.19). These representations describe mechanisms across modali-
ties and anatomical structures. Knowledge about these mechanisms imposes evi-
dential constraints, which justify inferences on the structure of similar systems and 
drive investigative trends that are not strictly downward or upward, but horizontally, 
involving tokens of the same type. This form of combining mechanistic representa-
tions focuses on what is shared by specific mechanisms across different local multi-
level mechanistic hierarchies.

Recognizing that abstraction plays a key explanatory role could help recon-
cile these views. While Craver acknowledges the methodological role of abstrac-
tion, it remains an open question whether the mosaic view can accommodate the 
explanatory role of abstraction in specifying mechanistic representations. Somewhat 
ironically, this issue brings to light the idea that a philosophical theory of scientific 
conceptualization is required to adjudicate between opposing philosophical theories 
of explanatory norms.

6 Conclusion

Synaptic efficacy is widely regarded in neuroscience as a general mechanism for 
memory formation and storage, with changes in synaptic strength seen as a paradigm 
of successful explanation. Craver’s mosaic view, which presents LTP as a multi-level 
mechanism nested within a multi-level structure, has been central in understanding 
synaptic efficacy. However, I have argued that the mosaic view does not fully capture 
the explanatory power of the synaptic efficacy hypothesis due to assumptions about 
the multi-level structure of mechanistic explanation. Ultimately, these assumptions 
cause the mosaic view to miss the pattern for the pieces. By considering the explana-
tory function of unification, we can account for the widespread consensus in neuro-
science regarding the synaptic efficacy hypothesis, capturing both its explanatory role 
across different mechanistic hierarchies and how explaining synaptic mechanisms is 
informed by causal principles such as those embodied by Hebb’s rule.
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