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Abstract
The nonlinear matrix equation Xp = R +MT (X−1 + B)−1M , where p is a positive 
integer, M is an arbitrary n × n real matrix, R and B are symmetric positive semidefi-
nite matrices, is considered. When p = 1 , this matrix equation is the well-known 
discrete-time algebraic Riccati equation (DARE), we study the convergence rate of 
an iterative method which was proposed in Meng and Kim (J Comput Appl Math 
322:139–147, 2017). For the generalized case p ≥ 1 , a structured condition number 
based on the classic definition of condition number is defined and its explicit expres-
sion is obtained. Finally, we give some numerical examples to show the sharpness of 
the structured condition number.
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1  Introduction

We consider the nonlinear matrix equation

where p is a positive integer, M ∈ ℝ
n×n , B and R are symmetric positive semidefinite 

matrices.
For the special case p = 1 , Eq. (1) is exactly

which, under certain condition, is a simplified symmetric form of the well-known 
discrete-time algebraic Riccati equation (DARE)

where M ∈ ℝ
n×n , E ∈ ℝ

n×m , C ∈ ℝ
q×n and G ∈ ℝ

m×m is a symmetric positive defi-
nite matrix. It has been proved that if (M, E) in DARE (3) is a stabilizable pair and 
(C, M) is a detectable pair,1 then DARE (3) has a unique symmetric positive definite 
solution, see [7, 12, 22]. Under this assumption, with B = EG−1ET and R = CTC , 
the DARE (3) can be rewritten in the symmetric form as Eq. (2).

The symmetric positive definite solution of Eq.  (2) or, equivalently, the DARE 
(3) is of theoretical and practical importance in some control problems, see [1, 3, 8, 
13, 15, 16, 23] and the references therein. For finding the unique symmetric positive 
definite solution, Komaroff [11] proposed a fixed-point iteration

and proved that the matrix sequence {Xk} converges to the unique positive definite 
solution when M is nonsingular, R > 0 and B > 0 . Later, Dai and Bai [5] showed 
that the matrix sequence {Xk} still converges even if M is singular, and they modified 
the fixed-point iteration to a new iteration as

Comparing with the fixed-point iteration (4), even though the modified fixed-point 
iteration (5) avoids computing the inverse of X−1

k
+ B , it still involves the computa-

tion of X−1
k

 at each step, which may lead to numerical instability problems due to the 
matrix inverse. In [18], under the condition that B is nonsingular, an inversion-free 
variant iteration which completely avoids the computation of X−1

k
 is proposed as

(1)Xp = R +MT (X−1 + B)−1M,

(2)X = R +MT (X−1 + B)−1M,

(3)X = MTXM −MTXE(G + ETXE)−1ETXM + CTC,

(4)Xk+1 = MT (X−1
k

+ B)−1M + R, k = 0, 1, 2,… ,

(5)

⎧⎪⎨⎪⎩

Y0 = (R−1 + B)−1,

Xk+1 = MTYkM + R,

Yk+1 = Yk
�
2I − (X−1

k+1
+ B)Yk

�
.

1  (M, E) is a stabilizable pair if �T
E = 0 and �T

M = ��T hold for some constant � and vector � , then 
|𝜆| < 1 or � = 0 . (C, M) is a detectable pair if (MT

,C
T ) is a stabilizable pair.
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In the process of iteration (6), only the inverse of matrix B is required, and since B is 
a given positive definite matrix, B−1 can be readily obtained.

It was proved in [5] that both the convergence rates of the basic fixed-point iteration 
(4) and the modified fixed-point iteration (5) remains linear. But, as far as we know, 
there is no work on the convergence rate of the inversion-free variant iteration (6). In 
this paper, we study the convergence behaviour of iteration (6).

For the general case where 2 ≤ p < ∞ , the existence of a unique positive definite 
solution of Eq. (1) is a direct consequence of the results by Jung et al. [10]. In [18], two 
iteration methods for computing the unique positive definite solution, as well as a lower 
and an upper bound of the solution, are given. Here, as a continuation of the previous 
results, we develop a structured condition number for the nonlinear matrix equation 
(1). It is validated by numerical examples that the newly proposed structured condition 
number successively measures the sensitivity of the solution.

The rest of this paper is organized as follows. In Sect. 2, we derive the convergence 
rate of the inversion-free variant iteration (6). In Sect. 3, a structured condition number 
is defined and the explicit expression is derived. In Sect. 4, we give a numerical exam-
ple to show the sharpness of the proposed structured condition number.

We begin with the notation used throughout this paper. ℝn×n is the set of n × n 
matrices with elements on field ℝ . �n×n and ℙ(n) are, respectively, the set of symmetric 
matrices and positive definite matrices. ‖ ⋅ ‖ and ‖ ⋅ ‖F are the spectral norm and the 
Frobenius norm, respectively. For a symmetric matrix H, �max(H) ( �min(H) ) denotes 
the maximal (minimal) eigenvalue of H and �(H) is the spectral radius of H. For a 
matrix A = (a1, a2,… , an) = (aij) ∈ ℝ

n×n and a matrix B, vec(A) is a vector defined by 
vec(A) = (aT

1
,… , aT

n
)T ; A⊗ B = (aijB) is a Kronecker product. For Hermitian matri-

ces X and Y, X ≥ Y(X > Y) means that X − Y is positive semidefinite (definite). I rep-
resents the identity matrix of size implied by context. ‖ ⋅ ‖ will be the spectral norm for 
square matrices unless otherwise noted.

2 � Convergence rate

In this section, we study the convergence rate of the inversion-free variant iteration (6). 
Since B and R are positive semidefinite matrices, there is a matrix E ∈ ℝ

m×q and a 
matrix C ∈ ℝ

�×m such that B = EET and R = CTC . Then Eq. (2) is equivalent to the 
discrete-time algebraic Riccati equation

Throughout the rest of this section, we assume that (M, E) is a stabilizable pair and 
(C, M) is a detectable pair. Then the DARE (7), or equivalently, Eq. (2), has a unique 
positive definite solution X+ and

(6)

⎧
⎪⎨⎪⎩

X0 = R +MTB−1M,

Y0 = (BX0B + B)−1,

Yk+1 = 2Yk − YkBXkBYk − YkBYk,

Xk+1 = R +MTB−1M −MTYk+1M.

(7)X = MTXM −MTXE(I + ETXE)−1ETXM + CTC.
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see [7, 12, 22].
If both R and B are positive definite matrices, let B = Z�ZT 

( ZTZ = I,� = diag(�i(B)) ) be a spectral decomposition, and let R = CTC where C 
is a matrix with independent columns. It can be easily proved that (M, Z) is a sta-
bilizable pair and (C, M) is a detectable pair. Then Eq. (2) has a unique positive 
definite solution X+ and 𝜌((I + BX+)

−1M) < 1.

Lemma 2.1  ([14, p.21]) Let T be a (nonlinear) operator from a Banach space E into 
itself and x∗ ∈ E be a solution of x = Tx . If T is Fréchet differentiable at x∗ with 
𝜌(T �

x∗
) < 1 , then the iterates xk+1 = Txk (k = 0, 1,…) converge to x∗ , provided that x0 

is sufficiently close to x∗ . Moreover, for any 𝜖 > 0,

with ‖ ⋅ ‖ is the norm in E and c(x0;�) is a constant independent of k.

Theorem 2.2  For the inversion-free variant iteration (6), we have

Proof  Define an operator T on ℝn×n by

where Y ∈ ℝ
n×n . Then for the inversion-free variant iteration (6), we have

and (BX+B + B)−1 is a fixed point of T. Setting Z = BRB + BMTB−1MB + B for con-
venience, we have T(Y) = 2Y − YZY + YBMTYMBY  , then the Fréchet derivative 
T �
Y
∶ ℝ

n×n
→ ℝ

n×n is

Let Y = (BX+B + B)−1 , it follows

Since B is supposed to be nonsingular, by Woodbury identity, we obtain 
(B + X−1

+
)−1 = B−1 − (BX+B + B)−1 . Hence

(8)𝜌((I + BX+)
−1M) < 1,

‖xk − x∗‖ ≤ c(x0;�)(�(T
�

x∗
) + �)k,

lim sup
k→∞

k
√‖Xk − X+‖ ≤

�
�((I + BX+)

−1M)
�2
.

T(Y) = 2Y − Y(BRB + BMTB−1MB + B)Y + YBMTYMBY ,

Yk+1 = T(Yk), k = 0, 1,… ,

T �

Y
(H) = 2H − HZY − YZH + HBMTYMBY + YBMTYMBH + YBMTHMBY .

T �

(BX+B+B)
−1(H) = 2H − HZ(BX+B + B)−1 − (BX+B + B)−1ZH

+ HBMT (BX+B + B)−1MB(BX+B + B)−1

+ (BX+B + B)−1BMT (BX+B + B)−1MBH

+ (BX+B + B)−1BMTHMB(BX+B + B)−1.



835

1 3

A further study on a nonlinear matrix equation

where (9) is obtained by using the fact that X+ is a solution of Eq. (2). Similarly, it 
can be obtained that

It follows that

Denote the eigenvalues of S = (I + X+B)
−1MT by �i, i = 1,… n , and let them be 

ordered such that their moduli are nonincreasing, i.e.,

Since the “vec” form of the Fréchet derivative T �

(BX+B+B)
−1

 is S⊗ S , then the eigenval-
ues of T �

(BX+B+B)
−1

 are �i�j for i, j = 1,… , n . Hence, we have �
(
T �

(BX+B+B)
−1

)
= �2

1
 , that 

is, �
(
T �

(BX+B+B)
−1

)
=
(
�((I + BX+)

−1M)
)2.

According to [18, Theorem  3.6], it can be proved that the sequence {Yk} con-
verges to (BX+B + B)−1 which is the fixed point of T. By Lemma 2.1, we have

Moreover,

which implies that

	�  ◻

(9)

− HZ(BX+B + B)−1 + HBMT (BX+B + B)−1MB(BX+B + B)−1

= −H(BRB + BMTB−1MB + B)(BX+B + B)−1 + HBMT (BX+B + B)−1M(I + BX+)
−1

= −HB(R + B−1)(I + BX+)
−1 + HBMT ((BX+B + B)−1 − B−1)M(I + BX+)

−1

= −HB(R + B−1)(I + BX+)
−1 − HBMT (B + X−1

+
)−1M(I + BX+)

−1

= −HB(B−1 + R +MT (B + X−1
+
)−1M)(I + BX+)

−1

= −HB(B−1 + X+)(I + BX+)
−1

= −H,

−(BX+B + B)−1ZH + (BX+B + B)−1BMT (BX+B + B)−1MBH = −H.

T �

(BX+B+B)
−1(H) = 2H − H − H + (BX+B + B)−1BMTHMB(BX+B + B)−1

= (I + X+B)
−1MTHM(I + BX+)

−1.

|�1| ≥ |�2|… ≥ |�n|.

lim sup
k→∞

k

�
‖Yk − (BX+B + B)−1‖ ≤

�
�
�
(I + BX+)

−1M
��2

.

‖Xk − X+‖ = ‖R +MT (B−1 − Yk)M − R −MT (X−1
+

+ B)−1M‖
= ‖MT (B−1 − Yk)M −MTB−1M +MT (BX+B + B)−1M‖
= ‖MT ((BX+B + B)−1 − Yk)M‖
≤ ‖M‖2‖Yk − (BX+B + B)−1‖,

lim sup
k→∞

k
√‖Xk − X+‖ ≤

�
�((I + BX+)

−1M)
�2
.
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It was proved in [5] that both the convergence rates of the basic fixed-point 
iteration (4) and the modified fixed-point iteration (5) satisfy

It can seen that if �((I + BX+)
−1M) is very close to 1, the convergence of the inver-

sion-free variant iteration (6), the modified fixed-point iteration (5) and the fixed-
point iteration (4) may be very slow. Here we say a few words about the cyclic 
reduction, which has a quadratic convergence rate and can be applied to Eq. (2).

Suppose B is a positive definite matrix, applying the Woodbury identity to 
Eq. (2) yields

from which we get

Let Y = B−1 + X , Q = B−1 + R +MTB−1M , A = B−1M , then (10) can be written as

If X+ is the unique positive definite solution of Eq. (2), then Y+ = B−1 + X+ solves 
Eq. (11). It has been proved in [6] that if Eq. (11) has a positive definite solution, 
then it has a maximal one and a minimal one. We show that Y+ is the maximal solu-
tion of Eq. (11).

Theorem  2.3  If X+ is the unique positive definite solution of Eq. (2), then 
Y+ = B−1 + X+ is the maximal positive definite solution of Eq. (11).

Proof  For all |𝜆| < 1 , it holds

Since X+ is the unique positive definite solution of Eq. (2), it follows from (8) that 
𝜌((I + BX+)

−1M) < 1. Thus, (I + �(I + BX+)
−1M) is invertible for all |𝜆| < 1 . Hence, 

Y+ + �A is invertible for all |𝜆| < 1 . According to [6, Theorem 3.4], we know that Y+ 
is the maximal positive definite solution of Eq. (11). 	�  ◻

Meini  [17] showed that the cyclic reduction algorithm can be applied to find 
the maximal and minimal positive definite solutions of Eq.  (11). Since we have 
proved that Y+ = X+ + B−1 is the maximal solution of Eq. (11) if X+ is the unique 
positive definite solution of Eq.  (2), it seems that it is possible to apply cyclic 
reduction algorithm to Eq. (2). Indeed, if we transplant Meini’s result to Eq. (11), 
we get

lim sup
k→∞

k
√‖Xk − X+‖ ≤

�
�((I + BX+)

−1M)
�2
.

X = R +MTB−1M −MT (BXB + B)−1M,

(10)B−1 + X = B−1 + R +MTB−1M −MT (BXB + B)−1M.

(11)Y = Q − ATY−1A.

Y+ + �A = X+ + B−1 + �B−1M

= B−1(I + BX+)(I + �(I + BX+)
−1M).
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Theorem 3.1 in [17] shows that the matrices {Qk} and {Yk} are positive definite and 
it holds that 0 < Qk+1 ≤ Qk and 0 < Yk+1 ≤ Yk for all k. Moreover, Theorem 3.2 in 
[17] shows that the first block entry {Yk} quadratically converges to Y+ = X+ + B−1 if 
𝜌(Y−1

+
A) < 1.

Since Y+ = B−1 + X+ , the matrix sequence {Yk} converges to Y+ , which implies 
that the sequence Xk = Yk − B−1 converges to X+ . If we replace Yk by Xk + B−1 
and after rearrangement, the iteration based on cyclic reduction for Eq. (2) can 
be stated as

Theorem 2.4  Suppose R > 0 and B > 0 , then the matrix sequence {Xk} generated by 
iteration (12) converges to X+ , where X+ is the unique positive definite solution of Eq. 
(2), and it holds that 0 < Xk+1 ≤ Xk and for any 𝜖 > 0 , ‖Xk − X+‖ = O((� + �)2⋅2

k

) , 
where � = �((I + BX+)

−1M).

Proof  It has been proved by Meini [17] that 0 < Yk+1 ≤ Yk , which implies 
0 < Xk+1 ≤ Xk . Since both R and B are positive definite matrices, then Eq. (2) has a 
unique positive definite solution X+ and 𝜌((I + BX+)

−1M) < 1 , which gives

it follows from [17, Theorem  3.2] that ‖Yk − Y+‖ = O((� + �)2⋅2
k

) , thus 
‖Xk − X+‖ = ‖Yk − Y+‖ = O((� + �)2⋅2

k

) . 	�  ◻

Remark 2.5  Suppose B > 0, let B = Z�ZT ( ZTZ = I,� = diag(�i(B)) ) be a spectral 
decomposition, and let R = CTC where C is a matrix with possibly dependent col-
umns. The condition R > 0 in Theorem 2.4 is not necessary if (M, Z) is a stabilizable 
pair and and (C, M) is a detectable pair.

⎧
⎪⎪⎨⎪⎪⎩

A0 = B−1M,

Q0 = Y0 = B−1 + R +MTB−1M,

Ak+1 = AkQ
−1
k
Ak,

Qk+1 = Qk − AkQ
−1
k
AT
k
− AT

k
Q−1

k
Ak,

Yk+1 = Yk − AT
k
Q−1

k
Ak.

(12)

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

A0 = B−1M,

Q0 = B−1 + R +MTB−1M,

X0 = R +MTB−1M,

Ak+1 = AkQ
−1
k
Ak,

Qk+1 = Qk − AkQ
−1
k
AT
k
− AT

k
Q−1

k
Ak,

Xk+1 = Xk − AT
k
Q−1

k
Ak.

𝜌(Y−1
+
A) = 𝜌((B−1 + X+)

−1B−1M)

= 𝜌((I + BX+)
−1M) < 1,
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3 � A structured condition number

In this section, based on the classic definition of the condition number defined in 
Rice [20], we define a new structured condition number at X+ of the nonlinear matrix 
equation (1), where X+ is the unique positive definite solution to Eq. (1). The explicit 
expression of the structured condition number is obtained.

Let M(�) = M + �E , B(�) = B + �G , and R(�) = R + �H , where � is a real param-
eter, E,G,H ∈ ℝ

n×n , and G and H are symmetric matrices. We consider the equation

Let F(X, �) = Xp −M(�)T (X−1 + B(�))−1M(�) − R(�) , and X+ is the unique symmet-
ric positive definite solution of Eq. (1). Then 

1.	 F(X+, 0) = 0;
2.	 F(X, �) is differentiable arbitrarily many times in the neighborhood of (X+, 0) since 

Xp and X−1 are the polynomial or rational function of the elements of X.
3.	 𝜕F

𝜕X
��(X+,0)

=
∑p−1

k=0
X
p−1−k

+ ⊗ Xk
+
− (MT ⊗MT )

�
(I + X+B)

−1 ⊗ (I + X+B)
−1
�
.

Remark 3.1  The introduction of �F∕�X is similar to [21]. According to [21], we 
know that 𝜕AXB

𝜕X
= BT ⊗ A , 𝜕X

−1

𝜕X
= −(X−1)T ⊗ X−1 , it follows from the chain rule that

Since M(0) = M,B(0) = B , we have

�F

�X
||(X+,0)

 is invertible under certain conditions. For example, if p ≥ 2 and at least one 
of R and M is nonsingular, it follows from Theorem 2.3 in [18] that X+ ≥ �2I , where �2 
is the unique positive root of function g

2
(x) = xp − �

min
(MTM)(�

min
(B) + x−1)−1

−�
min

(R) . Suppose ‖M‖2 < p𝛼
p−1

2
 , then by Theorem 3.3.16 in Horn and Johnson [9] 

we get

Xp = M(�)T (X−1 + B(�))−1M(�) + R(�).

𝜕F(X)

𝜕X
=

p−1∑
k=0

Xp−1−k ⊗ Xk

− (M(𝜏)T ⊗M(𝜏)T )
(
(X−1 + B(𝜏))−1 ⊗ (X−1 + B(𝜏))−1

)
(X−1 ⊗ X−1)

=

p−1∑
k=0

Xp−1−k ⊗ Xk − (M(𝜏)T ⊗M(𝜏)T )
(
(I + XB(𝜏))−1 ⊗ (I + XB(𝜏))−1

)

𝜕F

𝜕X

|||(X+,0)
=

p−1∑
k=0

X
p−1−k

+ ⊗ Xk
+
− (MT ⊗MT )

(
(I + X+B)

−1 ⊗ (I + X+B)
−1
)
.
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which implies that det
(

�F

�X
||(X+,0)

)
≠ 0.

In what follows, we suppose that �F
�X
||(X+,0)

 is invertible. Then, according to implicit 
function theory [19], there is 𝛿 > 0 such that if � ∈ (−�, �) , there is a unique X(�) 
satisfying 

1.	 F(X(�), �) = 0,X(0) = X+.
2.	 X(�) is differentiable arbitrarily many times with respect to �.

For

by taking derivative for both sides of (14) with respect to � at � = 0 , we arrive at

Let

where � ∈ ℝ
n2×n2 is the vec permutation satisfying �vec(E) = vec(ET ) . Then we 

have

Note that J1 − J2 is invertible since J1 − J2 =
�F

�X
||(X+,0)

 and �F
�X
||(X+,0)

 is assumed to be 
invertible. Based on the classic definition of the condition number defined in Rice 

(13)

𝜎min

�
𝜕F

𝜕X
��(X+,0)

�
≥ 𝜆min

� p−1�
k=0

X
p−1−k

+ ⊗ Xk
+

�

−
���(M

T ⊗MT )
�
(I + X+B)

−1 ⊗ (I + X+B)
−1
����

≥ p𝛼
p−1

2
− ‖M‖2 > 0,

(14)X(�)p = M(�)T (X(�)−1 + B(�))−1M(�) + R(�),

p−1∑
k=0

Xk
+
Ẋ(0)X

p−1−k

+ −MT (I + X+B)
−1Ẋ(0)(I + BX+)

−1M

= H + ET (X−1
+

+ B)−1M +MT (X−1
+

+ B)−1E −MT (X−1
+

+ B)−1G(X−1
+

+ B)−1M.

J1 =

p−1∑
k=0

X
p−1−k

+ ⊗ Xk
+
,

J2 = (MT ⊗MT )((I + BX+)
−T ⊗ (I + X+B)

−1),

L1 = I ⊗ (MT (X−1
+

+ B)−1) + (((X−1
+

+ B)−1M)T ⊗ I)𝛱 ,

L2 = −((X−1
+

+ B)−1M)T ⊗ (MT (X−1
+

+ B)−1),

L = [L1 L2 In2 ],

v = (vec(E)T , vec(G)T , vec(H)T )T ,

(J1 − J2)vec(Ẋ(0)) = L

⎛⎜⎜⎝

vec(E)

vec(G)

vec(H)

⎞⎟⎟⎠
= Lv.
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[20], we define a condition number at the unique positive definite solution X+ of 
Eq. (1):

To obtain the explicit expression of the newly defined structured condition number 
(15), we first define a linear operator W on a matrix Z ∈ ℂ

n×n with a positive sem-
idefinite matrix S and a positive integer p as

Define another linear operator L ∶ �
n×n

→ �
n×n as

with Z ∈ �
n×n.

Since J1 − J2 is invertible, it implies that L is invertible. Moreover, we define the 
operator P ∶ ℝ

n×n × 𝕊
n×n × 𝕊

n×n
→ 𝕊

n×n as

with E ∈ ℝ
n×n and G,H ∈ �

n×n.
Taking derivative for both sides of (14) with respect to � , and then letting � = 0 , 

we arrive at

This yields

Define the operator D ∶ ℝ
n×n ×ℝ

n×n ×ℝ
n×n

→ ℝ
n×n as

where W,P,Q ∈ ℝ
n×n and T ∶ ℝ

n×n
→ ℝ

n×n is an invertible linear operator defined 
by

with N ∈ ℝ
n×n.

(15)
KX+

= lim
𝜏→0+

sup
E∈ℝn×n,G,H∈𝕊n×n

�‖X(𝜏) − X+‖F
‖X+‖F

��𝜏‖(E,G,H)‖F
‖(M,B,R)‖F

��

= max
E∈ℝn×n,G,H∈𝕊n×n

� ‖Ẋ(0)‖F
‖(E,G,H)‖F ⋅

‖(M,B,R)‖F
‖X+‖F

�
.

W(Z, S, p) =

p−1∑
k=0

SkZSp−1−k.

L(Z) = W(Z,X+, p) −MT (I + X+B)
−1Z(I + BX+)

−1M

P(E,G,H) = L
−1
(
H + ET (X−1

+
+ B)−1M +MT (X−1

+
+ B)−1E

−MT (X−1
+

+ B)−1G(X−1
+

+ B)−1M
)

L(Ẋ(0)) = H + ET (X−1
+

+ B)−1M +MT (X−1
+

+ B)−1E

−MT (X−1
+

+ B)−1G(X−1
+

+ B)−1M.

(16)Ẋ(0) = P(E,G,H).

(17)
D(W,P,Q) = T

−1
(
Q +WT (X−1

+
+ B)−1M +MT (X−1

+
+ B)−1W

−MT (X−1
+

+ B)−1P(X−1
+

+ B)−1M
)
,

T(N) = W(N,X+, p) −MT (I + X+B)
−1N(I + BX+)

−1M
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Theorem 3.2  For matrices W,P,Q ∈ ℝ
n×n , there exist real matrices Ŵ, P̂, Q̂ ∈ ℝ

n×n 
with (Ŵ, P̂, Q̂) ≠ 0 such that

where P̂T = P̂ or P̂T = −P̂ and Q̂T = Q̂ or Q̂ = −Q̂T.

Proof  Let (W, P, Q) be a singular “vector” of D corresponding to the largest singu-
lar value, then the maximum in (18) occurs since the operator D is linear. Note that

then (W,PT ,QT ) is also a singular “vector” of D corresponding to the largest sin-
gular value. If P = −PT ,Q = −QT , then Ŵ = W, P̂ = P and Q̂ = Q are the real 
matrices satisfying (18). If P = −PT ,Q ≠ −QT , then Ŵ = W, P̂ = P and Q̂ =

Q+QT

2
 

are the kind of matrices that satisfy (18). If P ≠ −PT ,Q = −QT , then there exist 
Ŵ = W, P̂ =

P+PT

2
 and Q̂ = Q satisfying (18). If P ≠ −PT , Q ≠ −QT , then Ŵ = W , 

P̂ =
P+PT

2
 and Q̂ =

Q+QT

2
 are the matrices satisfying (18). 	�  ◻

Lemma 3.3  [4] If two Hermitian matrices W1,W2 ∈ ℂ
n×n satisfy W2 ≥ W1 ≥ −W2 , 

then ‖W1‖F ≤ ‖W2‖F.

We say the matrices M and B are (D,  p)-stable if 
W(Z,D, p) −MT (I + DTB)−1Z(I + BD)−1M ≥ 0 implies Z ≥ 0.

Theorem 3.4  Under the condition that J1 − J2 is invertible and matrices M and B 
are (X+, p)-stable. The structured condition number at X+ of Eq. (1), where X+ is the 
unique positive definite solution to Eq. (1), is

Proof  It follows from (17) that

Then, according to (15) and (16), it suffices to prove

It is clear that

(18)max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F =

‖D(Ŵ, P̂, Q̂)‖F
‖(Ŵ, P̂, Q̂)‖F

,

‖D(W,P,Q)‖F = ‖DT (W,P,Q)‖F = ‖D(W,PT ,QT )‖F,

(19)KX+
= ‖(J1 − J2)

−1L‖‖(M,B,R)‖F
‖X+‖F .

(20)max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F = ‖(J1 − J2)

−1L‖.

(21)max
E∈ℝn×n,G,H∈𝕊n×n

(E,G,H)≠0

‖P(E,G,H)‖F
‖(E,G,H)‖F = max

W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F .
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What left to prove is

By Theorem  3.2, there exists (Ŵ, P̂, Q̂) ≠ 0 , where Ŵ, P̂, Q̂ ∈ ℝ
n×n , P̂ and Q̂ are 

either symmetric or skew-symmetric matrices, such that

There are four cases according to the symmetry or anti-symmetry property of matri-
ces P̂ and Q̂.

Case 1: P̂ = P̂T and Q̂ = Q̂T . Let Ê = Ŵ , Ĝ = P̂ and Ĥ = Q̂ , it yields

Case 2: P̂T = −P̂ ≠ 0 and Q̂T = Q̂ . In this case, both (Ŵ, P̂, Q̂) and (Ŵ,−P̂, Q̂) sat-
isfy (18). As a linear combination of them, (0, P̂, 0) ≠ 0 also satisfies (18).

It is clear that there is a real orthogonal matrix U and pi > 0 (i = 1, 2,… , k) such 
that

Let Ê = 0, Ĥ = 0 and

we have

Let Ẑ = D(0, P̂, 0) ∈ ℝ
n×n and Z̃ = P(0, Ĝ, 0) ∈ �

n×n , then

and

It follows that

(22)max
E∈ℝn×n,G,H∈𝕊n×n

(E,G,H)≠0

‖P(E,G,H)‖F
‖(E,G,H)‖F ≤ max

W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F .

max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F ≤ max

E∈ℝn×n,G,H∈𝕊n×n

(E,G,H)≠0

‖P(E,G,H)‖F
‖(E,G,H)‖F .

‖D(Ŵ, P̂, Q̂)‖F
‖(Ŵ, P̂, Q̂)‖F

= max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F .

(23)
‖P(Ê, Ĝ, Ĥ)‖F
‖(Ê, Ĝ, Ĥ)‖F

= max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F .

(24)P̂ = U

[(
0 p1

−p1 0

)
⊕⋯⊕

(
0 pk

−pk 0

)
⊕ 0

]
UT .

(25)Ĝ = U

[(
−p1 0

0 − p1

)
⊕⋯⊕

(
−pk 0

0 − pk

)
⊕ 0

]
UT ,

Ĝ ∈ �
n×n, ‖Ĝ‖F = ‖P̂‖F, Ĝ ≤ 0, −Ĝ ≥ iP̂ ≥ Ĝ.

L(Z̃) = −MT (X−1
+

+ B)−1Ĝ(X−1
+

+ B)−1M

T(iẐ) = −MT (X−1
+

+ B)−1iP̂(X−1
+

+ B)−1M.
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and

Since M and B are (X+, p)-stable, we have from (26) and (27) that Z̃ + iẐ ≥ 0 and 
Z̃ − iẐ ≥ 0 , which leads to

As a direct consequence of Lemma 3.3, we have ‖iẐ‖F ≤ ‖Z̃‖F.
Then,

Now a symmetric matrix Ĝ ∈ �
n×n is found and satisfies

Case 3: P̂T = P̂ and Q̂T = −Q̂ ≠ 0 . In this case, (0, 0, Q̂) satisfies (18). It is clear that 
there is a real orthogonal matrix V and qi > 0 (i = 1, 2,… ,�) such that

Let

then we have

Let Ẑ = D(0, 0, Q̂) ∈ ℝ
n×n and Z̃ = P(0, 0, Ĥ) ∈ �

n×n , it yields

and

Since M and B are (X+, p)-stable, we have from (31) and (32) that Z̃ + iẐ ≥ 0 and 
Z̃ − iẐ ≥ 0 , which leads to

(26)L(Z̃) + T(iẐ) = −MT (X−1
+

+ B)−1(Ĝ + iP̂)(X−1
+

+ B)−1M ≥ 0

(27)L(Z̃) − T(iẐ) = −MT (X−1
+

+ B)−1(Ĝ − iP̂)(X−1
+

+ B)−1M ≥ 0.

Z̃ ≥ iẐ ≥ −Z̃.

‖D(0, P̂, 0)‖F
‖(0, P̂, 0)‖F

=
‖Ẑ‖F

‖(0, P̂, 0)‖F
=

‖iẐ‖F
‖(0, iP̂, 0)‖F

≤
‖Z̃‖F

‖(0, Ĝ, 0)‖F
=

‖P(0, Ĝ, 0)‖F
‖(0, Ĝ, 0)‖F

.

(28)max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F =

‖D(0, P̂, 0)‖F
‖(0, P̂, 0)‖F

≤
‖P(0, Ĝ, 0)‖F
‖(0, Ĝ, 0)‖F

.

(29)Q̂ = V

[(
0 q1

−q1 0

)
⊕⋯⊕

(
0 q

𝓁

−q
𝓁

0

)
⊕ 0

]
VT .

(30)Ĥ = V

[(
q1 0

0 q1

)
⊕⋯⊕

(
q
𝓁

0

0 q
𝓁

)
⊕ 0

]
VT ,

Ĥ ∈ �
n×n, ‖Ĥ‖F = ‖Q̂‖F, Ĥ ≥ 0, Ĥ ≥ iQ̂ ≥ −Ĥ.

(31)L(Z̃) + T(iẐ) = Ĥ + iQ̂ ≥ 0

(32)L(Z̃) − T(iẐ) = Ĥ − iQ̂ ≥ 0
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Analogously to the last part in Case 2, we find a symmetric matrix Ĥ ∈ �
n×n such 

that

Case 4: P̂T = −P̂ ≠ 0 and Q̂T = −Q̂ ≠ 0 . In this case, (0, P̂, Q̂) satisfies (18). Obvi-
ously, P̂ has a form as (24) and Q̂ has a form as (29). Choose Ĝ and Ĥ to have the 
form (25) and (30), respectively.

Let Ẑ = D(0, P̂, Q̂) ∈ ℝ
n×n and Z̃ = P(0, Ĝ, Ĥ) ∈ �

n×n , it yields

and

Analogously to the last part in Case 2 again, we now find the symmetric matrices 
Ĝ, Ĥ ∈ �

n×n such that

From (23), (28), (33) and (36), we can conclude that

which, together with (22), leads to (21). It follows from (15), (16), (20) and (21) that 
(19) holds. 	�  ◻

The condition that J1 − J2 is invertible in Theorem  3.4 highly relies on X+ . 
Since the value of X+ may not be trivial in most cases, a sufficient condition to 
determine whether J1 − J2 is invertible is necessary. As we have mentioned, for 
p ≥ 2 , at least one of R and M is nonsingular and ‖M‖2 < p𝛼

p−1

2
 , it can be proved 

analogously to (13) that J1 − J2 is invertible. We thus get the following corollary.

Corollary 3.5  Suppose p ≥ 2 is a positive integer, at least one of R and M is nonsin-
gular, ‖M‖2 < p𝛼

p−1

2
 and matrices M and B are (X+, p)-stable. The structured condi-

tion number at the unique positive definite solution X+ of Eq. (1) is

For p = 1 , if X+ is the unique positive definite solution of the DARE (2), then 
𝜌((I + BX+)

−1M) < 1 . It follows that

Z̃ ≥ iẐ ≥ −Z̃.

(33)max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F =

‖D(0, 0, Q̂)‖F
‖(0, 0, Q̂)‖F

≤
‖P(0, 0, Ĥ)‖F
‖(0, 0, Ĥ)‖F

.

(34)L(Z̃) + T(iẐ) = Ĥ + iQ̂ −MT (X−1
+

+ B)−1(Ĝ + iP̂)(X−1
+

+ B)−1M ≥ 0

(35)L(Z̃) − T(iẐ) = Ĥ − iQ̂ −MT (X−1
+

+ B)−1(Ĝ − iP̂)(X−1
+

+ B)−1M ≥ 0.

(36)max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F =

‖D(0, P̂, Q̂)‖F
‖(0, P̂, Q̂)‖F

≤
‖P(0, Ĝ, Ĥ)‖F
‖(0, Ĝ, Ĥ)‖F

.

max
W,P,Q∈ℝn×n

(W,P,Q)≠0

‖D(W,P,Q)‖F
‖(W,P,Q)‖F ≤ max

E∈ℝn×n,G,H∈𝕊n×n

(E,G,H)≠0

‖P(E,G,H)‖F
‖(E,G,H)‖F ,

KX+
= ‖(J1 − J2)

−1L‖‖(M,B,R)‖F
‖X+‖F .
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is invertible. Moreover, since 𝜌((I + BX+)
−1M) < 1 , for a Hermitian matrix Z, 

Z −MT (I + X+B)
−1Z(I + BX+)

−1M ≥ 0 implies Z ≥ 0 . We have the following 
theorem.

Theorem 3.6  If p = 1 , X+ is the unique positive definite solution of the DARE (2), 
the structured condition number at X+ is

where J = (MT ⊗MT )((I + BX+)
−T ⊗ (I + X+B)

−1).

4 � Numerical examples

In this paper, we apply the iteration method proposed in [18] for finding the mini-
mal nonnegative solution of Eq.  (1) and of the perturbed equation. Our experi-
ments were done in Matlab R2017b with machine precision around 10−16 and the 
iterations terminate if the relative residual �res(Xk) satisfies

Example 4.1  We consider the matrix equation (2) with the elements of matrix M 
being defined by the following scheme: 

	 (I)	 For a real 0 < 𝛼 < 1.
	 (II)	 For i = 1,… , n : 

(a)	 for j = i,… , n , set mij = i2 + 1∕j;
(b)	 compute s1 =

∑i−1

j=1
mij , s2 =

∑n

j=i
mij;

(c)	 for j = i,… , n , set 

 Let R = In , B =

⎛
⎜⎜⎜⎜⎝

3 − 1

−1 3 − 1

⋱ ⋱ ⋱

− 1 3 − 1

− 1 3

⎞
⎟⎟⎟⎟⎠
n×n

.

J1 − J2 = I − ((I + BX+)
−1M)T ⊗ (MT (I + X+B)

−1)

KX+
= ‖(I − J)−1L‖‖(M,B,R)‖F

‖X+‖F ,

�res(Xk) =
‖fl(Xp

k
− R −MT (B + X−1

k
)−1M)‖F

‖Xp

k
‖F + ‖R‖F + ‖MT‖F‖(B + X−1

k
)−1‖F‖M‖F

≤ 10−15.

mij = mij

1 − � − s1

s2
, mji = mij.
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Since both R and B are positive definite matrices, the DARE (2) has a unique 
positive definite solution X+ and 𝜌((I + BX+)

−1M) < 1 . This implies that iteration 
(12) converges quadratically.

For different values of the matrix size n and parameter � , we apply the four 
iterations to Eq.  (2). Table  1 reports the number of iterations and the residual 
errors. From Table  1 we can see that the iteration based on cyclic reduction 
for Eq.  (2) uses much less iterations for obtaining the unique positive definite 
solution.

Example 4.2  This is an example for the DARE (2) and is taken from [2]. The coef-
ficient matrices are constructed as follows. Let M0 = diag(0, 1, 3) , V = I −

2

3
vvT , 

vT = [1, 1, 1] . Then

where � is a real parameter.

Suppose the coefficients are perturbed, in MATLAB commands, as follows.

M = VM0V , B = �I, R = �I,

Table 1   Comparison of iterations and relative errors

� CR (12) IF-FIP (6) M-FIP (5) FIP (4)

Iter. Err. Iter. Err. Iter. Err. Iter. Err.

n = 10
 0.001 4 1.0578e−15 15 2.1610e−15 15 7.2910e−15 15 2.7712e−15
 0.1 4 2.2456e−16 14 3.8373e−15 15 1.2272e−15 14 4.3197e−15
 0.3 4 4.8185e−17 12 4.0445e−15 12 7.8957e−15 12 3.5088e−15
 0.5 4 8.3634e−17 10 1.5460e−15 10 2.2760e−15 10 1.2071e−15
 0.7 3 4.0194e−15 7 8.2267e−15 8 1.9330e−16 7 5.1789e−15
 0.9 3 6.9783e−17 5 7.0066e−17 5 7.2011e−17 5 9.4514e−16

n = 30
 0.001 4 2.6982e−15 15 5.3810e−15 16 2.5137e−15 15 7.0611e−15
 0.1 4 5.7222e−16 14 9.0921e−15 15 3.1650e−15 15 1.5407e−15
 0.3 4 7.4828e−17 12 8.4578e−15 13 1.4409e−15 12 7.0378e−15
 0.5 4 5.6717e−17 10 2.7399e−15 10 3.8326e−15 10 2.2372e−15
 0.7 3 5.3859e−15 8 2.2548e−16 8 2.5759e−16 7 6.0986e−15
 0.9 3 5.7761e−17 5 7.5399e−17 5 7.6715e−17 5 1.4611e−15

n = 60
 0.001 4 2.7234e−15 15 5.4028e−15 16 2.6327e−15 15 7.1580e−15
 0.1 4 5.8673e−16 14 9.0370e−15 15 3.2381e−15 15 1.9351e−15
 0.3 4 7.7674e−17 12 8.1529e−15 13 1.4267e−15 12 6.7812e−15
 0.5 4 5.9180e−17 10 2.5320e−15 10 3.5201e−15 10 2.0553e−15
 0.7 3 4.6619e−15 7 9.4303e−15 8 2.2783e−16 7 5.1544e−15
 0.9 3 6.4121e−17 5 6.2699e−17 5 6.3447e−17 5 1.0775e−15
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Set 𝛥M = M̃ −M , 𝛥R = R̃ − R and 𝛥B = B̃ − B . Using the structured condition 
number (19), we obtain a perturbation bound KX+

� , where � =
‖(�M,�R,�B)‖F
‖(M,R,B)‖F  . We 

compute the relative error ‖X̃+−X+‖F
‖X+‖F  . Let � = 2 , for j = 2, 4, 6 and p = 1, 3, 5 , we 

compare the computed perturbation bound with the relative error. The results are 
shown in Table 2.

For this example, Table  2 shows that the estimated perturbation bound is very 
close to the exact relative perturbation errors, which implies that the structured con-
dition number successfully indicated the sensitivity of the minimal positive definite 
solution X+ to the perturbations in coefficients.

5 � Conclusion

In this paper, the convergence behaviour of an already existing iterative method 
is studied. For the general case p ≥ 1 , we define a structured condition number at 
the unique positive definite solution X+ of Eq. (1), which is validated by numerical 
examples that the newly proposed structured condition number measures the sensi-
tivity of the solution well.
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