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Abstract: The objective of the present study is to investigate in

detail the sensitivity of cumulus parameterization (CP), planetary

boundary layer (PBL) parameterization, microphysics parameteri-

zation (MP) on the numerical simulation of severe cyclone LAILA

over Bay of Bengal using Weather Research & Forecasting (WRF)

model. The initial and boundary conditions are supplied from GFS

data of 1
o
× 1

o
 resolution and the model is integrated in three ‘two-

way’ interactive nested domains at resolutions of 60 km, 20 km and

6.6 km. Total three sets of experiments are performed. First set of

experiments include sensitivity of Cumulus Parameterization (CP)

schemes, while second and third set of experiments is carried out to

check the sensitivity of different PBL and Microphysics Param-

eterization (MP) schemes. The fourth set contains initial condition

sensitivity experiments. For first three sets of experiments, 0000

UTC 17 May 2010 is used as initial condition. In CP sensitivity

experiments, the track and intensity is well simulated by Betts-

Miller-Janjic (BMJ) schemes. The track and intensity of LAILA is

very sensitive to the representation of large scale environmental flow

in CP scheme as well as to the initial vertical wind shear values. The

intensity of the cyclone is well simulated by YSU scheme and it

depends upon the mixing treatment in and above PBL. Concentration

of frozen hydrometeors, such as graupel in WSM6 MP scheme and

latent heat released during auto conversion of hydrometeors may be

responsible for storm intensity. An additional set of experiments with

different initial vortex intensity shows that, small differences in the

initial wind fields have profound impact on both track and intensity

of the cyclone. The representation of the mid-tropospheric heating in

WSM6 is mainly controlled by amount of graupel hydrometeor and

thus might be one of the possible causes in modulating the storm’s

intensity.

Key words: Tropical cyclone, WRF model, physical param-

eterization, initial conditions

1. Introduction 

Tropical cyclones that form over the Bay of Bengal during

pre and post monsoon seasons cause considerable damage and

destruction to lives and property over the east coast of India &

Bangladesh. The destruction is due to strong gale winds,

torrential rain and associated tidal wave. Timely and rea-

sonably accurate prediction of the tracks and intensities of such

cyclones can minimize the loss of human lives and damage to

properties. Though the general movement of the tropical

cyclones is well known, it is desirable to have as much as

accurate landfall prediction as possible for effective imple-

mentation of the disaster mitigation. There have been con-

siderable improvements in the development of numerical

models with increasing computer resources during recent

decade. However application of numerical models for tropical

cyclone prediction necessitates a study of suitable physics.

Tropical cyclones originate over the ocean, where conven-

tional meteorological observations tend to be sparse on a daily

routine basis. Due to lack of data, deficiencies in model initial

conditions lead to inaccurate forecasts of tropical cyclones

(Lorenz, 1963; Mullen, 1989; Pielke, 2006). Knowledge of the

physical processes that control tropical cyclone evolution is

also limited. Thus, the forecasting of tropical cyclone track and

intensity remains a challenging problem to the modeling com-

munity. As suggested by White et al. (1999) and Cacciamani et

al. (2000) insufficient model resolution, inadequate physical

parameterization, lack of sufficient detail or accuracy in the

initial and boundary conditions (IBCs) or any combination of

three may be the possible reasons for the poor forecast. 

In the literature, it is found that the chief physical process for

the intensification of low pressure into cyclonic storm is

known to be the conditional instability of second kind (CISK)

i.e., the cooperative interaction between the cloud scale and

synoptic scale circulations (Charney and Eliassen, 1964). Emanuel

et al. (1994) noticed that CISK theory completely overlooks

the role of surface moisture fluxes in accomplishing the

remoistening and thus the cyclone intensification in CISK

would be just as likely to occur over land as over the sea,

which is contradictory to observations. Another concern in

CISK theory is coined by Smith (1997) about the heating

representation which is simply a representation of moist

pseudo-adiabatic ascent and is not a true sub-grid scale

parameterization of deep convection in usual sense. The

principal theory proposed as an alternative to CISK and

cooperative intensification theory was introduced by Emanuel

(1986) as air-sea interaction instability which is more recently

named as Wind Induced Surface Heat Exchange (WISHE,

Emanuel et al., 1994). In this theory the atmosphere is assumed

to be neutrally stratified along the sloping surfaces of constant

angular momentum. Moist convection mixes the air through
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the troposphere but does not cause any temperature per-

turbations unless the boundary layer is heated by surface

fluxes of heat and moisture. The surface fluxes are wind speed

dependent and thus determined by the vortex-scale flow. Again

a positive feedback cause a more intense cyclones producing

more rapid heating of the atmosphere organized in such a way

to intensify the cyclone which results in an instability. In very

recent paper by Montgomery et al. (2015), different aspects of

WISHE by different researchers are explained in detail

Montgomery et al. (2009) and Montgomery et al. (2015) refute

that the WISHE mechanism is the essential and dominant

mode of tropical cyclone intensification in the prototype pro-

blem. All the mechanism of cyclone intensification is

explained in detail in Montgomery and Smith (2011). Thus the

exchange of energy at the ocean-atmosphere interface and its

supply through the planetary boundary layer to the free

atmosphere play an important role in the development of

tropical storms and hence need to be carefully represented in

the numerical models for realistic predictions (Anthes, 1982;

Ross and Kurihara, 1995).

A number of cumulus parameterization schemes (CPS) have

been developed and their role with PBL and microphysics

parameterization (MP) in the simulation of tropical cyclone

(TC) using different mesoscale models are also studied by

many researchers. Hill and Lackmann (2009) studied the

sensitivity to PBL parameterization (MYJ and YSU) and

horizontal grid spacing (36-, 12-, 4-km) for a wide variety of

idealized vortices, ranging from an unbalanced warm bubble to

fully balanced vortices with KF as CPS & Lin schemes as

MPS for all the experiments. They found that YSU scheme

with horizontal grid spacing of 4 km incorporates values of

exchange coefficient for moisture more consistently with the

observations and leads to simulated TC intensity comparable

to empirical estimates of maximum intensity. Couple of studies

mentioned above used WRF model. Bhaskar Rao et al. (2006,

2007) and Srinivas et al. (2007) examined the role of CPS,

PBL and MPS on track & intensity of tropical cyclone using

MM5. These studies indicate that convective processes control

the movement of the model storm while PBL processes are

crucial in determining the intensity of cyclone. Some of the

studies (Li and Pu, 2008; Mukhopadhyay et al., 2011; Tao et

al., 2011; Efstathiou et al., 2012) suggested the combination

WSM6-YSU as MP and PBL schemes works better for

different weather systems. Srinivas and Bhaskar Rao (2014)

studied the sensitivity for Orissa Super cyclone and found that

Kain-Fritsch, MYJ (Efstathiou et al., 2013) and Lin cloud

microphysics has performed better for the track and intensity

simulation. Raju et al. (2011) reported slightly higher better

track errors of NARGIS as 136, 252 and 381 km at 24, 48 and

72 hrs respectively with MYJ PBL scheme. Very recent study

by Hariprasad et al. (2014) examined the sensitivity of

different PBL schemes at Kalpakkam (a tropical site) and

demonstrated that YSU scheme simulated various PBL quan-

tities are in better agreement with the observations. Thus, there

are different opinions of PBL schemes as well as MP schemes

for different intense events. Therefore, MYJ and YSU as PBL

schemes and Ferrier and WSM6 as MP schemes are not yet

tested for relatively weak intensity cyclones over NIO. 

Several simulation studies have been conducted to under-

stand the TCs over the NIO using high resolution mesoscale

models (Trivedi et al., 2006; Li and Pu, 2008; Pattanayak and

Mohanty, 2008; Bhaskar Rao et al., 2009; Deshpande et al.,

2010, 2012; Srinivas et al., 2010; Mukhopadhyay et al., 2011;

Raju et al., 2011; Tao et al., 2011; Efstathiou et al., 2012; Osuri

et al., 2012, 2013). These studies are based on evaluating the

model performance with respect to physics sensitivity, re-

solution, initial conditions and impact of data assimilation on

the track and intensity forecast of very severe cyclones.

However, there is another class of TC which does not reach the

stage of very severe cyclonic storm but attains lesser intensity,

named as weak cyclones. These weak cyclones (Severe

Cyclonic Storms and Cyclonic Storms), due to their slow

motion and quasi-stationary nature cause very heavy rainfall

and in turn large amount of damage to the property. Very few

studies have focused on simulating the weak intensity storms

(Osuri et al., 2013; Srinivas et al., 2013), but the detailed

evolutions behind the success or failure of physical param-

eterization is hardly addressed. Thus one of the objectives of

the present study is to find out the reason behind the better

performance of physical parameterization scheme in simulating

weak cyclones. Kanase and Salvekar (2014a), Yesubabu et al.

(2014) have worked on the numerical study of cyclone LAILA

by studying its vertical structure as well as role of nudging

factor respectively. Srinivas et al. (2013) studied the sensitivity

of 21 cyclones including cyclone LAILA but detailed reason

behind the success/failure in simulating the different cyclones

by different physical parameterization schemes is not yet

reported. 

In mesoscale models, large scale global analyses provide the

initial condition to the mesoscale models. So the initial

conditions may not be able to capture the intensity and location

of the initial vortex to give correct forecast of TCs. Importance

of accurate initial conditions is studied by Arpe et al. (1985),

Sanders (1987), Kuo and Reed (1988), Mohanty et al. (2010).

NWP being an initial value problem, Lorenz (1963) and Pielke

(2006) have shown that even a small error in the initial

condition (IC) may lead to a large error in the subsequent

forecast. Effect of initial condition from different data sources

on the numerical simulation of Orissa Super Cyclone is studied

by Trivedi et al. (2002) by generating the synthetic vortex data

using empirical relation. Pattanaik and Rama Rao (2009)

studied the case of very severe cyclone ‘Nargis’ with four

different initial conditions (28th April, 29th April, 30th April

and 1st May) after the formation of depression with the

combination of YSU as PBL, Grell-Devenyi as CPS and

WSM 3 simple ice as MPS using WRF model. They con-

cluded that 30th April and 1st May initial conditions gives less

landfall errors of 85 km and 50 km. Mohanty et al. (2010)

explored the impact of different sources of initial and boundary

conditions on track and intensity of the Bay of Bengal
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cyclones. 

For a numerical modeler, it is required to know the intensity

of the initial vortex that can give better prediction of TCs. To

our knowledge, there is hardly any work available in the

literature to examine the role of initial condition starting from

different initial states of the system [i.e., prior to formation of -

low pressure area (LoPar), LoPar and prior to formation of

Depression (D)]. Basically these initial conditions are very

useful for timely warning as well as effective implementation

of disaster mitigation. Thus the main objective of the present

study are to evaluate the influence of the choice of physical

parameterization and also to study the impact of initial

conditions (started from different intensity of the initial vortices)

on simulating track and intensity of the weak cyclone. We alos

tried to find out the physical and dynamical reasons behind the

success/failure of physical parameterization scheme and initial

condition. 

The paper is arranged in five sections. After introduction, a

brief description of model and experimental design are

described in section 2, followed by brief description of cyclone

in section 3. The results are discussed in section 4 and

conclusions of the study are presented in section 5.

2. Model description and experimental design

a. WRF model

The Advanced Research Weather Research and Forecasting

(WRF-ARW) version 3.2 mesoscale model developed by

National Center for Atmospheric Research (NCAR) is used in

the present study. The model incorporates fully incompressible

non-hydrostatic equations and uses a terrain following vertical

coordinate. The model is versatile with a number of options for

nesting, boundary conditions, data assimilation and parameteri-

zation schemes for subgrid-scale physical processes (Skamarock

et al., 2008). The details of the experiments performed are

given in Table 1.

The convection schemes compute vertical fluxes due to

updrafts and downdrafts and compensating motion outside the

clouds. Four convective parameterization schemes (CPS) such

as Kain-Fritsch (KF), Betts-Miller-Janjic (BMJ), Grell-Devenyi

(GD) and Grell are used in the present study. The KF scheme

follows a Lagrangian parcel method and uses a simple cloud

model with moist updrafts and downdrafts, including the

effects of detrainment and entrainment (Kain, 2004). It has a

trigger function, a mass flux formulation and a closure based

on the removal of convective available potential energy

(CAPE) in a grid column. Its activation at a particular grid is

decided by trigger function which is based on the vertical

motion. The BMJ scheme is a convective adjustment scheme

and it depends on a non-dimensional parameter called ‘cloud

efficiency’ which is a function of mean temperature of cloud,

entropy change and precipitation (Betts and Miller, 1986;

Janjic, 2000). The scheme essentially removes the conditional

instability in each grid column by adjusting the vertical profile

of temperature and specific humidity toward the reference

profile (Betts, 1986; Betts and Miller, 1986). This scheme does

not include the moist processes below the cloud base as well as

in the lower boundary layer. The scheme gets triggered if a

parcel which is lifted moist adiabatically from the lower

troposphere to a level above the cloud base becomes warmer

than the environment. The Grell-Devenyi (GD) is a cloud

Table 1. Overview of WRF model configuration for the experiments of physical parameterization sensitivity and Initial condition sensitivity.

Model Used WRFV3.2.1

Initial and boundary conditions GFS data of 1o
× 1o resolution

Domains with horizontal and vertical Resolution D1 (60 km), D2 (20 km) and D1 (6.6 km) with 28 vertical levels

No. of horizontal grid points in X-Y direction D1- 52 × 52 ; D2- 121 × 121; D3- 211 × 271

Period of integration For physical parameterization sensitivity:
D1: 0000 UTC 17 May 2010
D2: 0600 UTC 17 May 2010
D3: 1200 UTC 17 May 2010
For initial condition sensitivity experiments: outermost domain (D1) starts from
0000 UTC 15 May 2010, 0000 UTC 16 May 2010 and 0000 UTC 17 May 2010. 
Rest of the domains start at the same time as that of the physical parameterizations sensitivity 
experiments.
For all the experiments, model is integrated till 0600 UTC 21 May 2010.

Cumulus parameterization schemes (CPS) BMJ, KF, GD and Grell

PBL parameterization schemes (PBL) MYJ and YSU

Microphysics parameterization schemes (MPS) Ferrier and WSM6

Radiation parameterization scheme Short wave: RRTM
Long wave: Dudhia

Surface layer scheme Monin-Obukhov scheme

Land-surface scheme Unified Noah land-surface model
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ensemble scheme. The unique aspect of the GD scheme is that

it uses 16 ensemble members derived from 5 popular closure

assumptions to obtain an ensemble mean realization at a given

time and location. The details for obtaining mean are provided

by Grell and Devenyi (2002). Grell-3 scheme (hereafter

referred as Grell in the text) allows the subsidence effect to be

spread to neighboring grid columns, which makes it more

suitable to grid sizes less than 10 km. But this scheme can also

be used at larger grid sizes where subsidence occurs within the

same column as the updraft. 

Two bulk microphysical parameterization schemes (MP),

Eta Ferrier (hereafter referred as Ferrier in the text) and WSM6

are considered. Ferrier is the new cloud and precipitation

scheme used in the operational Eta model over United States

of America (USA) introduced in 2001. Ferrier predicts total

condensate, which is the sum of cloud water, rain water and

cloud ice. All these condensate can co-exist at temperatures

warmer than −10oC. The ice category in Ferrier includes small

ice crystals mainly dominant in the cirrus and upper tropo-

spheric clouds, and larger ice particles in the form of snow,

graupel and sleet which are dominant at lower levels. Details

about Ferrier can be found at http://www.emc.ncep.noaa.gov/

mmb/mmbp11/eta12tpb. In WRF Single-Moment 6-class

(WSM6) Microphysics scheme, ‘6’ stands for six classes of

hydrometeors including graupel. Dudhia et al. (2008) modified

Hong and Lim (2006) mixed-phase microphysics scheme to

allow for a more realistic representation of partially rimed

particles. The new scheme assigns a single fall speed to snow

and graupel which is weighted by mixing ratio and this fall

speed is applied to both sedimentation and accretion processes.

Yonsei University and Mellor-Yamada-Janjic PBL param-

eterization schemes are used in the present study. The Yonsei

University Planetary Boundary Layer (YSU PBL) scheme

(Hong et al., 2006) is modified MRF PBL (Hong and Pan,

1996) scheme with an explicit treatment of the entrainment

layer at the PBL top. It uses the counter-gradient terms to

represent fluxes due to non-local gradients and smaller

magnitude of the counter-gradient mixing in the YSU PBL

produces a well-mixed boundary layer profile. Mellor-Yamada-

Janjic (MYJ) parameterization of turbulence in boundary layer

and in the free atmosphere (Janjic, 1990, 1996, 2002) re-

presents a non-singular implementation of Mellor-Yamada

Level 2.5 turbulence closure model (Mellor and Yamada,

1982) through the full range of atmospheric turbulent regimes.

In this implementation, an upper limit is imposed on the

master length scale. This upper limit depends on Turbulent

Kinetic Energy (TKE) and buoyancy as well as shear of the

driving flow. More details can be found in Janjic (1996, 2002).

For long wave radiation parameterization, Rapid Radiative

Transfer Model (RRTM) scheme on Mlawer et al. (1997) and

for short wave Dudhia scheme based on Dudhia (1989) are

used.

b. Experimental design and data 

Total four sets of experiments are carried out in the present

study using WRF model. First three sets of experiments deals

with the different physical parameterization schemes such as

Fig. 1. Model Domains with d01-60 km, d02-20 km, and d03-6.6 km
for cyclone LAILA.

Table 2. Different sensitivity experiments carried out in the study.

Experiment Cumulus Microphysics PBL Initial Condition (IC)

Physical Parameterization
Sensitivity

CPS sensitivity BMJ
KF
GD
Grell

WSM6
WSM6
WSM6
WSM6

YSU
YSU
YSU
YSU

0000 UTC 17 May 2010
0000 UTC 17 May 2010
0000 UTC 17 May 2010
0000 UTC 17 May 2010

MPS sensitivity BMJ*
BMJ

WSM6
Ferrier

YSU
YSU

0000 UTC 17 May 2010
0000 UTC 17 May 2010

PBL sensitivity BMJ*
BMJ

WSM6
WSM6

YSU
MYJ

0000 UTC 17 May 2010
0000 UTC 17 May 2010

IC Sensitivity

15 May BMJ WSM6 YSU 0000 UTC 15 May 2010

16 May BMJ WSM6 YSU 0000 UTC 16 May 2010

17 May BMJ* WSM6 YSU 0000 UTC 17 May 2010

* Same experiment as in CPS sensitivity with BMJ scheme
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CP, PBL and MP. The model is integrated beyond 12 hrs of

observed landfall with three two-way nested domains having

horizontal resolution of 60 km, 20 km and 6.6 km (Fig. 1).The

initial and lateral boundary conditions are supplied from Global

Forecast System (GFS) data of 1o
× 1o resolutions and for

physical parameterization sensitivity experiments model inte-

gration is started from 0000 UTC 17 May 2010. The model

configuration used in the present study is summarized in Table

1. For CP sensitivity, BMJ, KF, GD and Grell schemes are

checked by keeping YSU as PBL and WSM6 as MP schemes

fixed. The second set of PBL parameterization scheme

included sensitivity of YSU and MYJ schemes with BMJ and

WSM6 kept fixed. Ferrier and WSM6 are the two schemes

which are tested in MP sensitivity experiments with rest of the

configuration kept same. To demonstrate the impact of

different initial conditions starting from different initial vortex

intensity, fourth (an additional) set of experiments is carried

out with three different initial vortex intensity i.e., initial

conditions starting from different analysis time such as 0000

UTC 15 May 2010 (15 May), 0000 UTC 16 May 2010 (16

May) and 0000 UTC 17 May 2010 (17 May). These different

initial conditions show small differences in the wind fields e.g.,

15 May: 24 hrs prior to formation of Low Pressure Area

(LoPar), 16 May: LoPar and 17 May: 6 hrs prior to Depres-

sion. The combination BMJ-YSU-WSM6 as CP-PBL-MP

schemes is same for the last group of experiments. The details

of the sensitivity experiments carried out are summarized in

Table 2.

3. Description of cyclone LAILA 

The cyclone ‘LAILA’ which formed during May 2010 is the

first pre-monsoon severe cyclone that crossed Andhra Pradesh

coast after 1990. Under the influence of onset of southwest

Fig. 2. a) Model simulated tracks, b) time evolution of track error, c) time series plot of minimum central sea level pressure (CSLP)
in ha and d) time series of maximum surface wind speed (MSW) for different experiments with different cumulus parameterization
(CP) schemes along with IMD best fit track, CSLP and MSW data. The time interval of track and intensity is 6 hrs.
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monsoon over Andaman Sea and adjoining south BoB, the low

level circulation turned to be a low pressure area on 1200 UTC

16 May with center near 9.0oN/90.5oE. It concentrated into

depression on 0600 UTC 17 May and further into deep

depression on 1200 UTC 17 May over southeast BoB, about

850 km east-southeast of Chennai. It moved westward and

intensified into cyclonic storm at 0000 UTC 18 May, near

11.5oN/86.5oE with Central Sea Level Pressure (CSLP) of 998

hPa and Maximum Surface Wind speed (MSW) of 18 m s−1.

The cyclone further intensified into severe storm on 0600 UTC

19 May and attained its maximum intensity of CSLP 986 hPa

and MSW 29 m s−1 up to 0900 UTC 20 May. Cyclone moved

slowly during landfall at Andhra Pradesh coast near Bapatla

between 1100 and 1200 UTC 20 May 2010. It caused heavy

Fig. 3. Wind fields at 500 hPa level for CP experiments in the outermost domain (D1 60 km), starting from the initial condition at
0000 UTC 17 May with every 24 hrs of interval.
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rainfall over coastal Andhra Pradesh and Tamil Nadu and

flooding and damage along its path. The significant feature of

the system is that it lay very close to the coast after landfall

maintaining cyclone intensity for about 12 hrs after landfall.

More detailed description as well as the performance of

different forecast model can be found in RSMC Report (2011).

 

4. Results and discussion

In this study, First three set of experiments (Table 2) are

conducted to study the sensitivity of three kinds of physical

parameterization schemes (i.e., cumulus, microphysics and

planetary boundary layer) and fourth set included the sensitivity

of initial condition starting from different initial intensity of

cyclone vortex (i.e., 0000 UTC 17 May, 0000 UTC 16 May

and 0000 UTC 15 May 2010). 

a. Sensitivity to cumulus parameterization schemes

In this group, four experiments are carried out with the

variation only in the cumulus parameterization (CP) scheme.

The CP schemes used are BMJ, KF, GD and Grell in com-

bination with YSU as PBL scheme and WSM6 as MP scheme.

Figures 2a-d shows the model simulated tracks, time

evolution of track error and intensity in terms of minimum

CSLP and MSW along with observed best fit track and

intensity obtained from India Meteorological Department

(IMD) respectively for cyclone LAILA. The observed move-

ment of the storm is in the North-west direction till the landfall

of the storm. The track obtained (Fig. 2a) from BMJ

experiment has captured the direction of movement of ob-

served storm very well but with some eastward bias near

landfall time whereas more eastward bias is observed in KF

experiment. The track of GD and Grell experiments shows

northward movement initially for first 2 days of integration

and then north-westward movement with very irregular

behavior. It is also observed from Fig. 2a that, the translational

speed of the storm is little slower for BMJ and faster for KF,

GD and Grell compared to observation. Throughout the

integration period BMJ modeled storm moves closely to the

Fig. 4. a) Time series of wind shear speed (m s
−1

) averaged over the
outer domain for CP sensitivity experiments, b) Vertical profile of
relative humidity at Machilipatnam Station near landfall i.e., at 0000
UTC 22 May 2010 for CP sensitivity experiments.

Fig. 5. Spatial distribution of middle level (500 hPa -300 hPa) heating
(K Day−1

) for CPS experiment. a) BMJ, b) KF, c) GD, and d) Grell.
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observed track of the storm. The least track error (i.e., less than

250 km throughout integration time) is shown by BMJ ex-

periment, while track errors for KF increases with time. The

intensity in terms of minimum CSLP and MSW is plotted in

Fig. 6. 24 hrs accumulated rainfall (mm) at 0000 UTC 18 May, 0000 UTC 19 May, 0000 UTC 20 May and at 0000 UTC 21 May
respectively, for a) TRMM, b) BMJ, c) KF, d) GD, and e) Grell.
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Figs. 2c and d. The intensity is underestimated by GD and

Grell (~1000 hPa) while it is overestimated by BMJ and KF

(~967 hPa). For Grell experiment, the cyclonic circulation is

dissipated much earlier and the cyclonic vortex did not reached

the storm intensity for GD and Grell schemes (Figs. 2c, d).

However considering track and intensity both in view, simu-

lation from BMJ experiments are better in this group. 

These results clearly explored the profound sensitivity of

cyclone’s track and intensity forecast to the variations in CP

scheme. Now we will discuss some of the possible causes for

these results. For this, the winds at 500 hPa level for each of

these experiments in the outermost domain (60 km) and for

GFS analysis data are plotted in Fig. 3. For BMJ and KF, up to

0000 UTC 19 May, the winds at 500 hPa level are in good

agreement with the GFS observed upper level winds. After

that, the cyclonic vortex at 500 hPa level in KF is shifted to the

east side of the observed storm, whereas for BMJ the winds

are still qualitatively matches with the GFS. The increased

magnitude of northward winds to the east side of the cyclone

center and its interaction with the mid-latitude westerlies at

0000 UTC 20 May, may caused KF modeled storm to move

away from the IMD observed track. For GD and Grell

experiments, feeble cyclonic circulation is seen up to 0000

UTC 19 May and after that, no cyclonic circulation is observed

at 500 hPa level. The weak westerlies in the lower tropo-

spheric level i.e., at 850 hPa level (Figure not shown) and

easterlies at the 500 hPa level may have produced strong wind

shear which further prohibited the development and thus the

intensification of the cyclonic storm LAILA in GD and Grell.

Such easterlies are found to be absent in BMJ and KF at 500

hPa level which may have resulted into weak wind shear and

thus more intense storm. Vertical wind shear of the environ-

mental flow is considered an important factor that can limit

both the intensification and intensity of a TC (Wu and Cheng,

1999; Emanuel, 2004; Wang and Wu, 2004). TCs are in-

fluenced by environmental wind shear at all stages of their life

cycle (Gray, 1968; Tuleya and Kurihara, 1981; Merrill, 1988).

Large shears produce a large ventilation of heat away from the

Fig. 7. a-d) Same as Fig. 2 but for the experimnets with different planetary boundary layer (PBL) parameterization schemes.
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developing disturbance. Frank and Ritchie (2001), in their

series of simulation experiments for testing impact of vertical

wind shear, found that when relatively weak (5 m s−1) shear is

added to the mean flow, the simulated storms rapidly

developed stronger. On the contrary, strong shear (10-15 m s−1)

dissipates the warm air in the upper layers, leading to overall

weakening of the storm from the top to downward. The

distribution of latent heat released depends upon the cumulus

parameterization schemes. The condensation heat released by

the cumulus cloud to the upper troposphere is advected in a

different direction relative to the released heat at lower levels.

In an environment with strong shear, concentration of heat

through the entire troposphere becomes more difficult, which

inhibits the storm development (Gray, 1968). The cumulus

parameterization scheme indirectly influences the wind shear.

As we know, CPS schemes are largely controlled by large-

scale environment; in addition, it also alters the large-scale

environment through feedback mechanism.

To see the impact of CP schemes on the wind shear and thus

on the intensification, time series of domain averaged, vertical

wind shear (between 850 hPa and 200 hPa layers) of hori-

zontal wind is plotted in Fig. 4a. There is a time lag between

Fig. 8. Time series of a) surface net heat flux (SNHF) and b) latent heat flux in W m
−2

 for PBL sensitivity experiments. c)
Time evolution of relative humidity averaged over 5 degree around cyclone center and is plotted for maximum intensity
period (i.e., 1800 UTC 19 May to 0600 UTC 21 May) for MYJ and YSU PBL schemes.
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imposition of the shear and the resulting change in the

minimum CSLP of simulated storms (Frank and Ritchie,

2001). Initial 12 hrs of integration (i.e., up to 0000 UTC 18

May 2010), the intensity is same for all the four schemes (Fig.

2), but shear is weak for BMJ (~11 m s−1) and KF schemes

(Fig. 4a) compared to GD and Grell simulated storms. The

weak shear at the initial development stage of the storm might

have helped the further development of the BMJ as well as KF

simulated storm, whereas for GD and Grell simulated storms,

high shear during initial 12 hrs of integration might have

hampered further intensification. Observational studies also

suggest that a TC cannot develop unless environmental

vertical wind shear is below a certain threshold value i.e.,

~12.5 m s−1 in Western North Pacific and 8-10 m s−1 in Atlantic

(Zehr, 1992; Ritchie, 2002). However evidence also shows that

well-developed TCs can survive quite large vertical shear

conditions (e.g., 15-20 m s−1) over Western North Pacific (Zheng

et al., 2007). Since BMJ and KF storm were well-developed, it

could sustain and intensify further, though the shear is

increasing from ~11 m s−1 to 14.5 m s−1 during 0000 UTC 18

May to 1200 UTC 19 May. Thereafter, decrease in the shear

caused intensification of BMJ and KF simulated storm and

attained its maximum intensity, up to 0000 UTC 21 May and

then the BMJ simulated storm started dissipating (as it reached

close to the land) whereas KF simulated storm still show

higher intensity (as it is over ocean). To dig further the

reseason behind the intensification of storm by BMJ and KF,

we have compared the relative humidity profiles from

radiosonde observations (obtained from Wyoming University

website) at Machilipatnam station (this is the only station close

to cyclone) and those obtained from model simulated storms

for all the CP schemes near landfall i.e., at 0000 UTC 21 May

2010 (Fig. 4b). BMJ simulated storm shows slightly higher

values of relative humidity than the radiosonde observations,

especially the mid-tropospheric mositure profile is in close

agreement with the observations. The mid-tropospheric relative

humidity from BMJ is in close agreement with the ob-

servations whereas for other schemes it shows very dry

surrounding. The KF simulated storms shows dry soundings

which may be because of the storm moved away from the

Machilipatnam station. GD and Grell simulated storms are also

far away from the station, which may be one of the reason for

showing dry surrounding. Thus, from Fig. 4b, it is clear that

the humidity profile of BMJ is matching well the observations.

The proper representation of mid-tropospheric heating gives

the better intensity prediction of the storm (Mukhopadhyay et

al., 2011). The spatial distribution of middle level (700 hPa-

500 hPa) heating in K Day−1 is plotted in Fig. 5 for all the four

CP schemes. The mid-tropospheric heating is found to be more

in BMJ and KF which is may be due to the large amount of

latent heat released during the autoconversion processes of

hydrometeors within the core of cyclone. These processes may

have slowed down in GD and Grell scheme which resulted

into less heating in the mid-troposphere. Inner core rainfall is a

good indicator of latent heat release, which is a crucial heat

source for intensification and the rainfall intensity is sig-

nificantly correlated with the intensity of the storms (Rodgers

et al., 1994a, b). The simulated 24 hrs accumulated rainfall for

every 24 hours i.e., at 0000 UTC 18 May, 0000 UTC 19 May,

0000 UTC 20 May and 0000 UTC 21 May 2010 for four CP

schemes along with that obtained from Tropical Rainfall

Measuring Mission (TRMM) data is plotted in Fig. 6. It can be

seen that, the spatial area covered by the TRMM observations

is reduced in BMJ and KF simulated storm during inten-

sification period, but the magnitudes of the rainfall i.e., more

than 200 mm by BMJ and KF, are well matching with the

observations. The location of the rainfall maxima and the track

of the cyclone simulated by BMJ and KF are in good

Fig. 9. Vertical profile of relative humidity at Machilipatnam station for PBL sensitivity experiments plotted at a) 0000 UTC 19
May 2010 and b) 0000 UTC 21 May 2010.
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agreement. For GD and Grell simulated storms, as intensity is

underestimated, same is reflected in the rainfall patterns. 

All these results show that the simulated track, intensity,

precipitation patterns are sensitive to CPS. The only BMJ as

CPS could simulate the track and intensity comparable to the

observed one. The reason for better performance of BMJ may

be due to proper representation of the large scale flow as well

as the feedback mechanism which modulated this large scale

flow by latent heat release. Whereas the large initial vertical

wind shear inhibited the intensification of the storm in GD and

Grell and large scale flow in KF simulated storm may have

caused it to move away from the observed track. Thus, further

experiments are conducted considering BMJ as CPS. 

b. Sensitivity to PBL parameterization schemes

The second set of experiments consists of sensitivity of two

PBL schemes such as YSU and MYJ. As discussed in the

section 4.1, BMJ as CP and WSM6 as MP scheme are kept

fixed for these experiments. 

The simulated track and intensity for these experiments

along with IMD observations are presented in Figs. 7a-d. The

direction of the movement of the storm is captured well by

both the PBL schemes and the simulated tracks are overlapped

with each other (Fig. 7a). The translational speed between the

two modeled storms by YSU and MYJ is different and is

clearly seen in Fig. 7a. The time evolution of the track error

(Fig. 7b) shows similar and overlapped tracks up to 1200 UTC

20 May with maximum difference between the two simulated

tracks is 50 km, thereafter the track error is drastically reduced

for YSU storm. This increased difference between the two

tracks simulated by YSU and MYJ is may be because of the

slow translational speed of the MYJ storm. The intensity

variation for LAILA cyclone is shown in Figs. 7c and d. The

minimum CSLP variation (Fig. 7c) shows that both PBL

schemes give overestimated intensity of the storm, but MYJ

storm intensity is closer to the IMD observations. To elucidate

the possible causes of these results, we have presented time

Fig. 10. Same as Fig. 6 but for PBL experiments.
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series of area averaged surface net heat flux (SNHF) in W m−2

for cyclone LAILA in Fig. 8a. SNHF is sum of ground

sensible heat flux (GR) and latent heat flux (LH). It is noted

that the characteristic variations in SNHF are well in

correspondence to the cyclone intensity variations. The higher

values of SNHF correspond to the overestimated intensity by

YSU and lower values of SNHF correspond to the closely

matching intensity by MYJ with IMD observations. The latent

heat flux (LH) is found to be more for YSU simulated storm

than MYJ simulated storm (Fig. 8b). To further investigate the

large disparity in the LH values the time evolution of relative

humidity averaged over 5 degree around the storm center for

the maximum intensity period (i.e., 1800 UTC 19 May to 0600

UTC 21 May) is shown in Fig. 8c for MYJ and YSU

respectively. Eventhough the more relative humidity values at

0000 UTC 20 May are observed in MYJ simulated storm,

relatively dry mid-troposphere is observed at this time. In YSU

simulations, the boundary layer moisture is found to be more

along with high mid-tropospheric relative humidity. To explore

the relation between the relative humidity and hydrometeor

concentration, we have plotted (Figure not shown) the area

averaged (5o
× 5o around cyclone center) mixing ratio for each

hydrometeor is plotted for MYJ and YSU. It shows that MYJ

produced less condensates than YSU. Significant decrease in

graupel and snow is noticed in MYJ. The radiosonde humidity

profiles at Machilipatnam station are compared with model

simulated humidity profile at 0000 UTC 19 May and at 0000

UTC 21 May (Fig. 9). MYJ simulations produce a moister

boundary layer and lower troposphere while higher levels are

significantly drier than YSU simulations. It can be seen that

MYJ simulations maintain higher relative humidity at lower

levels but above 800 hPa YSU provides a considerably larger

moisture content. As expected the large amount of available

moisture for condensation in YSU simulations may affects the

vertical velocity fields and thus produces higher graupel and

snow concentration resulting in higher intensity and vice versa

Fig. 11. Same as Fig. 2 but for the experimnets with different microphysics parameterization (MP) schemes.
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in MYJ. In Fig. 9b, well matched humidity profiles for MYJ

and YSU are observed. The YSU storm is close to the landfall

with decreased intensity, while MYJ storm is still over the

ocean and is far away from the station. It may be one of the

reason for similar humidity profiles for MYJ and YSU near

landfall. 

Higher values of relative humidity may indicate the favorable

situation for deep mixing extended to the layer above the PBL

top and thus moisture is transported upward through too deep

of a layer, in YSU. While in MYJ, no mixing occurs with the

air above the PBL and thus air in the PBL is mixed intensely

among adjacent layers and hence low level moisture will be

trapped in PBL resulting in the slow mixing. 24 hrs

accumulated rainfall plotted at every 24 hrs interval starting

from 0000 UTC 18 May for two PBL schemes along with the

TRMM rainfall is shown in Fig. 10. The rainfall pattern and

the surface track of cyclone simulated by MYJ and YSU are

consistent with the each other. Similarly the magnitudes of

rainfall and intensity simulations by MYJ and YSU are

matching very well with the TRMM observations.

It can be concluded from the above that the deepest vertical

mixing in the simulations with YSU scheme, as illustrated by

the mean relative humidity (Fig. 8c) and vertical distribution of

each hydrometeor (Figure not shown), resulted in more transfer

of moisture from low to higher levels as well as latent heat

release during the autoconversion processes of hydrometeors,

further produced large amount of condensates (graupel and

snow). Moreover, the reduced condensation at mid-levels due

to limited water vapor supply, had a significant impact on

latent heating affecting the intensity of the storm. MYJ scheme

is a local closure scheme and many studies have reported that

local schemes exhibit insufficient moisture transport at higher

levels due to weak vertical mixing (Jankov et al., 2005, 2007;

Hu et al., 2010). As a result, MYJ is usually too moist near the

surface (Jankov et al., 2007; Hu et al., 2010). Another possible

cause for the differences between YSU and MYJ runs would

be the different surface layer schemes that are tied to each BL

scheme. However, previous studies have shown (Hu et al.,

2010; Shin and Hong, 2011) that surface layer parameteri-

zations only contribute to near surface variability, whereas the

shapes of the profiles are determined from the BL schemes.

The role of free atmosphere diffusion in YSU was also

examined by setting different values of mixing length (see

Hong et al., 2006) which did not affect simulation results

Fig. 12. Time evolution of area averaged mixing ratio in g kg
−1

 for Ferrier and WSM6 MP Schemes. The shaded are the frozen
hydrometeors i.e., snow for Ferrier and ice, snow, graupel for WSM6 scheme. The contours represent the liquid hydrometeors i.e.,
rain water and cloud water.
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substantially (Figure not shown).

Keeping in view these results i.e., better simulation of track,

translational speed and variations in the magnitude of the

storm intensity, it is reasonable to say that YSU scheme

performed better in the group. For next set of experiments,

BMJ and YSU as CP and PBL scheme is kept fixed and

sensitivity of two microphysics schemes is conducted.

c. Sensitivity of microphysics parameterization schemes

The third group of experiments includes two experiments for

sensitivity of microphysics scheme such as WSM6 and Ferrier.

Fig. 13. Area Averaged Mixing ratio for each hydrometeor separately (a-c) for Ferrier and (d-h) for WSM6 MP schemes. a)
and d) shows snow hydrometeor, b) and e) for cloud water, c) and f) shows rain water, g) graupel, and h) ice hydrometeor.
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Figures 11a-d show modeled track of cyclone LAILA, time

evolution of track error in km and the intensity variation in

terms of minimum CSLP and maximum surface winds along

with IMD observation. The microphysics do not show much

impact on the track of the cyclone, when it is over the ocean

but when cyclone approaches towards the land, Ferrier show

the stationary/stagnated cyclone (Fig. 11a). The modeled

cyclone shows eastward bias in the track for both micro-

physics. The WSM6 modeled cyclone gave 12 hrs late

landfall, whereas the Ferrier scheme failed to give the landfall

and remains stationary over the ocean. The average track error

for both schemes is less than 300 km and track error 24 hrs

before observed landfall increases for Ferrier (Fig. 11b). The

intensity of the cyclone LAILA is overestimated by both the

schemes, but the Ferrier scheme is closer to the observed

intensity. The difference between the intensity simulated by

WSM6 and Ferrier is about 2-3 hPa (Fig. 11c). By taking into

account the track and intensity both, the WSM6 has performed

well. To know the reason behind the difference in the intensity

simulation, the area averaged mixing ratio is plotted in Fig. 12.

The frozen hydrometeors like snow for Ferrier and snow,

graupel and ice for WSM6 are shaded and liquid hydrometeors

like rain water and cloud water are shown in contours. The

frozen hydrometeors have higher concentration at the re-

spective mature stage of the cyclones for both Ferrier and

WSM6 experiments. It is shown by Lord et al. (1984, 1988),

Mukhopadhyay et al. (2011), Kanase et al. (2014b) that, the

auto conversion processes between the hydrometeors and the

amount of latent heat released during this conversion is the

main factor which controls the intensity of the cyclone. Here it

is found that inspite of almost an equal amount of liquid

hydrometeors; the intensity of the cyclone varies with the

amount of frozen hydrometeors. Higher concentration of frozen

hydrometeors in Ferrier gave lower intensity cyclone whereas

comparatively lower concentration of frozen hydrometeors in

WSM6 gave higher intensity of the cyclone. Here it is

interesting to know the reason and thus type of the hydro-

meteor responsible for the intensity. Therefore we have plotted

each hydrometeor separately (Fig. 13). For Ferrier scheme,

snow is the only frozen hydrometeor while for WSM6 snow,

graupel and ice are the frozen hydrometeors. Snow is present

at 400 hPa. Ice (which is present above 300 hPa) and snow are

aligned at the leading edge of the system. Graupel is found in

the middle tropospheric level (~500 hPa) and rainwater and

cloud water below the freezing level. In Ferrier, the snow

mixing ratio is found to be more, whereas in WSM6, the snow

mixing ratio is found to be decreased but the graupel

concentration is more than snow concentration. Thus the

presence of large amount of graupel in the mid-troposphere

may produces large latent heat which may have contributed

towards the increased intensity in WSM6 simulated storm. The

liquid hydrometeors such as cloud and rain water in both

WSM6 and Ferrier simulated storm remains more or less

unchanged and hence may not affect the intensity. The ice

concentration in WSM6 is found to be very less and may not

be contributing towards the intensity of the cyclone. Thus the

lowered generation of snow and higher production of graupel

in WSM6 could be an indication of overestimated cyclone

intensity.

To explore the relation between the heating and cyclone

intensity further, the spatial distribution of middle level (500-

300 hPa) heating and lower level (900-700 hPa) vorticity are

computed for Ferrier and WSM6 (Fig. 14) respectively. It is

clearly seen that the locus of maximum vorticity followed the

region of organized and coherent heating in Ferrier and

WSM6. It is also evident from Fig. 14 that the higher con-

centration of snow in Ferrier has produced less mid-

tropospheric heating, while lower snow concentration and

higher graupel concentration in WSM6 have produced more

heating in the mid-troposphere, which may have contributed

towards the higher intensity values in WSM6. To demonstrate

the role of hydrometeors on the forecast deviation, the

percentage contribution of each hydrometeor is plotted for MP

experiment (Figure not shown). Snow, rainwater and graupel

show a similar pattern and the same location as that of the

middle level heating in Ferrier and WSM6. The path of

maximum ice and cloud water do not coincide with the path of

maximum heating. Thus, it appears that the generation of snow

along with increased amount of graupel around the cyclone

center in WSM6 plays an important role in modulating the

Fig. 14. Spatial distribution of a) middle level (500 hPa -300 hPa)
heating (K Day−1

) b) Lower level (900-700 hPa) vorticity (10
−5

s
−1

) for
Ferrier (upper panel) and WSM9 (lower panel), respectively. 
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middle level heating which in turn influences the instability

and thus the intensity of modeled cyclone. 24 hrs accumulated

rainfall in mm at every 24 hrs interval starting from 0000 UTC

18 May for Ferrier and WSM6 show well matched magnitudes

and rainfall pattern with TRMM observations (Figure not

shown)

d. Sensitivity to initial and boundary conditions

Thus the results discussed from section 4. a to section 4. c

suggest that the combination BMJ-YSU-WSM6 of Cumulus,

PBL and microphysics scheme gave better track and intensity

forecast for cyclone LAILA. Therefore to study the sensitivity

of initial and boundary conditions, this combination is kept

fixed and two initial conditions such as 0000 UTC 16 May

referred as 16 May and 0000 UTC 15 May (15 May) in

addition to 0000 UTC 17 May (17 May) are used. The initial

condition 15 May is 24 hrs before the low pressure area

(LoPar), 16 May is LoPar and 17 May is the initial condition

which is 6 hrs before formation of depression.

The modeled surface track of cyclone LAILA plotted with

IMD observed track, time evolution of track error in km and

the intensity variation in terms of minimum CSLP and

maximum surface winds are shown in Figs. 15a-d. For first

5days from 15may as IC, the track error lies below 200 km and

after that track error continuously increases. It may be because

WRF model has ability to produce the genesis and hence the

depression stage as seen from Fig. 15a. For 16 May and 17

May, the location of the depression stage is close to each other

but far away from the IMD observed position. Eventhough the

model simulated surface tracks for 16 May and 17 May, seems

to be overlapped with each other, the track error is found to be

Fig. 15. Same as Fig. 2 but for the experimnets with different initial conditions such as 0000 UTC 15 May, 0000 UTC 16 May, and
0000 UTC 17 May with fixed combination BMJ-YSU-WSM6 as CP-PBL-MP schemes.
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minimum for 16 May whereas for 17 May, it has large

deviation from the IMD track (Fig. 15b) which may be due to

the slow translational speed of modeled cyclone. For all the

three initial conditions, modeled storm showed late landfall.

The observed storm is reached close to land on 20 May

whereas the modeled storms (with three initial conditions) are

still away from the coast. At 0000 UTC 21 May, the observed

storm was over land, but the modeled storms are still over the

ocean surface, which caused it to remain intensified till 21

May. The small variation in the mid tropospheric flow may be

responsible for the variation in the track error (Fig. 16). The

mid-tropospheric flow at 500 hPa for GFS qualitatively matches

well with 17 May and 16 May experiments and for 15 May

more eastward bias observed with respect to the center of the

system. The smaller changes in the surface initial position has

led to the significant changes in mid-tropospheric temperature

and humidity (Figure not shown) throughout the time in-

tegration period and may be responsible for the intensity

change with fixed MP and PBL schemes. The intensity is

overestimated with all the initial conditions, but with 16 May it

is closer to the IMD observed intensity (Figs. 15c, d). To

understand the variation in the intensity we have examined

temporal evolution of area averaged mixing ratio in Fig. 17.

Maximum concentration of frozen hydrometeors persists for

longer time for 17 May and 15 May and for less time for 16

May. Thus, auto conversion processes in 17 May and 15 May

have lasted longer than 16 May and thus increased latent heat

release caused increase in the mid-tropospheric temperature

and the positive feedback is resulted in increased intensity. To

establish the role of hydrometeors on intensity simulation, we

have plotted the area averaged mixing ratio of each hydro-

meteor separately for three ICs (Figure not shown). It is clearly

demonstrated that the changing concentration of graupel has

more profound impact on the intensity than the snow

hydrometeor. Figure 18 shows the mid-tropospheric heating

and lower level vorticity for 17 May, 16 May and 15 May as

Initial conditions. The locus of maximum vorticity is followed

by the maximum mid-tropospheric heating. For 15 May

Fig. 16. Wind fields at 500 hPa level for GFS and three initial condition sensitivity experimnets with every 24 hrs of interval from 0000
UTC 17 May for cyclone LAILA. Upper panel-GFS, second panel-0000 UTC 17 May, third panel: 0000 UTC 16 May and lower most
panel: 0000 UTC 15 May as initial condition.
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Fig. 17. Same as Fig. 10 but for initial condition sensitivity experimnets i.e., 15 May, 16 May, and 17 May respectively for cyclone
LAILA.

Fig. 18. Same as Fig. 14 but for IC sensitivity experiments for  a) 17 May, b) 16 May, and c) 15 May.
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experiment, the lowered values of lower vorticity corresponds

to the lowered mid-tropospheric heating. Similarly for 17 May,

higher values of vorticity correspond to the higher middle level

heating leading to higher intensity. Increased lower level

vorticity pumps more moisture from the ocean surface causing

positive feedback and thus more intense storm in 17 May. The

mid-tropospheric warming and lower level vorticity values are

less in 16 May and 15 May experiments causing relatively less

intense storms. For 16 May, the proper representation of mid-

level heating corresponds to the intensity values closer to IMD

observations. Thus, depending upon the mid-tropospheric

heating (which may acts as the driver for the moisture

pumping from lower levels to higher levels) intensity of each

cyclone varies. 24 hrs accumulated rainfall (Fig. 19) plotted for

three IC experiments such as 17 May, 16 May and 15 May

along with TRMM observations show that the intensity of the

modeled storm and the simulated rainfall amount are in close

agreement, whereas 16 May experiment has well matched

rainfall pattern as well as magnitudes of rainfall close to

TRMM observations. 

Fig. 19. Same as Fig. 6 but for IC sensitivity experiments.
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5. Conclusions 

Our results suggests physical parameterization in WRF-ARW

model have large sensitivity on intensity and track of severe

cyclonic storm LAILA. The track and intensity of the storm is

also very sensitive to the initial conditions and thus the

intensity of the vortex. Here an attempt is also being made to

elucidate possible mechanisms for intensity modulation.

The cumulus parameterization experiments suggest that

BMJ scheme has produced the best track and both BMJ and

KF have produced more intense storm while GD and Grell

have lower intensity storm. The impact of CP schemes on

large scale environment is well demonstrated from CP sen-

sitivity experiments. The mid-tropospheric flow (at 500 hPa)

for GFS and BMJ are in close agreement with each other,

whereas strengthened northward flow and interaction with the

mid-latitude westerlies caused KF storm to move to the east

side of the observed storm. The GD and Grell schemes failed

to produce the cyclonic circulation at 500 hPa and hence

produced lower intensity and dissipated very fast. The higher

wind shear values at initial stage may have inhibited the

further intensification of the cyclone in GD and Grell, while

lower values of shear may have helped to form a more intense

storm in BMJ and KF. A well developed storm in BMJ and KF

may be able to sustain the increased shear values. The inner

core rainfall of storms is a good indicator of the latent heat

release, which is a crucial heat source for intensification and

the rainfall intensity is significantly correlated with the intensity

of the storms. The BMJ and KF are able to produce more

realistic pattern of 24 hrs accumulated rainfall than GD and

Grell. Thus, only BMJ as CPS could simulate the track and

intensity of LAILA, comparable with the observations. The

reason for better performance of BMJ may be proper re-

presentation of the large scale flow as well as the feedback

mechanism which modulated this large scale flow by latent

heat release. 

The PBL sensitivity experiments indicate that all the

simulated tracks have less track error compared to CPS

experiments. The track and the translational speed of the storm

are well simulated by the YSU scheme while the intensity

simulated by MYJ is close to the IMD observation. The further

investigation of the temporal evolution of the area averaged

total surface net heat fluxes (SNHF) explores the higher SNHF

is associated with the more intense storm in YSU and vice

versa. This is investigated further with the help of time

evolution of latent heat flux and relative humidity. In YSU, the

deep mixing extended to the layer above the PBL top and thus

moisture is transported upward through too deep of a layer,

while in MYJ, no mixing occurs with the air above the PBL

while air in the PBL is mixed intensely among adjacent layers

and hence low level moisture will be trapped in PBL resulting

in the slow mixing and thus causing lower intensity storms in

MYJ. The rainfall pattern in YSU is also in close agreement

with TRMM observations. Thus YSU as PBL scheme per-

forms better in this group. 

The MPS sensitivity experiments shows insignificant impact

on the track of the cyclone, but the intensity is largely affected

by the MP scheme. The frozen hydrometeor concentration and

thus the latent heat released during the auto-conversion

processes are responsible for the intensity of the storm. It is

found that the WSM6 is able to produce a realistic feature of

the cyclones as compared to the other schemes. The relative

success of this scheme is attributed to its ability in incor-

porating an improved snow/graupel production by weighted

mixing ratio and rain auto conversion process. The ice and

graupel concentration is much lower near the cyclone center.

Ice is abundant in the higher levels near the leading edge of the

outflow. The snow is the hydrometeor with maximum contri-

bution (found at ~400 hPa) followed by rainwater in the lower

levels. Cyclone intensity is strongly influenced by heating

within it and the heating is dominantly influenced by the snow

and graupel production within the cyclone environment. So the

vertical distribution as well as the spatio-temporal distribution

of snow and graupel (Mukhopadhyay et al., 2011) and thus the

mixed phase hydrometeors in WSM6 is the decisive factor for

cyclone intensity forecasts over the Indian Ocean

The last set of experiments dealt with the sensitivity to initial

conditions and boundary conditions. The small differences in

the initial wind fields are resulted in the remarkable changes in

the track and intensity of the storm. Impact of large scale flow

is clearly demonstrated with the help of 500 hPa wind fields.

The wind shear values at the initial stage plays an important

role in determining the intensity of the cyclone. The concen-

tration of the frozen hydrometeors especially snow and graupel,

their time of persistence along with the realistic representation

of mid-tropospheric heating, well matched rainfall pattern in

16 May experiment are the important factors responsible for

determining the intensity of LAILA close to IMD obser-

vations. 

In general we note that the track and intensity is more

sensitive to CPS schemes, but the MPS and PBL schemes also

has impact on the intensity of the cyclones. Thus choosing the

appropriate CP scheme in model will greatly influence the

track of the cyclone and thus will minimize the track error. In

addition to the appropriate CP scheme, the choice of PBL and

MPS scheme will also lead to the better intensity simulation.

The change in the initial and boundary conditions also have

remarkable impact on the track and intensity of the cyclone.

We feel that more research on the sensitivity to initial and

boundary conditions is required to come to a firm conclusion.

We understand that one case study might not be able to sub-

stantially support the findings; however, we strongly feel that

findings of this work will definitely supplement the current

understanding of weak intensity cyclones. In future, we would

like to study the impact of different intensity vortices as initial

conditions on track and intensity of the weak intensity storms. 
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