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Abstract
The impact of corruption on environment quality is a challenge for both developed and
developing countries. Using the panel quantile regression approach and the generalized
method of moments (GMM), this paper examines the linkers between corruption and
CO2 emissions in African countries. Empirical results show that the corruption level is
high for all African economies. Also, the effect of corruption on CO2 emissions is
negative in lower emissions countries. But, this effect becomes insignificant for higher
emissions countries. However, its indirect effect on CO2 emissions is positive. But, the
positive effect of corruption on environment quality dominates the negative effect. The
end result is a total positive effect, i.e., African countries suffer from higher level of
corruptability which eventually causes many serious ecological problems.
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Introduction

Over the two last decades, the issue of climate change has gained greater attention with
the considerable degradation of air quality. Many studies articulated by (Ang 2007;
Shahbaz et al. 2012; Kanjilal and Ghosh 2013; Apergis and Payne 2009; Alam et al.
2016; Baek and Pride 2014; Begum et al. 2015), the trade openness (Al-Mulali et al.
2015; Jebli and Youssef 2015; Arouri et al. 2014; Basarir and Arman 2014; Saboori
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et al. 2012), the population (Borhan et al. 2012; Ahmed and Long 2012) incorporated
new factors expected to determine the environment quality, such as taking into account
the energy consumption. By combining the corruption issue in the political field
together with environmental issue in the economic field, many auteurs (Shleifer and
Vishny (1993), Jain (2001) and Walter and Luebke (2013)) proposed new ways to
consider the expected factor that affect the environmental quality. The corruption was a
common issue in both developed and developing countries. According to a survey
conducted by the Organization for Economic Cooperation and Development (OECD)1

the corruption appears with a greater effect on CO2 emissions in developing countries
compared to the more developed countries. The corruption may spread in most
governmental and legislative department and could potentially lead to the destruction
and deterioration of the ecological system and environment quality due to worst
environment regulations and high complexity of the environment issues.

The impact of corruption on environment quality is becoming a substantial chal-
lenge for more sustainable economic development (Seldadyo and De Haan 2011; Wang
et al. 2015; and Zhang and Da 2015). Corruption accompanied with various other
institutional inefficiencies is commonly expected in the literature to crucially affect the
country’s total factor productivity as well as the government’s concerns and the control
for environmental quality. Lopez and Mitra (2000) attributed the real emission level far
away beyond the socially acceptable limits of GDP per capita to suboptimal govern-
ment decisions. A higher degree of corruption results in a greater deviation from
socially acceptable standards. Moreover, the corruption could induce the degradation
of the environment quality through the trade policies channel. Damiana et al. (2003)
found that the level of corruption may likely affect the impact of trade liberalization on
environmental policies stringency. A higher level of corruption results in a reduction of
environmental policies stringency. Moreover, there is broad evidence that in many
countries the impact of corruption on natural resources results in degradation in the
environment quality. Hafner (1998) showed in this vein that, in many countries, the
corruption stills a main driver of misappropriate use of land, forest resources, and
tropical forest destruction. In the developing countries, the natural resources used such
as the use of lands may be affected by inappropriate government policies driven under
the pressure of special interest lobby groups. On the other hand, the corruption affects
the most vulnerable firms by reducing their chance to access to several services and
different investment. In this perspective, Paunov (2016) conducted a comparative study
to examine the impacts of corruption on smaller and larger sized firms adoption of
quality certificates and patents using firm level data for a set of developing and
emerging countries. His results showed the existence of strong evidence that smaller
firm’s exhibit higher sensitivity to corruption. He founded, also, that while corruption
does not affect patenting, it induces a lower machinery investments for innovation.
According to Chimeli and Braden (2005), there is a critical value for total factor
productivity (TFP) (which follows from the country’s regulatory and legal constraints,
cultural values, and corruption, among others). They showed that higher TFP means
better environmental quality. However, empirical assessments of the impact of corrup-
tion on the environment in African countries are not significant, leading to some
uncertainty regarding the magnitude and significance of any such impact.

1 4 http://www.oecd.org/daf/anti-bribery/ConvCombatBribery_ENG.pdf
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The aim of this paper is to improve the existing literature from three aspects. First, it
provides a rigorous examination of the linkers between corruption and environmental
quality in African countries. Second, it employs the simultaneous dynamics panel data,
which may provide more complete results compared to the commonly used ordinary
least squares (OLS) regression approach. Third, it quantitatively assesses the direct and
indirect impacting mechanisms of corruption on CO2 emissions.

The remainder of this paper is as follows. The second section overviews the
literature reviews on the corruption-environment quality connections. The third section
describes the data and the methodology. BEmpirical Results^ summarizes the main
results. Concluding remarks are given in the end of the manuscript.

Literature Review

Defined as any action against the legal system leading to inappropriate business
practices, corruption affects nearly all aspects of social and economic life (Kaufmann
and Kraay 2008). Available studies indicate clearly that corruption represents a chal-
lenge not only for many emerging economies but also for many wealthy countries
(Bellos and Subasat 2012). So, with its presence in all levels of society, corruption can
found to inhibit economic growth (Mauro 1995), to affect political and societal stability
(Abed and Gupta 2002), to reduce the legitimacy of government (Anderson and
Tverdova 2003), and to affect the environmental quality (Cole 2007). According to
the Guardian report of 2015,2 around 600 million tons of carbon was wrongly emitted
under the Joint Implementation (JI) scheme of the United Nations Framework Con-
vention on Climate Change (UNFCCC), which was hutted by serious corruption
allegations involving organized crime in Russia and Ukraine. To analyze the effect of
corruption on CO2 emissions, we can divide the previous research into two aspects, i.e.,
the direct and indirect effects. Corruption can directly affect the environmental quality
through the leakage of Polluters from the payment of taxes on the environmental
quality. Also, corruption can affect the environmental quality through its effect on
growth. So, corruption contributes to the destruction of the economy, which in turn
affects the environmental quality. Corruption can also affect the environmental quality
through its effect on energy consumption. Indeed, the leakage of the payment of taxes
on second hand, cars that consumes more energy causes more pollution.

Indirect Effects of Corruption on the Environmental Quality

The indirect effects of corruption on environmental quality can be analyzed by the effect of
corruption on growth. Several studies have analyzed the corruption effect on economic
growth. Using the OLS and 2SLSmethods,Mauro (1995) has concluded that the corruption
may reduce economic growth by decreasing investment. To capture the impact of corruption
on investment and growth in developing countries, Rock and Bonnett (2004) have created
several new corruption variables and have used the OLS regression. The authors founded
that corruption slows growth and/or reduces investment in most developing countries,

2 http://www.theguardian.com/environment/2015/aug/24/kyoto-protocols-carboncredit-scheme-increased-
emissions-by-600m-tonnes
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particularly small developing countries, but increases growth in the large East Asian newly
industrializing economies. Fisman and Svensson (2007) have analyzed the relationship
between bribe payments, taxes and growth in 176 Ugandan firms. The results show that a
one percentage point increases in the bribery rate is associated with a reduction in firm
growth of 3% points, an effect that is about three times greater than that of taxation. Hakkala
et al. (2008) have examined the effect of corruption on foreign direct investment (FDI) using
causal effect analysis for the Swedish firm level data. The authors have concluded that
corruption can reduce the probability that a firm will invest in a country, and the horizontal
investments were deterred by corruption to a larger extent than vertical investments. Huang
(2016) used the bootstrap panel Granger causality approach. Based on data from 13 Asian
Pacific countries over the 1997–2013 periods, to investigate whether corruption negatively
affects economic growth. The findings were mixed, i.e., there is a significantly positive
causality running from corruption to economic growth in South Korea, a significantly
positive causality running from economic growth to corruption in China and no
significant causality between corruption and economic growth for the remaining
countries. Cooraya et al. (2017) have investigated the relationship between corruption, the
shadow economy, and public debt. The authors have used the ordinary least squares (OLS),
Fixed effects, system generalized method of moments (GMM) and instrumental variable
estimation for 126 countries over 1996–2012. Obtained results confirm that increased
corruption and a larger shadow economy lead to an increase in public debt. It indicated
also that the shadow economy magnifies the effect of corruption on public debt suggesting
that they act as complements.

Alongside its indirect effect through the economic growth, corruption can affect the
quality of the environment through its effect on natural resources (especially energy
consumption). Indeed, the energy sector, with its complex mixture of public and private
actors and often centers of monopoly power, is prone to corruption. The statistics for the
corruption perceptions index (CPI) presented by the transparency international (2015)
indicated that of the 32 leading mining countries where extraction of coal, oil, natural gas,
and uranium takes place, only nine have a score above 5.0 and the remaining 23 have scores
of 4.8 or below. In this perspective, Fredriksson et al. (2004) have used dynamic panel data
on sector energy intensity (energy used per unit of value added) in OECD countries for the
years 1982–1996. They concluded that corruption can affect the energy policies through
three axes. First, greater corruptibility reduces the stringency of energy policies. Second,
increasing costs of coordinating bribery leads to more stringent energy policies. Third, the
distribution of the worker and capital owner lobby’s political pressures depends on how
energy policies affect the lobby group member’s income. Rabah and Markus (2011) have
examined the relationship between oil rents, corruption, and state stability. They concluded
that an increase in oil rents significantly increases corruption.

The Direct Effects of Corruption on the Environmental Quality

Many studies have considered the direct effect of corruption on the levels of CO2

emissions by means of environmental regulations. In this perspective, Ozturk and Al-
Mulali (2015) have analyzed the corruption effect on CO2 emissions using the gener-
alized method of moments and two-stage least squares (2SLS) in Cambodia for the
period of 1996–2012. The results confirm that the control of corruption could reduce
CO2 emissions.
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Pellegrini and Gerlagh (2006) have used the OLS estimation for analyzing the effect of
corruption on environmental policies. The authors have concluded that the corruption levels
were the most important factor in explaining the variance in environmental policies in the
enlarged European Union (EU) countries. Using data for 94 countries covering the period
1987–2000, Cole (2007) has analyzed both direct and indirect impacts of corruption on air
pollution emissions. He concluded that for both pollutant (i.e., sulfur dioxide and carbon
dioxide), corruption has a positive direct impact on per capita emissions. He also showed
that the indirect effects are found to be negative and larger in absolute value than direct
effects for the majority of the sample income range. Therefore, the total effect of corruption
on emissions is negative for all except the highest income countries in the sample. Biswas
et al. (2012) have used a reduced form econometric model and panel data covering the
period from 1999 to 2005 in more than 100 countries. Their goal is to test the mechanism
through which the shadow economy feeds environmental degradation. They concluded that
in the different regressions, the marginal impact of the shadow economy on local and global
air pollution is positive. However, this destructive effect can be significantly reduced by
lowering the levels of corruption.

Sekrafi and Sghaier (2016) have examined the relationship between corruption,
economic growth, environmental degradation, and energy consumption for the 13
Middle East and North African (MENA) countries over the period 1984–2012. The
authors have used the dynamic (Diff-GMM and Sys-GMM) panel data approaches.
The results show that the increased corruption directly affects economic growth,
environmental quality, and energy consumption. However, corruption has an indirect
effect on economic growth through energy consumption and environmental quality, an
indirect effect on environmental quality through economic growth and an indirect effect
on energy consumption through CO2 emissions and GDP. Indeed, energy consumption
and CO2 emissions affected the economic growth. Meanwhile, economic growth
effected CO2 emissions and energy consumption. Finally, CO2 emissions affected
economic growth. Ozturk and Al-Mulali (2015) have analyzed the effect of better
governess and corruption control on the environmental degradation in Cambodia for
the period of 1996–2012. The authors used the generalized method of moments
(GMM) and the two-stage least squares (TSLS) regressions. The results confirmed that
GDP, urbanization, energy consumption, and trade openness increase CO2 emission
while the control of corruption and governess can reduce CO2 emission. However, most
relevant studies considered the topic in a single country or the whole world, but few
focused on that in the Africans countries. Moreover, the use of the traditional ordinary
least squares (OLS) regression approach can give biased results, which do not reflect
the complete picture of the effect on different levels of CO2 emissions. In order to
obtain the total effect of corruption on environmental quality, we use in this paper the
GMM method for the simultaneous equations on panel data.

Empirical Analysis

Data Descriptions

In our paper, we analyze the total effect of corruption on the environmental quality for
the Africans countries for the period from 1992 to 2013. In total, 18 countries are
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included, (i.e., Tunisia, South Africa, Congo, Dem. Rep., Zambia, Zimbabwe, Tanza-
nia, Senegal, Sudan, Nigeria, Morocco, Kenya, Ghana, Egypt, Algeria, Congo, Rep.,
Benin, Burundi, and Angola). We use the data of per capita CO2 emissions and primary
Energy Consumption (EC) which are obtained from the energy information adminis-
tration (EIA). We use the corruption index published by the PRS group to evaluate the
degree of corruption where the original range of corruption is from zero to 6. The zero
value refers to the highest level of corruption. Besides, GDP, Pop, OP, and UR
represent logarithm of per capita GDP (constant 2005 US$), Logarithm of the total
population size, trade openness measuring by the sum of exports and imports of goods
and services measured as a share of GDP and urbanization, respectively, which are all
from the world development indicators (WDI) database of the World Bank. We
introduced the INFOR variable, which represents the fraction of the informal sector
in GDP. However, the use of such a variable in empirical studies presents a challenge
given the relative lack of information on the size of the informal economy, especially in
developing countries. Very few authors have been able to estimate the fraction of the
informal sector. Especially, Schneider et al. (2010) who recently updated and widely
used dataset, which estimates the size of the shadow economy as a percentage of GDP
for162 countries from 1999 to 2007.

Methodologies

In order to analyze the relationship between corruption, energy consumption, economic
growth, and CO2 emissions, we used two methods in our studies. The first investigation
checks the heterogeneity of the effect of corruption on different levels of CO2 emis-
sions. In order to investigate this relationship, we used the panel quantile regression
model. The quantile regression model may be presented by Eq. (1).

QCO2it τ k=αi; xitð Þ ¼ αi þ β1CORit þ β2GDPit þ β3GDP
2
it þ β4IMPit þ β5EXPit

þ β6POPit þ β7URit ð1Þ

Where, the subscripts i and t denote country and year, respectively, αi stands for the
unobservable individual effect, τ the number of quantile of the conditional distribution,
and (CO2, GDP, GDP, COR, IMP, EXP, POP, UR) are our variables. Furthermore, to
estimate the coefficients for the τth quantile of the conditional distribution, Eq. (2) was
used.

β̂̂ τð Þ ¼ argmin ∑
n

i¼1
ρτ yi ¼ xτi β
� � ð2Þ

Where, ρτ uð Þ ¼ u τ−I u < 0ð Þð Þ; I u < 0ð Þ ¼ 1; u < 0
0; u > 0

�
denotes the check function,

and I(•) is an indicator function.
Following the fixation of the different weights τ and 1 - τ with positive and negative

noise, the Eq. (2), can represents the quantile regression which is in the form of
weighted regression. However, this representation does not take the country heteroge-
neity into account. In order to solve this problem, we apply the estimation method
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proposed by Koenker (2004), in which the unobservable individual effect αi acts as one
of the regression parameters. Indeed, Koenker (2004) takes a different approach and
treats αif gni¼1 as parameters to be jointly estimated with β(τ) for q different quantiles.
He proposed the penalized estimator, given in Eq. (3).

β̂̂ τq;λ
� �

; αi λð Þf gMi¼1

� �
≡argmin ∑

Q

q¼1
∑
T

t¼1
∑
M

m¼1
wqρτq yit ¼ xτitβ τq

� �� �þ λ ∑
M

i¼1
jαij ð3Þ

Where, wq is the weight of the qth quantile, λ is a tuning parameter for the individual
effect (Koenker 2004). In this paper, we use the equal weights (i.e. wq = 1/ Q) as in the
case of Alexander et al. (2011) and Lamarche (2011). Also, we set λ = 1 according to
Damette and Delacote (2012) and Lee et al. (2012). Through these results, we can
conclude that if β2τ > 0 and β3τ < 0 in the Eq. (1), the environmental kuznets curve
(EKC) is checked at the τ quantile.

After identifying the relationship between corruption, energy consumption, econom-
ic growth, and environmental quality, we proceed to estimate the direct and indirect
effect of corruption on energy consumption and environmental quality. We apply the
GMM method to estimate Eqs. (4) and (5). The GMM method is the most commonly
estimation method used in models with panel data and in the multiple way linkages
between some variables. GMM based estimation is a technique for instrumental
variable estimation and has several advantages over conventional estimators 2SLS.
GMMmakes use of the orthogonality conditions to allow for efficient estimation in the
presence of heteroscedasticity of unknown form (Hansen and Østerhus (2000) and
Hayashi (2000)). We have used a two-step Arellano Bond estimator.

lnGDPit ¼ φi þ θ1lnCORit þ θ2lnIMPit þ θ3lnEXPit þ θ4lnECitþ
θ5lnURit þ β6lnPOPit þ ξit

ð4Þ

lnECit ¼ ϕi þ ψ1lnCORit þ ψ2lnIMPit þ ψ3lnEXPit þ ψ4lnGDPitþ
ψ5lnURit þ ψ6lnPOPit þ ϑit

ð5Þ

By referring to the studies of Cole (2007), Leitao (2010) and Sekrafi and Sghaier
(2016), the effects of corruption on CO2 emissions, economic growth and energy
consumption can be expressed in Table 1.

Empirical Results

Before starting the discussions of the results of our modeling, an overview of descrip-
tive statistics can inform us about the trend of our variables. Table 2 illustrates the
descriptive statistics of the concerned variables. We can conclude that different
quantiles can describe different distribution trends. In fact, the values presented by
the Kurtosis test show that the different percentiles admit a positive flattening excess,
corresponded to a sharp distribution. Thus, we can find that the distributions of these
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variables are distinct. The variables have an excess of flattening. The skewness test will
allow us to analyze the symmetry. In fact, if the value of the skewness statistic is more
or less high and positive, we can conclude that the distribution is skewed left. If the
value of the skewness statistic is more or less high and negative we say that the
distribution is skewed right. From the results, we can therefore conclude the distribution
of our variables is not symmetric. Therefore, by referring to these two tests, we can
conclude that the OLS regression approach may bring some biased results. Also, we
find that all variables are skewed, which gives another proof to encourage us to use the
quantile regression approach to detect the effect of corruption on CO2 emissions.

After identifying the distribution of our variables, we proceed in the next step to
analyze the stationarity of these variables. The use of the IPS and LLC tests allows us to
obtain the results presented in Table 3.

The results presented in Table 3 show that the level series of export (lnexp) and
import (lnimp) are stationary, so they have their first order differenced series. However,
the other variables are I(1) series at the 1% significance level during the sample period.
The analysis of the stationarity of our variables will enable us in a second step to resort
to quantile regression in order to detect the heterogeneity of the effect of corruption on
carbon dioxide emissions.

Table 4 illustrates the quantile regression results based on Eq. (1). These results
indicate several important findings. The first is that the effect of corruption on the
environmental quality, and more precisely, on carbon dioxide emissions. The results
indicate that the negative effect of corruption on environmental quality for the lower
quantiles. However, the absence of effect of corruption on the environmental quality for
the higher quantiles. Specifically, we find that the effect of corruption on CO2 emissions
is significantly negative in the lower CO2 emission countries (Burundi Congo, Dem.
Rep., Congo, Rep., Tanzania, Zambia, Kenya, Sudan, Nigeria, Ghana, Benin, Senegal,
Zimbabwe). At higher quantiles, namely countries that are characterized by high CO2

emissions (Angola, Morocco, Egypt, Arab Rep., Tunisia, Algeria, South Africa) the
effect is not significant any more. In fact, we can conclude that the states with a long-
run prevalence of corruption might.

Lead to a large decrease in the violation rate. This result seems to be similar to that of
Desai (1998); Grooms (2015) and Zhang et al. (2016).

We also, show that the effect of informal sector on CO2 emissions is heterogeneous,
unlike that per capita GDP and energy consumption. The informal sector negatively
and significantly affects the environmental quality for the lower quantile but the effect
becomes positive and not significant for the higher quantiles. For the GDP and energy
consumption, we showed that they have positively and significantly affected the
environmental quality. The third finding that can be drawn from our results is the

Table 1 Classification of the impact of corruption on pollution

Direct effect Indirect effect Total effect

∂CO2/∂COR (∂CO2/∂GDP) *
(∂GDP/∂COR) + (∂CO2/∂EC) *
(∂EC/∂COR)

(∂CO2/∂COR) + (∂CO2/∂GDP) *
(∂GDP/∂COR) + (∂CO2/∂EC) * (∂EC/∂COR)

Journal of the Knowledge Economy (2020) 11:788–804 795



Ta
bl
e
2

Su
m
m
ar
y
st
at
is
tic
s

Pe
rc
en
til
es

ln
ec

ln
co
r

ln
gd
p

ln
C
O
2

ln
PO

P
ln
U
R
B

ln
IN

FO
R

ln
im

p
ln
ex
p

M
in
.

5.
33
64
67

.6
93
14
72

5.
32
33
61

−
4.
07
99
78

14
.6
85
32

1.
83
59
36

1.
95
53
04

1.
20
44
8

2.
71
73
4

1%
5.
42
84
75

.6
93
14
72

5.
43
19
62

−
3.
70
01
04

15
.1
28
07

2.
28
88
92

−
.2
78
89
39

2.
71
95
2

2.
00
09
15

5%
5.
51
94
54

.6
93
14
72

6.
21
44
71

−
3.
51
64
37

15
.5
55
8

2.
95
60
55

.2
99
52
88

2.
85
74
69

2.
32
84
54

10
%

5.
64
74
49

1.
09
86
12

6.
48
14
84

−
3.
09
99
89

15
.6
94
44

3.
10
49
9

.8
66
39
51

2.
99
73
49

2.
77
16
23

25
%

5.
80
03
81

1.
24
24
53

6.
76
71
86

−
1.
74
39
24

16
.0
71
61

3.
48
14
73

1.
59
87
78

3.
24
42
02

3.
05
38
57

50
%

6.
16
21
32

1.
60
94
38

7.
25
99
53

−
.9
16
50
09

16
.7
04
34

3.
67
03
53

2.
35
18
81

3.
48
30
92

3.
31
84
08

75
%

6.
54
88
31

1.
79
17
59

7.
86
15
89

.3
22
66
32

17
.4
18
03

3.
95
17
06

3.
04
35
88

3.
72
51
11

3.
60
90
59

90
%

6.
78
43
64

1.
79
17
59

8.
17
93
56

.9
32
73
55

17
.9
07
1

4.
09
56
27

3.
66
21
48

3.
93
62
58

3.
87
06
46

95
%

6.
86
32
57

1.
79
17
59

8.
33
72
51

1.
15
32
66

18
.0
99
83

4.
13
26
19

4.
48
60
81

4.
03
61
52

4.
16
98
32

99
%

7.
84
61
27

1.
79
17
59

8.
71
07
88

2.
17
31
7

18
.5
26
52

4.
16
81
06

5.
28
10
53

4.
15
27
38

4.
34
92
46

M
ax
.

7.
99
93
68

1.
79
17
59

8.
93
89
42

2.
31
19
36

18
.9
67
74

4.
24
14
71

4.
52
93
39

4.
49
56
67

4.
19
23
79

Sk
ew

ne
ss

.9
91
36
39

−
1.
01
81
92

−
.3
07
56
44

−
.1
04
91
9

.1
26
21
54

−
1.
32
74
46

.1
46
78
16

−
.1
55
92
15

−
.3
92
94
63

K
ur
to
si
s

4.
45
34
88

2.
92
79
33

2.
85
42
32

2.
46
71
65

2.
14
75
67

5.
33
10
08

3.
26
34
45

2.
56
84
49

3.
62
96
67

796 Journal of the Knowledge Economy (2020) 11:788–804



Ta
bl
e
3

T
he

st
at
io
na
ry

te
st
of

va
ri
ab
le

M
et
ho
d

L
ev
in
,L

in
&

C
hu

t*
Im

,P
es
ar
an

an
d
Sh

in
A
D
F
-
Fi
sh
er

ch
i-
sq
ua
re

PP
-
Fi
sh
er

ch
i-
sq
ua
re

le
ve
l

1s
t
di
ff
er
en
ce

le
ve
l

1s
t
di
ff
er
en
ce

le
ve
l

1s
t
di
ff
er
en
ce

le
ve
l

1s
t
di
ff
er
en
ce

ln
ec

0.
37
91
6

−
6.
11
80
4

2.
97
82
0

−
7.
16
71
5

20
.8
30
7

12
0.
34
0

22
.2
32
1

26
6.
01
0

(0
.6
47
7)

(0
.0
00
0)

(0
.9
98
6)

(0
.0
00
0)

(0
.9
79
6)

(0
.0
00
0)

(0
.9
65
0)

(0
.0
00
0)

ln
co
r

1.
02
82
5

0.
24
29
7

1.
63
51
5

−
2.
39
63
8

6.
80
62
5

9.
23
74
8

12
.2
91
0

24
.1
39
9

(0
.8
48
1)

(0
.5
96
0)

(0
.9
49
0)

(0
.0
08
3)

(0
.9
76
8)

(0
.0
09
9)

(0
.7
23
7)

(0
.0
00
0)

ln
gd
p

2.
12
76
7

−
5.
28
27
0

6.
28
16
2

−
5.
09
23
2

13
.6
84
4

87
.8
83
5

6.
24
62
4

15
0.
29
5

(0
.9
83
3)

(0
.0
00
0)

(1
.0
00
0)

(0
.0
00
0)

(0
.9
99
7)

(0
.0
00
0)

(1
.0
00
0)

(0
.0
00
0)

ln
co
2

−
0.
91
47
5

−
7.
50
64
6

1.
04
04
1

−
8.
79
33
8

24
.3
80
4

14
5.
53
1

31
.0
57
0

47
8.
68
8

(0
.1
80
2)

(0
.0
00
0)

(0
.8
50
9)

(0
.0
00
0)

(0
.9
29
5)

(0
.0
00
0)

(0
.7
02
6)

(0
.0
00
0)

ln
PO

P
10
.9
68
9

−
15
.8
63
3

16
.3
03
3

−
17
.9
36
7

9.
25
36
6

32
4.
91
7

36
.2
19
4

36
.4
40
5

(1
.0
00
0)

(0
.0
00
0)

(1
.0
00
0)

(0
.0
00
0)

(1
.0
00
0)

(0
.0
00
0)

(0
.4
58
4)

(0
.4
48
2)

ln
ur
b

−
1.
40
08
1

−
1.
17
80
8

3.
60
41
8

−
1.
84
34
8

31
.5
01
2

97
.9
38
4

73
1.
95
6

83
.0
82
2

(0
.1
19
4)

(0
.0
80
6)

(0
.9
99
8)

(0
.0
32
6)

(0
.6
82
4)

(0
.0
00
0)

(0
.0
00
0)

(0
.0
00
0)

ln
in
fo
r

2.
60
72
0

−
2.
49
87
4

3.
35
39
7

−
4.
37
22
2

16
.5
73
1

84
.7
59
4

13
.3
25
4

14
1.
53
8

(0
.9
95
4)

(0
.0
06
2)

(0
.9
99
6)

(0
.0
00
0)

(0
.9
97
7)

(0
.0
00
0)

(0
.9
99
8)

(0
.0
00
0)

ln
im

p
−
1.
62
73
2

−
10
.0
62
1

−
1.
39
15
5

−
11
.9
40
7

44
.4
86
2

19
8.
09
9

62
.8
94
2

36
5.
90
9

(0
.0
51
8)

(0
.0
00
0)

(0
.0
82
0)

(0
.0
00
0)

(0
.1
56
7)

(0
.0
00
0)

(0
.0
03
6)

(0
.0
00
0)

ln
ex
p

−
4.
13
28
6

−
7.
63
10
9

−
3.
76
44
9

−
10
.1
10
6

79
.4
83
9

16
7.
32
4

56
.8
68
1

35
7.
68
1

(0
.0
00
0)

(0
.0
00
0)

(0
.0
00
1)

(0
.0
00
0)

(0
.0
00
0)

(0
.0
00
0)

0.
01
48

(0
.0
00
0)

Journal of the Knowledge Economy (2020) 11:788–804 797



Ta
bl
e
4

Q
ua
nt
ile

re
gr
es
si
on

of
eq
ua
tio

n

Q
ua
nt
ile
s

ln
gd
p

ln
pi
b2

ln
im

p
ln
co
r

ln
ec

ln
po
p

ln
ur

ln
ex
p

In
fo
r

_c
on
s

Pe
ak

q1
0

10
.7
46
4

−
0.
73
69
64
5

.2
49
67
64

−
.1
70
59
94

2.
87
17
09

.0
94
43
36

.0
24
86
74

−
.3
82
46
98

−
1.
57
59
01

−
54
.3
84
58

14
67
,0
20
74

(0
.0
00
)

(0
.0
00
)

(0
.4
72
)

(0
.0
02
)

(0
.0
00
)

(0
.2
57
)

(0
.9
60
)

(0
.4
00
)

(0
.0
00
)

(0
.0
00
)

q2
0

10
.3
24
28

−
.7
17
58
01

.6
60
79
58

−
.7
47
49
16

2.
76
00
41

.0
73
09
79

1.
51
95
34

−
1.
26
50
74

−
1.
17
21
27

−
57
.1
05
21

13
31
,1
74
76

(0
.0
00
)

(0
.0
00
)

(0
.0
60
)

(0
.0
06
)

(0
.0
00
)

(0
.6
30
)

(0
.0
00
)

(0
.0
00
)

(0
.0
01
)

(0
.0
00
)

q3
0

8.
48
21
55

−
.6
17
24
6

.3
51
03
82

−
.6
25
42
51

2.
67
23
33

.0
03
38
03

1.
84
13
64

−
.8
56
43
71

−
.9
94
65
37

−
48
.8
63
99

96
3,
88
11
29

(0
.0
00
)

(0
.0
00
)

(0
.1
64
)

(0
.0
09
)

(0
.0
00
)

(0
.9
75
)

(0
.0
00
)

(0
.0
00
)

(0
.0
00
)

(0
.0
00
)

q4
0

6.
63
07
9

−
.4
66
78
64

.3
75
51
8

−
.5
50
70
05

2.
25
65
99

−
.0
22
25
68

1.
40
64
66

−
.6
36
29
27

−
.7
88
60
95

−
40
.0
63
39

12
15
,1
16
86

(0
.0
00
)

(0
.0
00
)

(0
.0
30
)

(0
.0
57
)

(0
.0
00
)

(0
.7
74
)

(0
.0
00
)

(0
.0
00
)

(0
.0
01
)

(0
.0
00
)

q5
0

6.
53
47
46

−
.4
40
77
76

.3
81
49
06

−
.3
67
06
65

1.
95
10
86

−
.0
54
07
17

1.
01
78
92

−
.4
88
36
42

−
.6
30
35
74

−
37
.5
53
46

16
56
,9
72
43

(0
.0
00
)

(0
.0
00
)

(0
.0
13
)

(0
.0
63
)

(0
.0
00
)

(0
.4
19
)

(0
.0
00
)

(0
.0
08
)

(0
.0
13
)

(0
.0
00
)

q6
0

5.
45
02
98

−
.3
50
03
96

.3
11
34
6

−
.2
56
13
38

1.
50
65
12

−
.0
09
59
43

1.
02
83

−
.4
77
28
42

−
.2
33
53
99

−
33
.3
87
63

24
04
,8
89
3

(0
.0
00
)

(0
.0
00
)

(0
.0
01
)

(0
.2
99
)

(0
.0
00
)

(0
.8
62
)

(0
.0
00
)

(0
.0
00
)

(0
.4
30
)

(0
.0
00
)

q7
0

4.
43
12
49

−
.2
65
02
65

.2
54
64
86

−
.1
39
99
43

1.
14
70
23

.0
26
73
73

.8
57
47
45

−
.4
61
03
44

.0
65
67
36

−
28
.8
65
95

42
72
,7
42
49

(0
.0
00
)

(0
.0
00
)

(0
.0
30
)

(0
.3
14
)

(0
.0
00
)

(0
.5
96
)

(0
.0
00
)

(0
.0
00
)

(0
.8
18
)

(0
.0
00
)

q8
0

3.
42
05
07

−
.1
95
81
59

.0
96
24
77

−
.0
68
37
55

.9
64
98
16

.0
50
25
93

.9
20
24
3

−
.3
98
55
64

.2
56
53
56

−
24
.8
20
33

62
10
,4
39
05

(0
.0
00
)

(0
.0
01
)

(0
.4
20
)

(0
.3
69
)

(0
.0
00
)

(0
.1
55
)

(0
.0
00
)

(0
.0
00
)

(0
.0
82
)

(0
.0
00
)

q9
0

2.
94
97
2

−
.1
60
82
43

−
.0
10
83
8

−
.0
44
01
21

.8
63
36
8

.0
51
29
89

.8
48
54
87

−
.2
53
23
63

.3
86
97
06

−
22
.8
39
2

96
10
,6
68
53

(0
.0
00
)

(0
.0
02
)

(0
.9
15
)

(0
.7
74
)

(0
.0
00
)

(0
.1
45
)

(0
.0
00
)

(0
.0
01
)

(0
.0
00
)

(0
.0
00
)

T
he

si
gn
if
ic
an
ce

pr
ob
ab
ili
tie
s
ar
e
re
po
rt
ed

in
pa
re
nt
he
se
s.
T
he

pe
ak

va
lu
e,
i.e
.,
th
e
pe
r
ca
pi
ta
G
D
P
at
th
e
tu
rn
in
g
po
in
t
of

th
e
E
K
C
,i
s
gi
ve
n
in

th
e
la
st
ro
w

*S
ta
tis
tic
al
si
gn
if
ic
an
ce

at
10
%

**
St
at
is
tic
al
si
gn
if
ic
an
ce

at
5%

**
*S

ta
tis
tic
al
si
gn
if
ic
an
ce

at
1%

798 Journal of the Knowledge Economy (2020) 11:788–804



nature of the relationship between the level of GDP and the environmental quality. In
fact, the results indicate that the coefficient associated with GDP is positively signif-
icant, but its quadratic coefficient is negatively significant, which proves the existence
of the EKC. The EKCs verified in our studies take the form of an inverted U whose
values of the return point increase with increasing CO2; The return point having passed
from 1467.02074 for the first quantile to 9610.66853 for the 9th quantile. Then, we find
that during the sample period, GDP per capita in most African countries is still below
the turning point, with the exception of South Africa. The African countries are still in
the growing phase where any increase in GDP leads to increasing CO2 emissions. Our
result is conformed with Imran et al. (2017) and it a little different from that of Shahbaz
et al. (2016). Indeed, most previous related studies use the OLS approach to obtain the
average estimation results. In this paper, we apply the quantile regression approach, so
that we may get more complete results under different conditional distributions.

After identifying the relationship between corruption, energy consumption, econom-
ic growth, and environmental quality, we proceed to estimate the direct and indirect
effect of corruption on energy consumption and environmental quality. The estimation
of Eqs (4) and (5) are presented in Table 5.

Before proceeding with the analysis of the results, we have to check two tests: the
autocorrelation and instrument validity. AR(2) is the Arellano and Bond (1991) tests of
second-order autocorrelation in the first differenced errors. When the regression errors
are independent and identically distributed, the first differenced errors are, by construc-
tion, auto-correlated. Autocorrelation in the first differenced errors at orders is higher
than the one that suggests that the GMM moment conditions may not be valid. The

Table 5 GMM estimation of equations

Eq. (4) Eq (5)

Coef. T value Coef. T value

lngdp – – .1288644 2.44

lngdp(− 1) .9953875 32.81 – –

lnec .7506009 4.12 – –

lnec(− 1) – – .8798641 21.24

lncor − .8771006 − 3.30 1.003917 15.83

lnimp − .193099 − 1.28 − .2911508 − 10.51
lnexp .2889083 1.91 .1312674 4.88

lnpop .5047605 4.87 .0171136 1.04

lnur .5640315 2.07 − .2775609 − 6.35
cons − .6556517 − 3.70 6.093361 20.93

sargan test (chi2) 20.47 (0.200) 13.46 (0.413)

AR(1) − 7.71 (0.000) − 6.26 (0.000)

AR(2) − 0.24 (0.814) − 0.77 (0.442)

Values in (.) are p value. Hansen and Sargan test refers to the overidentification test for the restrictions in
GMM estimation. The AR(2) test is the Arellano–Bond test for the existence of the second-order autocorre-
lation in first differences
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Sargan test (Arellano and Bond (1991)) is a test of over identifying restrictions. A
rejection from this test indicates that the model or instruments may be miss-specified.
The lower panel of Table 5 includes the estimated results. The AR(2) tests show that
there is no evidence of autocorrelation at conventional levels of significance. Sargan
tests show no evidence of miss-specification at conventional significance levels. These
results indicate that the dynamic panel models give good specifications.

From the regression results of Eqs (4) and (5), presented in Table 5, we can obtain
the following several findings. Then, the GDP is positively affected by energy con-
sumption. In fact any increase in the energy consumption of one point generates an
increase in the level of

GDP of 0.7506 point. Energy is one of the pillars of economic growth. This finding is
in line with the work of Esso and Keho (2016), Olugbenga and Oluwole (2013) and
Loesse and Yaya (2016). Also, from the first regression, we can see that corruption
negatively affects economic growth. The reduction in the level of corruption of a point
generates a 0.877 point increase in economic growth. Similar results are given by Rock
andBonnett (2004) andMauro (1995). From the second equation, we can see that the level
of GDP positively affects the consumption of energy. An increase in the level of GDP by
one point increases the energy consumption by 0.128 point. The last important costing we
can draw from our results is the negative effect of corruption on energy consumption.

The corruption can affect the energy policies through three axes. First, greater
corruptibility reduces the stringency of energy policies. Second, increasing costs of
coordinating bribery leads to a more stringent energy policies. Third, the distribution of
the worker and capital owner lobby’s political pressures depends on how energy
policies affects the lobby group member’s income. This results is confirmed by Hanifa
and Gago-de-Santos (2017) and Sekrafi and Sghaier (2016), which have shown that
reducing the level of corruption stimulates energy saving.

After analyzing the direct effect of corruption on growth, energy consumption, and
environmental quality, we can proceed to computing the indirect and the total effect by
referring to the decomposition presented in Table 1. The direct, indirect and total effects
of corruption on CO2 emissions are shown in Table 6.

By referring to the results of Table 5, we can recognize that the effect of corruption
on CO2 emissions may be different among African countries because of different levels

Table 6 The direct, indirect, and total effect of corruption on CO2 emissions

Direct effect Indirect effect Total effect

q,10 − 0.1705994 3.09320642 2.92260702

q,20 − 0.7474916 2.84157397 2.09408237

q,30 − 0.6254251 2.82996767 2.20454257

q,40 − 0.5507005 2.38613837 1.83543787

q,50 − 0.3670665 1.83289008 1.46582358

q,60 − 0.2561338 1.18374254 0.92760874

q,70 − 0.1399943 0.63546081 0.49546651

q,80 − 0.0683755 0.45901122 0.39063572

q,90 − 0.0440121 0.32490544 0.28089334
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of corruption. In the first step, we can find that corruption may directly affect CO2

negatively. However, the indirect effect of corruption on CO2 emission is positive.
Thus, the positive effect of corruption on energy consumption dominates the negative
effect of corruption on growth. On the other hand, we can observe that whenever the
value of the corruption variable moves away from zero (i.e., a lower level of corrup-
tion), the negative effect of corruption on the environmental quality decreases. In a
second step, we can see that the total effect of corruption on the quality of the
environment is positive. Indeed, any increase in the levels of corruption by one point
is followed by an increase of 2.9 points of CO2 in the very corrupted countries,
associated with the first quantile (10%). For the 9th quantile, the increase of one point
of the levels of the corruption generates an increase of 0, 28 point of CO2. The positive
total effect for all quantiles shows that all countries in Africa suffer from higher levels
of corruptibility. This result can be explained by the sensitivity of African economies to
the market economy. Indeed these countries without in the first phase of growth, and in
this circumstance, the prevalence of corruption may rapidly break the immature
economic system, which may eventually cause CO2 emissions to become more serious.
Also, high levels of corruption encourage large-scale enterprises to settle in African
countries since they do not to pay the taxes imposed on the quality of the environment.
This finding is well justified by the BHavre pollution^ hypothesis.

Conclusion

The determination of the total effect of corruption on the environmental quality appears
complicated with the interdependence between growth, energy consumption, and
environmental quality on the one hand and the different value of corruption, which
fluctuate from one country to another. To solve these problems, we used quantile
regression analysis to take into account different levels of corruption. In addition, we
used the GMM method to solve endogeneity problems between variables.

While our results confirm the negatively direct effect of corruption on environmental
quality, the total effect indicates a positive effect. In addition to its direct effect,
corruption affects environmental quality through two channels: the economic growth
and energy consumption. The positive indirect effect through the two channels dom-
inates the direct effect. Then, corruption has a positive direct effect on energy con-
sumption. Finally, it is suitable to extend the database. However, it is extremely difficult
to get estimations of the shadow economy especially in African countries.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.
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