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Abstract The purpose of this paper is to present a survey conducted on massively
open online courses (MOOCs) from Coursera and how they are linked with social
media. It examines the web data that have been retrieved from Coursera’s MOOCs
information pages that can be recommended by the users of the social networks and, in
turn, be shared by them. What should be stressed, however, is that our focus is on the
study of those data that are open and accessible to everyone and not only to registered
users of MOOCs. The aim of our study, therefore, is to find out the attributes of these
information pages that can characterize a course popular and those that are considered
to be the most important for the users’ recommendation procedure. It is shown that the
courses providing information about the assignments and the exams of the course are
mostly recommended in the social media. Furthermore, we proved the correlation
among the three largest social networks: Facebook, Google+, and Twitter, based on
the information pages’ data, using statistical and machine learning methods. Finally,
statistical experiments were carried out concerning the MOOCs users’ shares to social
media.

Keywords MOOC . Social media . Clustering . Attribute selection . Correlation .

Regression

Introduction

The rapid growth of the Internet, as well as the increase in the number of its users, have
made imperative the use of new methods of processing the enormous amount of Web
data, i.e., data mining and machine learning methods. The aforementioned methods of
processing Web data have created new study areas such as educational data mining and
social data mining. Many of our everyday activities take place on the Web, such as
communicating with others through social media and learning from online courses. The
human interaction with the Web pages is a very interesting area of study. It can reveal
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useful information concerning the context of the Web pages that users prefer to read
and the hyperlinks that they like to follow or share with others.

In this research, we focus on the study of content data that are retrieved
from the information pages of massively open online courses (MOOCs) from
Coursera (Coursera 2014) and how those are linked with social media. More
specifically, we examine if there are certain characteristics in the information
pages which can make a lesson likable to the page visitors, who, in their turn,
will share it through their social network, and finally, what these characteristics
are. Furthermore, we examine the relation between the social networks
concerning the promotion of MOOCs by their users and we study the possi-
bility to extract conclusions from a social network, knowing what has happened
to the other social network. Finally, we analyze the university popularity and
the course categories in the social media based on shares of these courses. All
the above, apply to the field of MOOCs finances, e.g., not only when the
number of registered users increases, but also to the scientific field of open
data, e.g., examining the sharing of open data in the social media.

The Massachusetts Institute of Technology, with the introduction of
OpenCourseWare in 2004, made open source education known to the public
(Cecil-Reed 2013), while in the past year, MOOCs’ popularity rapidly increased
according to studies (Pappano 2012; Anderson 2012). The MOOCs can enroll
all the students that want to attend a lesson, as opposed to traditional online
courses that enroll a small number of students. The MOOCs do not carry
credits and they are usually free, whereas, traditional online courses carry
credits and in many cases cost money.

The largest MOOCs provider worldwide is Coursera. It provides very popular
courses and over 5 million users from 190 countries have registered so far (Coursera
2013a; Waldrop 2013). Up to the time this study was carried out, Coursera had offered
333 courses from 62 universities in 17 countries. The course categories cover a wide
range of subjects such as Computer Science, Humanities, Economics and Finance,
Mathematics, Information Tech and Design, Medicine, and Physics.

Coursera’s site visitors can read the information page of the course and get a variety
of information about it, in order to decide if they will enroll or not to the course. The
site’s visitors (registered or not) can publish the MOOC information page on their
favorite social network (Facebook, Google+, Twitter), just by clicking “Like,” “G+ 1,”
or “Tweet” buttons that appear in the MOOC’s information page. Clicking a button
sends a recommendation notice to the user’s social network, informing all the user’s
friends/contacts/followers about it. The number of those clicks makes the MOOC less
or more recommended, through social networks, depending on the number of those
clicks.

Previous relevant research about MOOCs focuses mainly on the courses’ format and
content (Rodriguez 2012; Koutropoulos et al. 2012) and their pedagogical role (Mak
et al. 2010; de Waard et al. 2011). More analytically, what was studied were the
structure of the popular courses, the students’ comments, and the communication tools
that are used while new methods of collaborative learning and knowledge construction
were suggested.

Our research concerns the exploration of data that come from MOOCs’ information
pages using data mining methods. The focus of our study is (a) the extraction of
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information from open data that concern education and, more specifically, MOOCs and
(b) the comparison of the three largest social networks and, more specifically, their
differences and similarities focusing on their users’ shares for a specific research field
(MOOCs). Our study’s innovations regarding MOOC mainly concern:

& Data
The data used come from MOOCs’ information pages and are available

to the users without enrolling to the course. In all the previous research
studies, the users had to register in order to obtain their data of interest.
These data represent the exact information the users have at their disposal in
order to decide whether they will attend the course or whether they will
share it through their social network.

& Human action
This research focuses on this set of human actions that have an impact on social

media. This action is recorded by the press of a button. More specifically, a user can
click a button on Facebook, Google+ or Twitter, and in this way, they can share the
MOOC’s information page with their friends in social media.

& Social media
We study the popularity of MOOCs in the three most popular social networks so

as to find the features of the information pages that play a determining role in the
recommendation procedure in the social media.

Furthermore, we study these information pages from both of the following aspects:

& Statistics
We conduct a further detailed statistic study than the one available from Coursera

and we link it with the social networks.
& Economy

We refer to relevant bibliography that concern MOOCs and we relate it to the
findings of our research.

The first section of our paper concerns the theoretical background of our study.
More analytically, we present (a) an overview of the MOOCs’ economy, since it is
the driving force in the following detailed analysis; (b) a presentation of related
work in the fields of educational and social mining; and (c) the research questions
of our study and how it differs from other studies in the field. The second section
focuses on the methodology of our experiment. At the beginning, we analyze the
web data retrieved from the MOOCs information pages, we explain their repre-
sentation as a set of feature-value vectors, necessary for the machine learning
experiments that have been conducted. We also present in detail the attributes that
this dataset is structured of and then we analyze the three major axes of clustering,
of attribute selection, and of correlation–regression analysis concerning our data.
The results of these experiments are shown in the third section. The fourth section
shows statistical results and an analysis between the number of enrolled users and
the number of shares in social media that have been made per course category.
Finally, the last section of our study, presents interesting conclusions concerning
the MOOCs economy.
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Theoretical Background

Economy

MOOCs created a new market for online education. The fact that world-famous
universities provide free online courses to all students that want to attend has motivated
the interest of many professionals in the educational industry. Bersin (2013) estimated
that there are more than 2 billion potential students around the world today. This
number attracted the interest of the biggest social networks. Perault, Facebook’s head
of global policy development, says that a future collaboration with the providers of
massive open online courses will help the courses to spread effectively worldwide
(Collins 2013).

Are the courses honestly free? The attendance, the assignments, and the final exams
are free. However, the certification of attendance of the courses is not free. The prices of
the certificates in Coursera vary from US$30 to US$100 depending on the course and
the university that provides it1. For the time being, there is no correlation between
courses and academic credits, but new information shows that this will happen soon2,
increasing, thereby, the certification cost.

Another financial model that is being promoted is “take a lesson here and get
certified somewhere else.” In this model, the students attend courses through
MOOC’s but get certified by a different educational institution, other than the one
offering the course, paying fewer fees. Thereby, students have the chance to attend a
high-standard course, and pay a reduced certification cost (Rafter 2013).

Employees constitute the majority of the registered users in MOOCs3. They have the
opportunity to attend a high-standard course that will help promote their existing career
or turn them to a new occupational direction. Moreover, MOOCs content analysis can
improve the recruiting process by giving companies and employers access to informa-
tion about their students’ qualifications (Dellarocas and Van Alstyne 2013).

Lastly, the advent of MOOCs created new professions, like companies that provide
online help for the completion and certification of the courses (MOOCs Mentor 2013).
Such companies sell a wide range of services, like one-to-one mentoring and dedicated
helplines, in order to assist aspirants of MOOC courses.

Related Work

As was also mentioned in the “Introduction”, MOOCs have created a new study field,
which researchers examine from different views/aspects. Thus, research topics related
to MOOCs vary. There is, for example, some research that concerns the acceptance of
MOOCs by the Internet users and the participants’ characteristics (Rayyan et al. 2013;
DeBoer et al. 2013), there is also research concerning MOOCs design and their
adaption to the various learning styles (Grünewald et al. 2013; McAndrew 2013), there
is some research that examines the users’ contribution in the lesson forums (Huang

1 Information retrieved from Coursera’s blog article “Introducing Signature Track” (Coursera 2013b)
2 According to American Council on Education (2014)
3 Information retrieved from Coursera’s blog article “ATriple Milestone” (Coursera 2013a)
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et al. 2014), and finally, there is some other interesting research regarding peer
assessment grading and the way of delivering accurate results (Piech et al. 2013).

This innovative research can help the spread of MOOCs through the social media as
well as their financial analysis. Moreover, it can complete, reinforce, and move on the
already existing research as follows.

The research titled Research Issues in Web Data Mining (Madria et al. 1999)
suggested that Web data mining can be divided into three main areas relating to content,
structure, and usage. The advancement of the Internet and the study of human behavior
on it urge us to focus on the specific areas. Our research constitutes a study of Web
content mining specialized in the field of MOOCs, adding some very interesting
findings concerning the specific research area.

The research of Veeramachaneni et al. (2013) suggests the developing of data
standards for MOOC, and the creation of analytic scripts that extract multiple
attributes for a course. The aforementioned research could be completed with our
attributes that were extracted from the information pages of the courses, since they
constitute substantial criteria for the choice of the courses that the user is to register to.

Gundecha and Liu (2012) studied the hypothesis that people who are connected
through social media share the same or similar interests, they prefer their friends’
recommendations and they can be easily influenced by them. The objective of this
research is to improve the quality of recommendation in social media. With our
research, we study the choice of the users to share a MOOC with their friends, showing
the attributes of the MOOC information pages that are more important in that proce-
dure. In this way, we contribute to the qualitative comprehension of the recommenda-
tion procedure.

The research titled A Reference Model for Learning Analytics (Chatti et al.
2012) describes a reference model for learning analytics. It studies the social
network analysis methods in different learning analytics tasks, aiming at the
quantitative study of the relationships between individuals or organizations. We
propose the analysis not only for one social network but for the three largest
ones worldwide (Facebook, Google+, Twitter) concerning the MOOC informa-
tion pages. What is more, we examine the relations between the Coursera and
the users of these three social networks.

Finally, Aguillo (2010) studied the universities’ Web ranking and proposed that a
large number of variables should be taken into account. In the specific research, it is
mentioned that there are no reliable sources of data from the universities. We, however,
with our research, solve this problem, suggesting that we can use open data provided by
third parties, such as Coursera, and, thus, rank not only universities, but also course
categories as well, using a social media prospect.

Research

Our research focuses on MOOCs’ open data. Our first goal is to locate the appropriate
data for our research fromMOOCs information pages and to describe them analytically.
We focus on the characteristics that have the greatest value for the Web pages’ visitors,
who, in their turn, will share them through the social media. Contrary to other studies,
which were described earlier, we focus on data which do not require users to register in
order to have access to them. Furthermore, there is a triple examination of the social
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networks since we examine the shares of the courses on Facebook, Google+, and
Twitter. Another important part of our study is the scientific examination of the relation
between the three social networks under the same field of research. While the usual
procedure is to examine the social media separately, we move a step forward and
through our research, we answer the question of whether the examination of an issue in
any other social network would present the same results irrespective of the social
network that is being examined.

Methodology

Data

We created our dataset, retrieving heterogeneous data from the information pages
of each course. These data were relevant to the structure, the content per section
and the introduction video of each MOOC information page. We have a total of
320 records (examples); this is the number of the courses Coursera has introduced
so far (excluding those in the Chinese language). Each record in our dataset
represents a MOOC information page. The attributes of each record concern the
heterogeneous data of the pages, which we extracted and categorized under 19
attributes. There are no missing values in our dataset, avoiding missing data that
may adversely affect the experimental results. The attributes chosen represent the
exact information the visitor of the MOOC information page has, at their disposal,
according to which they will choose to recommend the specific course on their
social network. Below, we present these attributes divided in categories, referring
to their contribution to our research:

& Creation
This category contains the attributes that concern details relevant to the creation

of MOOC and have an impact on their choice of the users (Thakur 2007). These are
as follows:

– “University” is an attribute containing the name of the university that implements
the course. There are 60 different universities.

– “Number of Teachers” is a numeric attribute that contains the number of instructors
of each course.

& Content
This category contains the attributes that concern details relevant to the course

and that are of special importance since according to a survey (Murray et al. 2012),
the student selectively attends according to the degree that they will acquire
knowledge. These are as follows:

– “Category” is a nominal attribute that describes the category of each course. There
are 21 different categories.

– “About the Course” is the number of words that constitute the course description
text. This is a numeric attribute.
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– “Text Complexity” is a numeric attribute denoting the complexity of the “About
the Course” section text of the MOOC’s information page, i.e., a higher number
means more complex text, according to Lexile Analyzer (Lennon and Burdick
2004).

– “Previous Background”: several courses are intended for people who already have
some background on this subject. In most courses, there is a separate section that
describes this background. This attribute relates to whether or not previous back-
ground on this subject area is required.

– “Introduction Video”: in most courses, there is an introductory video. This attribute
mentions the time of this video in minutes. If there is no available video, the value
is zero.

– “Number of FAQ” is a numerical attribute that contains the number of frequently
asked questions for the course.

– “Section in Page’s Structure” is the number of sections that describe a course (e.g.,
About the Course, Background, FAQ, and more).

& Time
This category contains the attributes that relate to time. These attributes are very

important for the choice of the course, since they differ according to the needs of the
students (Delfino and Persico 2007). These are as follows:

– “Duration” is the time length (in weeks), which is required for the completion of
the course.

– “Workload” is the average time per week that is required for studying for the
course. This is a numeric attribute.

– “Time started” is a nominal attribute about the course start date, that consists of
three different values (the course has already started, the course has not started yet,
or we have no information when the course starts).

& Assessments
The attributes of this category describe the work needed for the completion of

the course. Moreover, they help in the consolidation of the course as well as in the
active participation of the student in the course (Vrasidas and McIsaac 1999). These
are as follows.

– “Online quizzes”: in Coursera, there is a possibility for some video courses to
include quizzes for the users to answer. This attribute takes one of the following
values: (a) Yes (the course has online quizzes), (b) No (the course has no online
quizzes), and (c) Don’t know (there is no information about it).

– “Offline assignments” is a nominal attribute denoting whether or not a course has
offline assignments. More specifically, this attribute takes one of the following
values: (a) Yes (the course has offline assignments), (b) No (the course has no
offline assignments), and (c) Don’t know (there is no information about it).

– “Final exam” this is another nominal attribute denoting whether or not a course has
final exams. More specific, this attribute takes one of the following values: (a) Yes
(the course has final exams), (b) No (the course has no final exams), and (c) Don’t
know (there is no information about it).
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& Certification
It refers to the attribute that describes the possibility of certification in the

specific course. This is of special importance since, as we mentioned in the
“Economy” section, it triggers the interest of the users that want to acquire a
certificate and internally motivates the user to continue with the course (Frankola
2001). This attribute is the following:

– “Signature Track” is a Boolean nominal attribute. Anyone enrolling in this track
must pay to have extra services, namely to obtain a verified certificate and to be an
official Internet student of this course.

& Social Media
This category includes the findings of the shares of the users in the social media

which can lead new users to register to courses (Domingos 2005). These are as
follows.

– “Twitter” is a numeric attribute that contains the number of Twitter hits (shares on a
twitter account) each course has.

– “Google+” is a numeric attribute that contains the number of Google+ hits (shares
on a Google+ account) each course has.

– “Facebook” is a numeric attribute that contains the number of Facebook hits
(shares on a Facebook account) each course has.

Datasets

We divide the initial dataset in order to create three new ones; each one has a
classification attribute: Facebook, Google+, or Twitter, correspondingly. Because these
attributes are numeric, we discretize them into two categories (binary values) depend-
ing on whether they have many clicks or not. Since it is subjective to say whether the
actual number of clicks is high or not, and it differs in every subject under study, two
well-known mathematical methods are implemented to determine the threshold, i.e., the
calculation of (a) the mean and (b) the median (Srivastava et al. 2000) value of the
attributes. Finally, six datasets were produced with a binary classification attribute as
follows in Table 1. If the value of the attribute is higher or equal to mean or median
value, respectively, then the MOOC is categorized as more (recommended); otherwise,
it is categorized as less (recommended).

Table 1 Mean and median values of the datasets

Attribute Dataset name Mean Dataset name Median

Facebook Dataset 1 2,239 Dataset 2 743

Google+ Dataset 3 412 Dataset 4 88

Twitter Dataset 5 362 Dataset 6 124
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Clustering

In the experimental procedure, we used WEKA version 3.6.6 software (Weka 2013).
The clustering experiments used all six datasets, employing unsupervised learning
methods. More specifically, a centroid-based clustering algorithm (Kanungo et al.
2000) using SimpleKMeans, with the Manhattan distance function (Han et al. 2006)
has been used. We chose SimpleKMeans because it is a simple and flexible algorithm
that is easy to understand and explains the clustering outcome (Vora and Oza 2013).
Two clusters were chosen for the value of K (in K-means), in order to enable “classes to
clusters evaluation” (Färber et al. 2010). Thereby, a correlation analysis between the
different values of the attributes (i.e., the clusters formed) and the popularity of the
courses (i.e., the two class values: more/less popular).

Attribute Selection

In the second part of our experiments, we performed an attribute selection following a
wrapper method which uses a subset evaluator, in order to find which attributes are
important (Hall and Holmes 2003) for each of the six datasets described above. In our
setup, all datasets were normalized, and the Weka ClassifierSubsetEval process (Indra
Devi et al. 2008) (with the sequential minimal optimization (SMO) classifier and
BestFirst as the search algorithm) was employed for attribute selection (Pitt and
Nayak 2007). The SMO classifier refers to John C. Platt’s sequential minimal optimi-
zation algorithm implementation, for training support vector machines (SVM) (Hearst
et al. 1998) classifier in Weka. The SVM algorithm was selected because it suits our
data. More specifically (Romero et al. 2011), (a) it can create a general purpose model,
(b) it can handle non-linear class boundaries, and (c) it is accurate on small datasets.

Excluding Classification Attributes

The attributes Facebook, Google+, and Twitter were excluded from the first part of the
attribute selection procedure, since they have already been used as classification
attributes for the datasets. In this way, datasets 1 and 2 include all the attributes apart
from the Google+ and the Twitter attribute, datasets 3 and 4 include all the attributes
apart from the Facebook and the Twitter attribute, and datasets 5 and 6 include all the
attributes apart from the Facebook and the Google+ attribute.

Including Classification Attributes

In the second part of our experiment, Facebook, Google+, and Twitter are included in
the attribute selection procedure as classification attributes, so the object of our study is
whether there is an interrelation among them and whether the findings of the previous
procedure change in any way.

Correlation and Regression Analysis

The first aim of those experiments is to find out whether the classification attributes
correlate, examining the following three pairs: (a) Facebook and Twitter, (b) Facebook
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and Google+, and (c) Google+ and Twitter. Thus, a new dataset was created that
consisted of the Facebook, Google+, and Twitter attributes. One of the most common
measures of correlation in statistics is the Pearson correlation, which shows the linear
relationship between two variables (Norusis 2008). Correlation between variables
(classification attributes) is a measure of how well the variables are related.
Furthermore, a linear regression analysis will be executed in the three cases in order
to examine whether it is possible to predict (with relative accuracy) the value of one of
the attributes of social networks given the value of the other attribute of another social
network (Montgomery et al. 2010).

Additional experiments were carried out aiming to study the correlation among all
three social media. In those experiments, we proceeded with the classical linear
regression analysis in Weka (Norusis 2008) and then used the random forest algorithm
(Liaw and Wiener 2002), since it can give us great results according to research
(Caruana and Niculescu-Mizil 2006).

The random forest algorithm is combined with the RegressionByDiscretization
method (Robnik-Šikonja 2004). The RegressionByDiscretization can parameterize
the number of categories which can be used in our experiment. We chose to have
equal number of categories to the number of district values of Facebook, Google+, and
Twitter hits, respectively. The parameterization of random forest was set to default,
using the number of trees in the forest (numTrees) parameter equal to 10. For all the
experiments we used the 10-fold cross-validation technique.

The last aim of our experiments is to find out whether the classification attributes
correlate with all the other attributes of our dataset. We followed the same approach as
described above implementing the random forest algorithm. Those experiments are
very interesting since we try to predict the outcome of a human action (represented by
the classification attributes) based on the MOOCs’ information pages data.

Experimental Setup

Clustering

In the first set of clustering experiments, we used Facebook as a clustering evaluator.
The attributes that differ considerably between the two clusters along with their values
appear in Table 2. These attributes describe the way each course is assessed (Online

Table 2 Clustering using Facebook attribute as class to cluster evaluator

Dataset 1 Dataset 2

Attributes Cluster 0 Cluster 1 Cluster 0 Cluster 1

Online quizzes Yes Don’t know Yes Don’t know

Offline assignments Yes Don’t know Yes Don’t know

Final exam Yes Don’t know Yes Don’t know

Number of FAQ 3 1 3 1

Sections in page’s structure 6 4 6 4
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Quizzes, Offline Assignments, Final Exams) and the amount of information related to
the course (Number of FAQ, Sections in Page’s Structure). The first cluster that includes
the “more” popular courses is the one where courses contain specific information
concerning the course assessment and more details than courses contained in the
second, “less” popular courses, cluster. As far as dataset 1 is concerned, the percentage
of the correctly classified instances is 59.06 %, while for dataset 2, it is 53.75 %.

Another clustering process was performed using Google+ as a clustering evaluator.
The attributes that differ considerably between the two clusters along with their values
appear in Table 3. It is found that the results are exactly the same as the ones in the
previous experiment. The only difference is that the percentage of the correctly
classified instances for dataset 3 is 61.56 %, while for dataset 4, it is 52.50 %.

Finally, a clustering procedure was carried out using Twitter as a clustering evalu-
ator. The attributes that differ considerably between the two clusters along with their
values appear in Table 4. In this case it was also observed that the cluster with the
“more” popular courses has more useful information for the visitors of the MOOC
Information Page than the cluster of the “less” popular courses. As far as dataset 5 is
concerned, the percentage of the correctly classified instances is 57.81 %, while for
dataset 6, it is 52.19 %.

Comparing the findings of the three sets of experiments, we conclude that the second
set used as clustering evaluator the Google+ attribute has better results. Studying the
findings of the experiments, we find out that the Workload attribute differs by one
(working hour per week) in the cluster that has less recommended compared to the
corresponding clusters of the other two sets of the experiments. Thus, we can conclude

Table 3 Clustering using Google+ attribute as class to cluster evaluator

Dataset 3 Dataset 4

Attributes Cluster 0 Cluster 1 Cluster 0 Cluster 1

Online quizzes Yes Don’t know Yes Don’t know

Offline assignments Yes Don’t know Yes Don’t know

Final exam Yes Don’t know Yes Don’t know

Number of FAQ 3 1 3 1

Sections in page’s structure 6 4 6 4

Table 4 Clustering using Twitter attribute as class to cluster evaluator

Dataset 5 Dataset 6

Attributes Cluster 0 Cluster 1 Cluster 0 Cluster 1

Online quizzes Yes Don’t know Yes Don’t know

Offline assignments Yes Don’t know Yes Don’t know

Final exam No Don’t know No Don’t know

Number of FAQ 3 1 3 1

Sections in page’s structure 6 4 6 4
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that besides the attributes of the tables above, the workload attribute also affect the
popularity of MOOC.

Valuable Attributes

The findings of the attribute selection procedure are presented below under two
categories: (a) excluding classification attributes and (b) including classification attri-
butes. As far as the search algorithm is concerned, in addition to BestFirst,
GreedyStepwise and LinearForwardSelection (Kirkby et al. 2006) were used in the
tests, but there was no difference in the results.

Excluding Classification Attributes

The aforementioned procedure has been conducted for all six datasets excluding the
classification attributes and a graph was created showing the frequency appearance of
the attributes in all six cases, as shown in Fig. 1. The most important attributes in each
case are Category and University. We can see the attributes that gives to users’
information about the content and the creator of the MOOC playing an important role
for the information pages analysis.

Including Classification Attributes

The same procedure was followed for all six datasets, this time, including the classi-
fication attributes and the graph shown in Fig. 2 were created, showing the frequency
appearance of each attribute in all six cases.

The most important attributes in each case are: Category, Facebook, University,
Google+ and Twitter. We should stress the fact, however, that the Facebook, Google+
and Twitter attributes altered the previous findings and there seems to be a correlation
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Fig. 1 Excluding classification attributes and attribute’s frequency appearance
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among them. The attributes concerning social media give information about the
popularity of the course and are of high importance in relation to other categories of
attributes of the information pages, such as Assessment and Certification.

Correlation and Regression

Experiments have been conducted on IBM’s Superior Performance Software System
(SPSS), studying the correlation and regression among the three classification attri-
butes. We examined them in pairs: ( a) Facebook and Twitter, (b) Facebook and
Google+, and (c) Google+ and Twitter. The results of each correlation experiment are
shown below.

Facebook and Twitter

The Pearson correlation value between Facebook and Twitter is 0.799, as
shown in Table 5; this means that there is a strong correlation between the
two attributes (the correlation value is close to 1). Also, it is a positive
correlation, meaning that as one attribute increases in value, the second attribute
also increases in value. Similarly, as one attribute decreases in value, the
second attribute also decreases in value. The Sig. (two-tailed) value shows if
there is a statistically significant correlation between the two attributes. Our
Sig. (two-tailed) value is 0.000, the value is less than or equal to 0.05, so we
can conclude that there is a statistically significant correlation between the two
attributes. This means that the increases or decreases of one attribute do
significantly relate to increases or decreases of the second attribute.

The results of our linear regression analysis of those two attributes are shown in
Fig. 3. The middle line represents the regression line (the relationship between the
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Fig. 2 Including classification attributes and attribute’s frequency appearance
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attributes Facebook and Twitter) and the other two lines represent the 95 % confidence
interval for the mean of the data. The R-square value of our experiment is equal to
0.639, meaning that it is possible to predict with a relative accuracy of 63.9 % the value
of the Twitter attribute given the value of the Facebook attribute and vice versa.

Table 5 Pearson correlation matrix

Facebook Google+ Twitter

Facebook Pearson correlation 1 0.670** 0.799**

Sig. (2-tailed) 0.000 0.000

N 320 320 320

Google+ Pearson correlation 0.670** 1 0.812**

Sig. (2-tailed) 0.000 0.000

N 320 320 320

Twitter Pearson correlation 0.799** 0.812** 1

Sig. (2-tailed) 0.000 0.000

N 320 320 320

**Correlation is significant at the 0.01 level (two-tailed)

Fig. 3 Scatter plot for Facebook and Twitter
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Facebook and Google+

The Pearson correlation value between Facebook and Google+ is 0.670 as shown in
Table 5; this means that there is a moderate correlation between the two attributes, as
the correlation value is not very close to 1. Also, it is a positive correlation, like in the
previous feature pair. Our Sig. (two-tailed) value is 0.000, the value is again less than or
equal to 0.05, so we can conclude that there is a statistically significant correlation
between the Facebook and Google+ attributes. The results of our linear regression
analysis of those two attributes are shown in Fig. 4. The middle line again represents
the regression line and the other two lines, the 95 % confidence interval for the mean of
the data. The R-square value of our experiment is equal to 0.45.

Google+ and Twitter

The Pearson correlation value between Google+ and Twitter is 0.812, as shown in
Table 5, denoting a strong correlation between the two attributes. Also, it is a positive
correlation, like in the previous two cases. Our Sig. (two-tailed) value is again 0.000, so
we can conclude that there is a statistically significant correlation between the Google+
and Twitter attributes. The results of our linear regression analysis of those two
attributes are shown in Fig. 5. The R-square value of our experiment is equal to 0.66.

Fig. 4 Scatter plot for Facebook and Google+
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Facebook, Google+, and Twitter

Some experiments have also been conducted, studying the correlation and regression
among all three classification attributes. First, we examined them using the linear
regression method using Weka. The equations in Table 6 show the linear regression
model for each classification attribute examined and the results of our experiments are
shown in Table 7.

More specifically, we can understand from the correlation coefficient values in
Table 7 that there is a strong correlation among the three social networks, examining
the data from MOOCs information pages. The relation is described as strong because
those data have social characteristics. They represent a human action (press of a button)
that interacts in a social environment (Facebook, Google+, or Twitter) and, according to

Fig. 5 Scatter plot for Google+ and Twitter

Table 6 Linear regression model equations

Attribute Equation

Facebook = 3.4078 Twitter+0.4446 GooglePlus+823.5526

GooglePlus = 0.9881 Twitter+0.0332 Facebook−19.9585
Twitter = 0.3616 GooglePlus+0.0931 Facebook+4.2464
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previous research (Shortell 2001), the interpretation of the coefficient depends, in part,
on the area of study. When we are experimenting in areas that involve social or human
data, we should expect the correlation coefficients to be lower than those in surveys
studying demographic data.

Moreover, the mean absolute error and the root mean squared error values show that
equations in Table 6 cannot estimate correctly the values of Facebook, Google+, and
Twitter, respectively.

Secondly, we proceeded our study using RegressionByDiscretization with the
Random Forest method in order to examine the correlation and the regression among
the three classification attributes. The results are shown in Table 8. We can understand
from the correlation coefficient values in Table 8 that there is an even stronger
correlation among the three examined social networks (Shortell 2001) compared to
linear regression. More analytically, the Facebook correlation increased by 5.04 %, the
Google+ correlation increased by 6.85 %, and the Twitter correlation increased by
0.01 %. This proves that there is a connection between them since there is an increase
in percentage of correlation in all the three social media under the same experiment
conditions.

All Other Attributes

As was mentioned in the methodology, in the specific experiment, we plan to inves-
tigate the correlation and the regression of the classification attributes based on all the
other attributes of the MOOCs information page. The same method was followed as in
the experiment of the previous subsection. The results are shown in Table 9.

Table 7 Linear regression

Facebook Google+ Twitter

Correlation coefficient 0.7701 0.7676 0.8483

Mean absolute error 1,261.6017 218.6917 130.9558

Root mean squared error 2,203.7297 621.9705 370.7863

Relative absolute error 53.4094 % 43.2618 % 34.3911 %

Root relative squared error 64.4039 % 64.5967 % 53.0124 %

Table 8 RegressionByDiscretization with Random Forest

Facebook Google+ Twitter

Correlation coefficient 0.8205 0.8361 0.8484

Mean absolute error 997.8446 215.9734 207.5215

Root mean squared error 1,991.7736 557.0484 531.9431

Relative absolute error (%) 42.2433 42.7241 41.0521

Root relative squared error (%) 58.2095 57.8540 55.2466

J Knowl Econ (2016) 7:461–487 477



We can also find out that there is a correlation between each classification attribute
and the other attributes of the MOOCs information page with values 0.53339, 0.4511,
and 0.3682 corresponding for Facebook, Google+, and Twitter shares. However, it has
been impossible to predict the number of shares because of the mean absolute error and
of root mean squared error values. These values are large, because they are a result of
both of the great number attributes studied and the variety of their data type.

As was mentioned previously, both the findings of the previous subsection and the
finding of this subsection derive from the study of a human action which means that we
should expect the correlation coefficients to be lower than those in surveys studying
demographic data (Shortell 2001).

Statistics

The statistical analysis is of special importance in our research. We can extract useful
information about the attributes that trigger the interest of the users in the social media.
The attributes that we study in this section are Categories and University since in the
previous experiments, we proved that they are of vital importance for the shares of the
MOOC information pages in the social media.

Categories

From Fig. 6, which shows the names of the course categories and the corresponding
percentage of recommendation clicks (shares) in social networks, we can see that the
categories of MOOCs that are most recommended in all social networks are: Computer
Science, Information Tech and Design, Humanities, and Economics and Finance. In
Facebook, the category with the most shares is Humanities with 1.08 % more shares
than the second in order category, namely Computer Science. In Google+, the most
famous category is Computer Science with 21.76 % more clicks than the second in
order category, namely Information Tech and Design. In Twitter, the category with the
most recommendation clicks is also Computer Science with 1.83 % more clicks than
the second in order category, i.e., Information Tech and Design. The number of the
clicks actually is the number of the users that are interested in the specific course
category. In this way, we become aware of the interests of a great number of MOOCs’
users. This information is of great value for the MOOCs creators since they can
estimate the number of possible users in a new course.

Table 9 RegressionByDiscretization with Random Forest

Facebook Google+ Twitter

Correlation coefficient 0.5339 0.4511 0.3682

Mean absolute error 1939.7772 420.7755 331.4012

Root mean squared error 2908.2463 857.6465 649.2145

Relative absolute error 82.1196 % 83.2383 % 87.0314 %

Root relative squared error 84.9934 % 89.0736 % 92.82 %
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Moreover, we noticed that the course categories do not offer the same number of
courses. For that reason, we proceeded with the normalization of our data. In Fig. 7, we
present the average percentage of recommendation clicks per category for all the social
networks in question. These percentage values represent the users’ choices for the
MOOC categories in the social media. Analytically, Facebook users prefer the most to
recommend courses of the Economics and Finance category, Google+ users prefer to
share the Statistics and Data Analysis category MOOCs, and the Twitter users prefer to
tweet courses of the Education category. These results are very important since it is
possible to specify the users’ choices per social network and that way, to obtain
interesting information about the users’ social profile.

Universities

The following graphs show the names of the universities and the corresponding
percentage of shares in the social networks. More specifically, Fig. 8 shows that the
top seven universities with the most recommendation clicks represent 63 % of all the
shares that have been made on Facebook. Figure 9 shows that Stanford University
represents 33 % of all shares in Google+, and also that the top eight universities with
the most recommendation clicks represent 75 % of all the shares. In Fig. 10, we can
observe that the top eight Universities with the most recommendation clicks represents
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67 % of all the shares that have been made in Twitter. Also, Fig. 11 presents the five
universities with the greater number of the courses offered.

Combining these results with the information presented in Fig. 11, we come up with
some interesting results. The University of Pennsylvania offers more courses than any
other university, but is not the most popular university for Google+ and Twitter social
networks. Furthermore, the third in order Georgia Institute of Technology does not
appear in the most popular MOOC creators as shown in Figs. 8, 9, and 10. We can
conclude that the popularity of the universities does not relate exclusively with the
number of their offering courses and that the users’ recommendation procedure is more
qualitative than quantitative.

Categories Enrollment

Recently Coursera has presented some statistic results of its own (Coursera 2013a) in
October 2013. One of these concerned the enrolled users per course category. More
specifically, it presented the five most popular categories along with the corresponding
number of registered users. We, on the other hand, have the shares in the social media
of the course categories at our disposal with data until May 2013. Thus, we can assume
that the shares in the social media affect the enrollment of users in the courses in a
positive way and conduce to the fact that users choose to enroll to specific courses.
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Figure 12 shows the course categories and the enrolled users in millions, as well as
the average percentage of shares P(c) in the social media calculated with the following
formula:

P cð Þ ¼ PF cð Þ þ PG cð Þ þ PT cð Þð Þ
.
3; c ¼ category
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where PF, PG, and PT are the corresponding share percentages of the category in
Facebook, Google+ and Twitter.

The five categories to which most users enrolled according to Coursera are among
the seven most popular categories according to our own data. Indeed, the category with
the most registered users is Computer Science which is the most widespread category in
social media. Unfortunately, Coursera does not provide more information about the
other course categories, which would prove useful to extract further interesting con-
clusions. However, the general picture shows the positive effect the shares in social
media have on the choice of the users to enroll to specific courses.

Discussion

MOOCs seem to be the hottest issue in educational industry. The financial figures and
the number of people that come along with them are enormous. Coursera is still the
largest MOOC provider with 50 % of the courses offered worldwide (Shah 2013).
Thus, the present study is considered to be important since there is a detailed study of
the information of MOOCs and their relation to the social media.

The present research is not just a case study but a complete research on the free data
provided by Coursera, through the courses’ information pages. The evaluation of the
data and the knowledge extraction were made using human action, i.e., the sharing of
the MOOCs information pages on social networks. The first part of the research
concerned the identification of the attributes that cause some courses to be “more”
recommended than others. It was found that the users prefer to share the courses that
give specific information about the course itself. What is interesting, some of those
course attributes concern the assignments and the course exams, and in this way, the
prospective registered users know the way they will be assessed beforehand.

The second part of our experiments shows that we can define the features that are of
the greatest value for the Information Pages of the MOOCs. Furthermore, it shows that
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among the most significant attributes were all classification attributes which means that
there is a correlation among them.

In the third part of our research, we studied the correlation between (a) Facebook and
Google+, (b) Facebook and Twitter, and (c) Twitter and Google+ recommendation clicks
using the Pearson correlation method. The results showed that there are strong correla-
tions between these pairs and a linear regression analysis was carried out. The findings
have shown that in the best case, it is possible to predict the value of one of the attributes
of social networks given the value of the other attribute of another social network with
relative accuracy of 66%. Also, we studied the correlation and the regression between all
three social media under study using Linear Regression and RegressionByDiscretization
with the Random Forest method in Weka. The results showed that there are very strong
correlations between those attributes representing the recommendation clicks for the
three social networks. Also, we concluded that it is not possible to produce a model to
estimate with precision the user’s choice of recommendation clicks for the Facebook,
Google+, and Twitter social networks. Finally, some experiments were conducted to find
out the correlation and the regression of the classification attributes based on the other
attributes of the MOOCs information pages, which showed that there is a strong
correlation but is impossible to create a prediction model.

In the last part of the study, some very important statistics were presented that show
the most popular universities and the most popular course categories. It was also
presented that social media have a positive effect on the users that intend to enroll to
the courses.

These research findings are of special importance in the MOOCs market. Being
aware of the attributes that can motivate a user to register to a course or to share it
through their social network, the MOOC providers will be able to increase their
registered uses and, consequently, to increase their income. From the shares on the
Internet, we can extract the trends concerning the choice of the courses so that the
MOOC creators can save time and money aiming at the most popular course categories.
Finally, for the companies that want to train their personnel, by knowing the details of
the courses, they can decide more easily about the course and the model of attendance
that suits better for their employees.

Furthermore, the findings of our research make a great contribution to the field of
open data and social networks. More specifically, it proves that open data have to be
well defined and to-the-point depending on the field of study. Open data that derive
from human actions such as the sharing in the social media can show out the general
tendency of the users towards a specific subject, such as the promotion of a certain
course category in the social media. As for the social media, we find out that every
users’ community gives a different value to the subject under examination. However,
all of them show more or less the same tendency. Thus, we can suggest the method-
ology that we followed as a complete study framework of research that relates to
information sharing in social media from Web pages.

Conclusion

In conclusion, it can be said that the present study can prove very useful for a number of
various reasons. Firstly, the universities can increase the enrollment in their courses,
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while companies that already exist in the field or want to get involved in it, can increase
their popularity. Furthermore, those who offer parallel tutoring to the MOOCs students
can target the proper course categories so that they can increase the number of
customers. In addition, advertisers and social media experts can target their viewers/
users with greater precision. Also, the field experts of education and social media can
have a more comprehensive approach to the MOOCs issue. Finally, the findings can be
exploited by the three social networks that have been examined in order to personalize
the profiles of the users that may be interested in attending a MOOC.

The examination of open data in new research fields such as MOOCs are of special
scientific interest. The new methodologies followed can be confirmed in other studies
and a new study framework can be defined in relation to the new field. The successful
definition of the attributes that make MOOCs more shared in social media sets the
scientific foundation of the methodology we followed. The social media continue to
constitute a hot research field and what is of great interest is the result of our research,
i.e., that the users of all the three social networks that were examined showed similar
tendencies concerning information sharing in relation to MOOCS information pages.
Moreover, the examination of the correlation between the social media concerning the
same issue constitutes an important addition to the study framework of future research.
The fact that there is some, though very little, difference in our research findings in the
social media examined leads us to the conclusion that there should be a separate
examination of each social network so as to extract more comprehensive results in
relation to our research subject.

The present research can extend to other MOOCs providers confirming our findings.
Moreover, it can become extensive by adding more attributes from the content of the
MOOCs lectures and the results of their attendance. The research could also extend on
the part of the social media, by examining the choice of the users to share a MOOC in
their social network and more specifically by studying their friends’ response to the
sharing.
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