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Abstract
Federated Learning (FL) is an algorithm for the encrypted exchange of model parameters while ensuring the independence 
of participants. Classic federated learning does not take into account the correlation between features, nor does it take into 
account the data differences caused by the reasonable personalization of each client. Therefore, this paper proposes a person-
alized federated learning algorithm based on a multi-head attention mechanism. First, in order to improve the personalization 
of local models, attention mechanism is used to capture the relevance of local features. Then, when aggregating local models, 
the weight � is generated for local models based on the differences between models, and finally aggregate them into a new 
global model. Finally, the multi-head attention is proposed to calculate the importance score of the global model parameters 
on the current local model, and assign it to the local model as the attention coefficient, so as to realize personalized federated 
learning. Through experiments on MNIST, SVHN and STL10 datasets, the validity of Personalized Federated Learning is 
verified, and the rationality of hyperparameter setting is discussed through visualizing results.

Keywords Federated learning · Multi-head attention mechanism · Personalize

1 Introduction

Federated learning can ensure the security of data owned by 
each participant in distributed learning. Federated Learning 
(FL) has become a distributed collaborative AI method. By 
allowing AI training on distributed IoT devices without data 
sharing, it can make many intelligent IoT applications pos-
sible [1–3]. In 2016, Google first proposed a federated learn-
ing algorithm for mobile terminals [4]. Each client trains a 
local model and then aggregates it to obtain a global model. 
The process of exchanging model information between cli-
ents is carefully designed so no client can learn the private 

data content of other clients. The data sources seem to be 
integrated when the global model is obtained. This is the 
core idea of Federated Learning. After the concept of fed-
erated learning was proposed by Google, McMahan et al. 
proposed a practical method for the federated learning of 
deep networks based on iterative model averaging in 2017 
[5]. This algorithm uses relatively small communication 
rounds to train a high-quality model, which is the classic 
federated averaging algorithm. In the later period, many 
federated learning algorithms were further developed based 
on McMahan’s work, and many excellent algorithms were 
formed [6, 7].

In commercial applications, not only data confidential-
ity is very important, personalization is also an important 
research content. For example, the core of personalized rec-
ommendation is to accurately locate the content that users 
are interested in. Therefore, extracting the user’s hidden 
preferences from limited user information becomes the key 
to measuring the quality of a recommendation algorithm, 
which is also the main issue of research. Existing recommen-
dation systems usually directly perform unified processing 
on the user’s historical browsing records. It ignores the dif-
ference between users’ long-term preferences and short-term 
preferences, which will directly affect the accuracy of user 

 * Shanshan Jiang 
 jss@nuist.edu.cn

1 School of management Science and Engineering, Nanjing 
University of Information Science and Technology, 
Nanjing 210044, China

2 Jiangsu Provincial Collaborative Innovation Center 
for Atmospheric Environment and Equipment Technology, 
Nanjing University of Information Science and Technology, 
Nanjing 210044, China

3 College of Information Science and Technology, Nanjing 
Forestry University, Nanjing 210037, China

http://crossmark.crossref.org/dialog/?doi=10.1007/s13042-023-01864-z&domain=pdf


3784 International Journal of Machine Learning and Cybernetics (2023) 14:3783–3798

1 3

behavior feature extraction [8]. In the field of personalized 
recommendation, people have proposed a recommendation 
algorithm based on deep learning [9] and a recommenda-
tion model based on self-attention mechanism [10], and 
they have achieved certain results. However, users have a 
variety of personalization problems. These personalization 
problems are intertwined with each other and affect the final 
result in both time and space. Therefore, only a single atten-
tion cannot be used to accurately solve the problem. In the 
commercial field, people need an FL that can mine multiple 
personalities and keep data confidential.

From the perspective of learning model, federated learn-
ing mainly includes methods based on traditional machine 
learning (such as Gradient Boosting Decision Tree, Extreme 
Gradient Boosting, support vector machine) and methods 
based on deep learning (such as Convolution Neural Net-
works, Recurrent Neural Networks). Federated learning 
algorithm based on traditional machine learning refers to 
the implementation of classical machine learning algorithm 
under the framework of federated learning. Its advantages 
are less computation, but its disadvantages are the following 
problems in practical application scenarios: when the data 
volume is large, the algorithm has poor scalability and adapt-
ability, and the algorithm is not easy to convert. Compared 
with machine learning, deep learning has the advantages 
of strong scalability, good adaptability and easy conver-
sion when the data volume is large [11, 12]. It is a powerful 
method that can automatically learn feature representation 
from data. The existing research direction of federated learn-
ing is mainly to improve the performance of statistics, solve 
the problem of small data volume, and improve security to 
protect data privacy [13, 14].

At present, among the many directions of federated 
learning [15–19], there are few types of research on person-
alization. In 2020, Fallah et al. proposed the Per-FedAvg 
algorithm [20], which uses meta-learning [21] to achieve 
personalized differential training of federated learning, intro-
duces a Model Agnostic Meta Learning (MAML) algorithm, 
and treats client [22] training as a task. The global model 
finds a suitable initialization parameter during training for 
each client. In 2021, Tan et al. proposed the concept of a per-
sonalized federated learning [23]. Federated learning appli-
cations often face the heterogeneity of data distribution and 
device functions among data owners, thus accelerating the 
development of the personalized federation. The obstacles to 
personalized federation under the setting of federated learn-
ing are discussed in the paper. In addition, a unique classifi-
cation of personalized federation technology into data-based 
and model-based methods is proposed. The existing person-
alized federated learning has slow convergence and poor per-
formance on heterogeneous (non-IID) data, and the global 
model lacks personalization for local tasks or local data sets. 
This paper improves the local data set or task personalization 

task according to the global model, and gives different per-
sonalized weights to the personalization between different 
clients. The global model can better adapt to the personal-
ized tasks or local data sets of the local model.

To improve the reasonable personalized degree of the 
local model, and reduce the impact of the data difference 
caused by the reasonable personalization of the local model 
on the global model when the model is aggregated, a per-
sonalized federated learning algorithm based on multi-head 
attention mechanism is proposed in this work. While mining 
the relevance of features, it also increases the reasonable 
personalized proportion of local models. The contributions 
of this article are as follows: 

(1) In the local model, improving the reasonable personal-
ized degree of the local model can increase the model’s 
performance. Therefore, a multi-head attention mecha-
nism is introduced to capture the correlation between 
local features and increase the personalized degree 
of local model parameters. It can improve the perfor-
mance of local models.

(2) In the global model, we design a fusion framework of 
federated learning suitable for a multi-head attention 
mechanisms. The framework first uses random sam-
pling of 30% of the data and uses the federated averag-
ing model to train to obtain the global model on the 
server. Secondly, for the remaining 70% of the data, on 
the basis of the federated averaging model, we calculate 
the distance between current local model parameters 
and pre-processed global model parameters and obtain 
the differences between the models to formulate the 
personalization weight � for the local models. Then the 
weighted average is used to obtain the global model.

This paper is organized as follows: The second part intro-
duces the relevant background information of the research 
content; the third part details the specific content of a per-
sonalized federated learning algorithm; the fourth part shows 
the performance of this algorithm through a large number 
of experiments, and the results are discussed; the fifth part 
summarizes the work.

2  Background

2.1  The basic structure of federated learning

Figure 1 is a federated learning architecture that includes a 
coordinator. In this scenario, the coordinator is an aggrega-
tion server S, which can send the initial random model to 
each client C. The clients use their respective models for 
training and send the model weight updates to the aggre-
gation server. Then, the aggregation server aggregates the 



3785International Journal of Machine Learning and Cybernetics (2023) 14:3783–3798 

1 3

model received from the client and sends the aggregated 
model updates back to the clients. This process will be 
repeated until the model converges, the maximum number 
of iterations is reached, or the maximum training time is 
reached. Under this architecture, the original data of the cli-
ent is always stored locally, which can protect user privacy 
and data security [24].

2.2  The way of federated learning

The feature space and sample ID space of the data owned by 
different clients may be different. According to the distribu-
tion of the data feature space and sample ID space of the 
training data among different participants, federated learn-
ings are divided into Horizontal Federated Learning (HFL), 
Vertical Federated Learning (VHL), and Federated Transfer 
Learning (FLT). Taking a federated learning scenario with 
two participants as an example, Fig. 2 shows the definitions 
of three types of federated learning. HFL [25] is suitable 
for federated learning participants whose data has overlap-
ping data features, VHL [4] is suitable for federated learning 
clients whose training data has overlapping data samples, 

and FLT [9] is suitable for situations where the client’s data 
samples and data features overlap very slightly.

Horizontal federated learning is suitable for scenarios 
where the client’s dataset has the same feature space but 
different sample spaces and can be easily used to build appli-
cations supported by a large number of mobile devices. In 
these scenarios, the federation’s goals apply to different user 
groups. However, in many practical scenarios, the clients of 
federated learning are organizations or institutions that have 
the same user group. These institutions collect different data 
characteristics for the same group to achieve different busi-
ness goals. Therefore, the vertical federated learning method 
is the most suitable for actual application scenarios, and we 
choose the vertical federated learning method in this work.

2.3  Federated averaging algorithm

In the classic federated learning algorithm, the federated 
averaging algorithm is generally used for model training. 
The federated averaging algorithm is mainly model averag-
ing. In 2017, Mcmahan et al. proposed an equivalent feder-
ated model training method [5]. In this work, each client 

Fig. 1  Federated learning 
system example: client–server 
architecture
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locally performs stochastic gradient descent on the existing 
model parameters �t using local data, the updated model 
parameter �(p)

t+1
 is sent to the server, the server aggregates 

the received model parameters, that is, uses a weighted 
average of the received model parameters, and the updated 
parameters �t+1 is sent to each client. This method is called 
model averaging [26]. Finally, the server checks the model 
parameters, and if it converges, the server sends a signal to 
each participant to stop the model training.

where � is the learning rate, ∇p is the local gradient update 
of the pth participant, np is the local data volume of the pth 
participant, n is the local data volume of all participants, 
�
(p)

t+1
 are the parameters of the local model of the pth partici-

pant at this time, and �t+1 are the aggregated global model 
parameters. However, when applying the federated averaging 
algorithm to federated learning based on deep learning, it 
did not consider the impact of the reasonable personalization 
degree of the local model on the model performance, nor did 
it consider the impact of the data difference brought by the 
reasonable personalization of the local model on the global 
model during model aggregation. Therefore, this paper pro-
poses a personalized federated learning algorithm.

(1)�
(p)

t+1
= �t − �∇p,

(2)�t+1 =

P∑
p=1

np

n
�
(p)

t+1
,

3  Personalized federated learning 
algorithm

In the business field, people not only need a guarantee for 
data security but also need to be able to further mine per-
sonalized content to bring value. In the field of personali-
zation, scholars have found that users have more than one 
personalization, such as long-term personalities, short-term 
personalities in time, and personalities under different condi-
tions in space. Therefore, the single attention mechanism in 
the literature [10, 27] cannot meet this complex demand. The 
attention mechanism can increase attention to the correla-
tion between data features. Scholars define this association 
as personalization, which can improve accuracy. Therefore, 
the multi-head attention mechanism can focus on the vari-
ous associations between data features from many aspects. 
Based on the traditional federated average algorithm, this 
paper introduces a multi-headed attention mechanism, we 
hope to improve the model’s ability to mine user person-
alization under the framework of federated learning, and 
achieve greater commercial value. The framework of this 
algorithm is shown in Fig. 3. The specific algorithm is 
shown in Algorithm 1.

Fig. 3  Overall framework of 
personalized federated learning
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Algorithm 1: M-FedAvg
Pretrain the local model:

1 Input:Datasets Dp

2 Output:pre-trained glob model parameters ω0
3 calculate the coefficient λp (formula 9)

Global model optimization:
\\the number P of participants in FL,
datasets Dp, the fraction of L of clients C is 0.1

4 Initialize the global model parameter
ωt+1 =

∑P
p=1

np

n
(λpω

(p)
t+1) (equation 11)

5 for each round t = 0, 1, . . . do
6 m = (random set of max(L · P, 1) clients)
7 for each client pεm in parallel do
8 ω

(p)
g = ParticipantUpdate(p, ω(p)

t+1)
9 ωg =

∑P
p=1

np

n
ω
(p)
g

10 end for
11 Information distribution:pass ωg back to the local model
12 end for

Local participants update:
\\local model parameters ω

(p)
t+1,datasets Dp

13 batches = (data Dp split into batches of size B)
14 Download the newest global model optimization parameter ωg

15 to the current local model optimization ω
(p)
t+1

16 for each local epoch i from 1 to E do
17 for batch b in batches do
18 Information distribution:
19 ω ← Concat(head1, head2, ..., headn)ω
20 ω = ω − η∇�(ω; b)
21 Return ω

(p)
t+1 to step 5

22 end for

3.1  Local model multi‑head attention mechanism

In the algorithm of this paper, there can be multiple mod-
els of local models, such as SVM, CNN and other algo-
rithms combined with multi-head attention mechanism. The 
architecture of CNN combined with a multi-head attention 
mechanism is shown in Fig. 4. The specific process is shown 
in Fig. 5.

As shown in Fig.  4, for a given feature map input 
I�R(C×H×W) , this article uses a CNN to extract image fea-
tures [28, 29]. It first passes through the convolutional layer 
and convolves the image with a 5 × 5 convolution kernel. The 
convolutional layer can preserve the input shape so that the 

correlation of the pixels of the image in both the height and 
width directions may be effectively identified [30–33]. At the 
same time, the same convolution kernel and the input of dif-
ferent positions are repeatedly calculated through the sliding 
window to avoid the parameter size being too large [34–36]. 
After that, it passes through the excitation layer, performs a 
nonlinear mapping on the output of the convolutional layer, 
and then passes through the pooling layer to down-sample 
the previous layer, which can reduce the size of the previous 
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layer, thereby reducing the amount of calculation [37]. We 
get the feature map I ��RC

�
×H

�
×W

�

 and repeat the operation. 
The number of output channels of the first convolutional 
layer is 6, and the number of output channels of the second 
convolutional layer is increased to 16. Since the second con-
volutional layer has a smaller input height and width than the 
first, increasing the output channel makes the parameter sizes 
of the two convolutional layers similar, we can get the feature 
map x�

�RCε×Hε×Wε . Since 3 parallel attention heads are used 
in this article, a 1 × 1 convolution kernel with a number of 3 
is added to obtain image features x1, x2, x3 . Then the image 
features of x1�RCε×N from the previous convolutional layer 
are transformed into two feature spaces K, Q to calculate 
attention, where K(x1) = Wkx1,Q(x1) = Wqx1 . Where Cε is 
the number of channels, and N is the number of feature posi-
tions of the feature x1 from the previous convolutional layer.

where �(1)
j,i

 indicates the extent to which the model attends to 
the ith location when synthesizing the jth region of x1 . The 
output of the attention layer o(1) = (o

(1)

1
, o

(1)

2
,⋯ , o

(1)

j
,⋯ ,

o
(1)

N
)�RCε×N.

where Wk�R
Cε×Cε , Wq�R

Cε×Cε , Wv�R
Cε×Cε , are the learned 

weight matrices, which are implemented as 1 × 1 convolu-
tions. Since We did not notice any significant performance 
decrease when reducing the channel number of Cε to be 
Cε∕k , where k = 1, 2, 4, 8 after a few training epochs on three 
datasets. For memory efficiency, we choose k = 8 in all our 
experiments. After that, we further perform Concat opera-
tions on the output of the three attention layers to obtain the 
output of the multi-head attention layer.

where � is a learnable scalar, and it is initialized as 0. Intro-
ducing the learnable � allows the network to rely on the 
local neighbourhood’s cues and then gradually learn to 
assign more weight to the non-local evidence. After that, 
we multiply the output of the multi-head attention layer by 
the scale parameter � and add it back to the input feature 

(3)�
(1)

j,i
=

exp(s
(1)

ij
)

∑N

i=1
exp(s

(1)

ij
)
,

(4)s
(1)

ij
= K(x

(1)

i
)TQ(x

(1)

j
),

(5)o
(1)

j
=

N∑
i=1

�
(1)

j,i
V(x

(1)

i
),

(6)V(x
(1)

i
) = Wvx

(1)

i
,

(7)o = (o(1) + o(2) + o(3))∕3,

(8)yi = �oi + xi,

map to obtain the feature map y�RCε×Hε×Wε , and then pass y 
to a dense layer (fully connected layer). The fully connected 
layer will flatten each sample in the mini-batch. That is, the 
input shape of the fully connected layer will become two-
dimensional, where the first dimension is the sample in the 
mini-batch, the second dimension is the vector representa-
tion after each sample is flattened, and the vector length is 
the product of the channel, height, and width. Finally, the 
output y′ is transformed into a legal category prediction dis-
tribution through the softmax operation, and the category 
with the largest prediction probability is used as the output 
category. The proposed method can strengthen the useful 
information of the image and suppress the useless informa-
tion, improve the performance of the local model, and help 
to increase the reasonable degree of personalization of the 
local model.

3.2  The federated learning personalized 
aggregation

In federated learning based on deep learning, the global model 
parameters of the traditional federated learning algorithm are 
randomly generated and have no reference values. If we first 
use the federated averaging algorithm to aggregate the local 
model parameters to the global model and send the aggre-
gated model updates back to the client. This process would 
be repeated until the model converges or when the number 
of iterations or the maximum training time is reached. Then, 
the global model parameters are saved, and this step is used 
as pre-training. Afterwards, the pre-trained parameters are 
saved to the global model parameters for retraining, which 
can improve the personalization ability of model processing 
and reduce the impact of data noise. The tranditional aggrega-
tion method of federated learning is directly uses the federated 
averaging algorithm to average the local model parameters 
and does not take into account the influence of the data dif-
ference caused by the reasonable personalization of the local 
model on the global model when the model is aggregated. The 
method of aggregating local model parameters into the global 
model will harm its model performance.

After analysis, similar data aggregation can improve the per-
formance of the global model. For example, the Tik Tok app, 
which everyone loves, has become popular all over the world 
in recent years because it can recommend corresponding vid-
eos according to users’ preferences, realize preferences of local 
models and consider the similarity indicators of users’ favorite 
types. Data with completely different similarity indicators can-
not improve the global model and may also have a performance 
degradation effect. At the same time, using the federated aver-
aging algorithm to average the local model parameters directly 
cannot deal with the impact of noise in the data either. Joint 
training is challenging to obtain a high-performance model 
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with such data. Suppose it is possible to reduce the proportion 
of local model parameters that are significantly different from 
the global model parameters during model aggregation. In that 
case, it will initially reduce the impact of local model person-
alization on the performance of the global model. Based on 
this, we propose to add the variable coefficient � in front of the 
local model parameters to reduce the impact of the personal-
ized model on the global model. The local model personalized 
aggregation process is shown in Fig. 6.

As shown in Fig. 6, we perform pre-training and calcu-
late the distance between current local model parameters and 
initial model parameters, and obtain the difference between 
models to formulate the personalization coefficient � for local 
models. The variable coefficient � is calculated as shown in 
the following formula. Then we assign the variable coefficient 
� to the local model according to the difference between the 
local model parameters and the initial model parameters, and 
aggregate them into the global model, it can initially solve the 
problem of poor joint training model performance and increase 
data noise that model personalization problems may cause.

(9)�p =
ef (��0−�

p

t+1
�)

∑
P e

f (��0−�
p

t+1
�) ,

(10)f (x) =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

� 1��
x(i, j)

�����������
a

� (a ≥ 1ora ≤ −1)

���
x(i, j)

�����������

a

� (−1 < a < 1),

where �p is the local model coefficient factor initially aggre-
gated into the global model, w0 is the weight parameter of 
the global model after pre-processing, and w(p)

t+1
 is the weight 

parameter of the pth client after training the local model on 
the local data, it is to calculate the difference between the 
pre-processed weight parameters and the weight parameters 
of the current local model. The f function ensures that the 
data is between 0 and 1, which can reduce the proportion 
of data with large differences to solve the impact of model 
personalization problems on aggregation and reduce the risk 
of increasing data noise. After that, the data is normalized 
to ensure that the sum of the probabilities of multiple clas-
sifications is 1. 

∑∑
x(i, j) is the sum of all elements in x, 

and the local updated model parameter w(p)

t+1
 is assigned to the 

personalization coefficient �p and then sent to the server. The 
server aggregates the received model parameters and finally 
uses the weighted average of the received model parameters:

where np is the local data volume of the pth participant, w(p)

(t+1)
 

is the parameter of the local model at this time, �p is the local 
model coefficient factor initially aggregated into the global 
model, and then the server will aggregate the model param-
eter �t+1 send it to all participants. The local model param-
eter pre-processing can solve the problems of poor joint 
training and of increasing data noise caused by model 
personalization.

4  Experimental analysis

In order to prove that the personalized federated learning 
algorithm proposed in this paper based on the multi-head 
attention can not only improve the accuracy in the standard 
dataset, but also improve the degree of data personalization, 
this paper implements comparative experiments on three 
standard datasets. By comparing with FedAvg algorithm, 
pFedMe algorithm [19], per-FedAvg algorithm [21], FedAd-
agrad algorithm [38] and FedDC algorithm [39], it is proved 
that the personalized part has a positive impact on the overall 
accuracy. In particular, in order to simulate the federated 
learning settings, the experimental part of this paper adopts 
the serial training method for each client, and uploads the 
model parameters after the training to the terminal server in 
turn to aggregate the global model.

The experimental environment configuration is as fol-
lows: CPU (AMD R5-3600), memory (16 G) DDR4, GPU 
(NVIDIA Geforce RTX2070S), operating system (64-bit 
Windows 10). The experimental framework is the Pytorch 
open-source framework. Stochastic gradient descent is used 

(11)�t+1 =

P∑
p=1
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Fig. 6  Procedure chart of local model personalized distribution
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as the learning rate. The initial learning rate is 0.001, the 
weight attenuation coefficient is set to 0.01, the momen-
tum is set to 0.9, The training batch size is 10, the number 
of local clients is 10, and the training is 50 communica-
tion times (equivalent to 500 cycles of CNN training). The 
experiments use the classic CNN as the network model in 
the architecture of this article and compares it with the Fed-
erated Averaging model, which uses the same structure of 
CNN. The result of the experiment is an average of 10 times.

The datasets used in this experiment are MNIST, SVHN, 
and STL10. The public dataset of MNIST consists of 60,000 
training samples and 10,000 test samples, and each sample 
is a 28×28-pixel grey handwritten number Picture, SVHN 
is similar in style to MNIST (for example, the image is a 
small cropped number), but contains much more labelled 
data, 73257 training samples and 26,032 test samples. The 
STL-10 dataset is an image recognition data set used to 
develop unsupervised feature learning, deep learning, and 
self-learning algorithms. It contains 10 types of objects, 
each of which consists of 500 training samples and 800 test 
samples. Each sampled pixel is 96×96. In addition to pic-
tures with category tags, there are 100,000 pictures without 
category information. In which the data set is divided, taking 
the MNIST data set as an example, firstly, the data is sorted 
according to the digital label, and it is divided into 200 data 
blocks with a sample of 300. A total of 100 clients are set up, 
and each client is assigned 10 data blocks. This work uses 
precision index to evaluate the model, sets TP to represent 
the true class, that is, the positive samples that are correctly 
predicted by the model, and FP to represent the true negative 
class, that is, the positive samples that are predicted to be 
negative by the model. The precision formula is as follows:

In the following, the experiment is mainly composed of 
three parts. Firstly, the classification accuracy of this method 
and the existing federated learning methods is compared and 

(12)precision = TP∕(TP + FP).

analyzed. Then, this paper conducted two ablation experi-
ments, namely, the ablation experiment of multi-head atten-
tion and the ablation experiment of federation personalized 
aggregation. These two experiments verified the effective-
ness of multi-head attention and federation personalized 
aggregation. Finally, an experiment is set to verify that the 
personalized parameters of the algorithm in this paper are 
better than those of the traditional federal average algorithm, 
and the method in this paper is more consistent with the 
actual scenario application.

4.1  Analysis of comparison results

Figure 7 shows the test results of the algorithm in this paper 
and the traditional FedAvg algorithm in 3 test sets, and Fig. 8 
compares the loss function of the algorithm in this paper 
with the traditional FedAvg algorithm. M-FedAvg is evalu-
ated in the setting of lr ∈ (0.001, 0.005, 0.01, 0.015) . When 
the learning rate is too large or too small, it will have a con-
siderable negative impact on the performance of M-FedAvg, 
so the learning rate is set to 0.01. It can be seen from the 
results that the average precision of the algorithm in this 
paper is significantly better than the FedAvg algorithm, and 
the training loss convergence rate is significantly faster than 
the classic FedAvg algorithm.

Table 1 shows the precision of multiple algorithms on 
three datasets. Its average test accuracy is higher than other 
modules. The single addition is lower than the average test 
precision of CNN training with the multi-head attention 
mechanism module after the data sets of all clients are con-
centrated in one place. We not only compared M-FedAvg 
with FedAvg but also compared with the most advanced per-
sonalized FL algorithms (such as pFedMe [19], Per-FedAvg 
[21], FedAdagrad [38] and FedDC [39]). The client is set 
to 10, the client data is independent and identically distrib-
uted, and comparisons are made on all three real datasets. 
In general, M-FedAvg maintains the highest performance in 
almost all scenarios. In the current federated learning based 

Fig. 7  Federated learning precision curve graph



3791International Journal of Machine Learning and Cybernetics (2023) 14:3783–3798 

1 3

on deep learning, it is not considered to improve the person-
alized performance of the local model. Selecting information 
that is more critical to the current task goal from a large 
number of information can help improve the personalized 
performance of the local model. To solve this problem, this 
paper introduces a multi-head attention mechanism, which 
can help capture the relevance of local features, and may 
improve the performance of local models, thus increasing 
the degree of model parameters’ personalization. In addi-
tion, through the multi-head attention, key information can 
be retained for better feature extraction and selection, and 
the accuracy of recognition can be improved. Compared 
with the traditional FL and personalized FL algorithms, the 

performance improvement of M-FedAvg mainly comes from 
three aspects: improving the reasonable degree of personali-
zation of the local model, reducing the impact of data differ-
ences caused by the reasonable personalization of the local 
model on the global model when the model is aggregated, 
and reducing the impact of the global model on the local 
model when it is assigned to the local model.

4.1.1  Ablation experiment results of multi‑head attention

This experiment uses the CNN model combined with the 
multi-head attention mechanism. We do not use the model 
framework of the second point of innovation in this algo-
rithm but use the traditional FedAvg aggregation method to 
verify the precision of the CNN model combined with the 
multi-head attention mechanism (M-CNN).

Figure 9 shows the results of the traditional method 
and the improved method on each dataset. The traditional 
method here is to gather the datasets of all clients in one 
place and then use CNN to train. The improved traditional 
method is to gather the datasets of all clients in one place 
and then use the CNN training with the multi-head attention 
mechanism module, where the x-axis represents the training 
period (Epoch), and the y-axis represents the test precision. 
The set period is 200, which is equivalent to 20 communi-
cation times. Among them, the performance of the M-CNN 
algorithm using the CNN model combined with the multi-
head attention mechanism has large fluctuations and the 
fastest convergence. In 60 training cycles, the performance 
of the two algorithms is basically stable. The accuracy of 
the improved traditional method is better than that of the 
traditional method. Finally, in MNIST, SVHN, and STL10 
dataset average precision rate reached 99.04% , 87.88% , and 
47.18% . The experimental results show that the multi-head 
attention is effective, which can improve the effectiveness of 
feature extraction and the precision of the results.

Figure 10 shows the test results of the federated aver-
aging algorithm of the multi-head attention module and 

Fig. 8  Federated learning loss function graph

Table 1  The influence of personalized federated learning algorithm 
based on multi-head attention mechanism

Bold value represents the optimal value

Dataset Model Average (%) Best (%)

MNIST FedAvg 96.95 98.56
Per-FedAvg 97.51 98.70
pFedMe 97.86 98.77
FedAdagrad 97.98 98.75
FedDC 98.52 99.21
M-FedAvg 98.63 99.20

SVHN FedAvg 76.30 86.54
Per-FedAvg 79.69 86.86
pFedMe 80.20 87.45
FedAdagrad 80.71 86.32
FedDC 84.78 89.32
M-FedAvg 86.75 89.37

STL10 FedAvg 35.52 40.36
Per-FedAvg 39.44 46.00
pFedMe 40.97 47.66
FedAdagrad 40.21 47.73
FedDC 41.65 48.12
M-FedAvg 44.28 49.41
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the traditional federated averaging algorithm in each test 
set. The x-axis represents the number of communication 
rounds, and the y-axis represents the test precision, in 
which the performance of the multi-head attention mod-
ule fluctuates greatly, and its convergence is the fastest. 
At 10 communication times, the performance of these two 
algorithms is basically stable. The average accuracy of 
the algorithm in this paper is significantly better than that 
of the FedAvg algorithm. Finally, the average accuracy 
rates on the MNIST, SVHN, and STL10 data sets reach 
98.51% , 85.66% , and 42.92% . The experimental results 
show that the average accuracy of M-FedAvg is lower 
than that of M-CNN because M-CNN directly uses neural 
network CNN to train data sets. In federated learning, the 
participants will not expose the data to the server or other 
participants, so the performance of the federated learn-
ing model is slightly worse than that of the centralized 
training model. Compared with the loss of accuracy, the 
additional security and privacy protection in many sce-
narios is undoubtedly more valuable. Fig. 11 compares 
the improved federated average algorithm in this paper 
with the traditional federated average algorithm in loss 
functions. The x-axis represents the number of communi-
cation rounds, and the y-axis represents the training loss. 

At the beginning of training, two curves converge very 
quickly. When the training reaches 40 times of communi-
cation, the loss function of the traditional federated aver-
aging algorithm remains stable and no longer converges 
and maintains a high loss value. The federated averag-
ing algorithm with the multi-head attention module has a 
faster convergence rate and has a tendency to be lower than 
the traditional federated averaging algorithm.

The algorithm proposed in this paper has made a series 
of improvements. The influence of the multi-head convolu-
tional attention module on the federated average algorithm 
is shown in Table 2. We add the multi-head attention mod-
ule, which can increase the reasonable degree of person-
alization of the local model and improve the precision of 
the image classification task.

4.1.2  Ablation experiment results of personalized 
aggregation

In federated learning based on deep learning, the aggrega-
tion method directly use the federated averaging algorithm 
to average local model parameters. Neither the relevance 
of features nor the data differences brought about by the 
reasonable personalization of each client are considered. 

Fig. 9  Traditional method precision curve graph

Fig. 10  Multi-head attention module precision curve graph
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Aggregating the local model parameters at this time into 
the global model will harm its model performance. Con-
sidering the influence of the personalization of each local 
model on the global model, this paper makes correspond-
ing changes according to the personalization characteristics 

of the model when sending the global model parameters to 
the local model. By calculating the difference between the 
model parameters obtained from real-time training of the 
local model with local data and the parameters of the real-
time global model, the weight coefficients are obtained and 
returned to the client. This experiment is an ablation experi-
ment, only uses the aggregation method, without using the 
combined multi-head attention mechanism, and compare it 
with the traditional FedAvg aggregation method to verify 
the new aggregation algorithm. Figure 12 shows the test 
results of the M-FedAvg and FedAvg algorithms added to 
the local model personalized aggregation module in each test 
set. Among them, the performance of M-FedAvg fluctuates 
greatly, and the convergence is the fastest. At 20 communi-
cation times, the performance of the two algorithms is basi-
cally stable. The average accuracy of the algorithm in this 
paper is significantly better than that of the FedAvg algo-
rithm, and the average accuracy of the MNIST, SVHN, and 
STL10 data sets is 98.31% , 83.32% , and 36.72% . Figure 13 
compares the loss functions of M-FedAvg and FedAvg algo-
rithms with the addition of the local model personalized 
aggregation module. In the early stage of training, the two 
curves converge very quickly, and the M-FedAvg training 
loss converges significantly faster than FedAvg.

Fig. 11  Multi-head attention module loss function graph

Table 2  The influence of multi-head attention module on the feder-
ated averaging algorithm

Bold value represents the optimal value

DATASET MODEL Average (%) Best (%)

MNIST CNN 98.92 99.03
M-CNN 99.04 99.16
FedAvg 96.95 98.56
M-FedAvg 97.82 99.01

SVHN CNN 80.24 87.99
M-CNN 87.88 88.78
FedAvg 76.30 86.54
M-FedAvg 84.02 88.81

STL10 CNN 38.00 43.98
M-CNN 47.18 48.39
FedAvg 35.52 40.36
M-FedAvg 37.18 49.08

Fig. 12  Local model personalized aggregation module accuracy curve graph
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Table 3 shows the impact of the local model personalized 
aggregation module on the federated average algorithm. The 
improved federated averaging algorithm in this paper is pre-
trained first, then the local model personalized aggregation 
module is added, which can reduce the impact of the data 
differences when aggregating local models on the global 
model, and improve the precision of the image classifica-
tion task.

4.2  Personalized analysis

The above experiment proves that the personalized federated 
learning algorithm can improve overall precision, but it can-
not accurately determine the effective proportion of the main 
part to the personalized part. Currently, there is no dataset 
specifically for verifying personalization problems, so this 
work constructs a dataset that can be used for personaliza-
tion problems to verify the effect of the personalization part 
on the size of the fitting data deviation. The training set is 
also used as the test set for linear fitting problems.

In this experiment, the idea of personalized under-
standing in the recommendation system is used for refer-
ence. The core task of the recommendation system is to 
model and understand the user’s preference information 
for personalized recommendations. In 2019, Zhao et al. 
[40] proposed the LSIC model, which uses adversarial 
training to use long-term and short-term information for 
content-aware movie recommendations. The long-term 
model indicates that the interaction between the user and 
the movie should change slowly over time (long-term pref-
erence information), while the conversation-based model 
dynamically encodes the user’s interest information and 
short-term changes in movie attributes (short-term pref-
erence information). Since users’ long-term preferences 
are the same [40–42], but short-term preferences are dif-
ferent, the experiment was designed this time. Long-term 
preference information is the main part and has a high fre-
quency of occurrence. Short-term preference information 

is personalized, and the frequency should be lower than 
the main frequency. At the same time, there will be some 
noise in user data. Since there is no data set specifically 
aimed at verifying personalization issues, this article is to 
visually observe the changes in the personalization part of 
the data set. We construct datasets V1 and V2, and datasets 
M1 and M2 with artificially added Gaussian noise. Then 
we set the long-term preference information (main part) 
to occur at high frequency and the short-term preference 
information (personalized part) to occur at low frequency. 
In the model, we use stochastic gradient descent as the 
learning rate, the initial learning rate is 0.0005, and the 
momentum is set to 0.9, the weight attenuation coefficient 
is set to 0.0005, the training batch size is 100. The V1, V2, 
M1, and M2 datasets are randomly divided into 2 local 
clients, and 1000 communication times are trained.

Fig. 13  Local model personalized aggregation module loss function graph

Table 3  The influence of local model personalized aggregation mod-
ule on the federated average algorithm

Bold value represents the optimal value

Dataset Model Average (%) Best (%)

MNIST FedAvg 96.95 98.56
M-FedAvg 98.31 99.00

SVHN FedAvg 76.30 86.54
M-FedAvg 83.32 86.66

STL10 FedAvg 35.52 40.36
M-FedAvg 36.72 42.19
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where x randomly selects 400 points on (−2�, 2�) , and y 
is the corresponding label. In any dataset, the main part of 
the data accounts for a relatively large proportion, and the 
personalized part of the data accounts for a relatively small 
proportion. A and b represent the amplitudes of the two 
parts, and w is the frequency of occurrence. Therefore, the 
main part parameters a = 10 , w1 = 2 , the personalized part 
parameters b = 2 , w2 = 1 , c = 1 , w2 = 0.5 , and the noise is 
Gaussian noise. Due to the small amount of data, Multi-
layer Perceptron (MLP) is used to train the data, and the 
Mean Square Error (MSE) is used to evaluate the degree 
of change of the model. MSE is the mean value of the sum 
of squared errors of the corresponding points between the 
predicted data and the original data. The standard for evalu-
ating estimators under the sample is defined as follows for 
the constructed dataset:

(13)

V1�{x, a sin(w1x)
⏟⏞⏞⏟⏞⏞⏟

MainPart

+ b cos(w2x)
⏟⏞⏞⏟⏞⏞⏟

PersonalizedPart

}

V2�{x, a sin(w1x)
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+ c cos(w3x)
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}
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⏟⏟⏟

Gussian

), a sin(w1x)
⏟⏞⏞⏟⏞⏞⏟
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+ b cos(w2x)
⏟⏞⏞⏟⏞⏞⏟

PersonalizedPart

}

M2�{(x + noise
⏟⏟⏟

Gussian

), a sin(w1x)
⏟⏞⏞⏟⏞⏞⏟

MainPart

+ c cos(w3x)
⏟⏞⏞⏟⏞⏞⏟

PersonalizedPart

},

where f and y are the predicted value and the true value, 
respectively. The smaller the mean square error value, the 
better the model’s ability to fit the experimental data. Fig-
ure 14 is the comparison of the mean square error values of 
M-FedAvg and FedAvg. M-FedAvg and FedAvg are used to 
train directly the dataset V1, V2, M1, M2, where the x-axis 
represents the number of communications (Communication 
Rounds), and the y-axis represents the mean square error 
value (Mean-square Error). The mean square error of the 
algorithm in this paper is significantly lower than that of 
the FedAvg algorithm. Finally, the mean square error values 
on the V1, V2, M1, and M2 data sets reach 3.293 − 4.076 , 
4.604 − 5.834 , 12.167 − 14.229 , 12.532 − 16.059 (− left is 
the mean square error value of the algorithm in this paper, 
and the right is the mean square error value of the FedAvg 
algorithm), the algorithm in this paper has a small mean 
square error. After adding noise, the advantage of M-FedAvg 
is more obvious, indicating that the model with the multi-
head attention mechanism module has a good performance 
in fitting experimental data.

The ARMA algorithm is used to calculate the specific 
parameters for the prediction results. The specific parameters 
of the FedAvg algorithm and the training data under the 
algorithm in this paper are shown in Table 4 below. It can be 
seen from the data in the table that when no noise is added to 

(14)MSE =

n∑
i=1

1

n
(f (xi) − yi)

2,

Fig. 14  Federated learning mean square error graph

Table 4  FedAvg and M-FedAvg 
training model parameters 
algorithm

Bold value represents the optimal value

Predict a Basic Predict w_1 Basic Predict b Basic Predict w_2 Basic

V1(FedAvg) 9.753 –0.247 1.986 –0.014 1.796 –0.204 1.049 +0.049
V1(M-FedAvg) 9.968 –0.032 1.998 –0.002 2.059 +0.059 0.986 –0.014
V2(FedAvg) 9.197 –0.803 1.972 –0.028 1.104 +0.104 0.585 +0.085
V2(M-FedAvg) 9.651 –0.349 1.990 –0.010 1.130 +0.130 0.545 +0.045
M1(FedAvg) 7.499 –2.501 1.982 –0.018 2.697 +0.697 1.110 +0.110
M1(M-FedAvg) 7.781 –2.219 1.972 –0.028 2.686 +0.686 1.112 +0.112
M2(FedAvg) 7.230 –2.770 1.975 –0.025 0.893 –0.107 0.315 –0.185
M2(M-FedAvg) 7.810 –2.190 1.974 –0.026 1.064 +0.064 0.946 +0.446
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the dataset, the parameters of the personalized algorithm are 
closer to the true value than FedAvg. After noise is added, 
the algorithm in this paper and the most advanced personal-
ized FL algorithm per-FedAvg and pFedMe’s main part of 
the parameters a and personalized parameters b are closer 
to the true value than FedAvg. Some random, discrete, and 
isolated noises may appear due to the channel transmission 
error of the picture during the transmission process, so the 
dataset with added noise will be more consistent with the 
requirements of this article. The most advanced personal-
ized FL algorithm and the personalized parameters of the 
algorithm in this paper are closer to the true value than the 
personalized parameters of the traditional federated average 
algorithm, indicating that the personalized part has a posi-
tive impact and improves the overall accuracy). In order to 

better enable readers to understand the parameters in this 
article, we provide explanations of the parameters in Table 5.

5  Conclusion

In business, people need one to ensure data security and 
to be able to further mine personalized content to bring 
value. In personalization, scholars have found that users 
have more than one personalization, such as long-term 
personalities, short-term personalities in time, and per-
sonalities under different conditions in space. Based on the 
traditional federated averaging algorithm, this paper pro-
poses a personalized federated learning algorithm based 
on the multi-head attention mechanism. The algorithm 
uses a multi-headed attention mechanism on the local 

Table 5  Introduction of main 
parameters

Symbol Meaning Situation

B Batch size for client updates
C Client
Dp Dataset of each local client
E local epoch
FP The positive sample predicted by the model to be negative. Eq. 12
I The feature map
I
′ The feature map is obtained after 5 × 5 convolution of I

L The fraction of clients C
m Random set of max(L ⋅ P , 1) clients
n Number of local samples for all clients Eq. 2
np Number of local samples on the client Eq. 2

o
(1)

j
The output of the self-attention layer at the jth position of the feature map x1 Eq. 5

o The output of multi-headed attention layer Eq. 7
P The number of participants in FL Eq. 9
S Server
t Number of communication cycles
TP The positive sample predicted correctly by the model Eq. 12
�0 Pre-trained glob model parameters Eq. 9
�g The global model parameter

�
(p)

t+1
Updated local model parameters Eq. 1

�t Average model parameter Eq. 1
�t+1 Average model parameters after aggregation Eq. 2
Wk The learned weight matrix
Wq The learned weight matrix
Wv The learned weight matrix Eq. 6
x The feature map is obtained after 5 × 5 convolution of I′

x
(1)

i
The ith position of feature map x1 Eq. 4

x
(1)

j
The jth position of feature map x1 Eq. 4

∇p The average gradient of the local client under the current model. Eq. 1
�p Local model coefficient factors that are initially aggregated to the global model Eq. 9
� A learnable scalar Eq. 8
� Learning rate Eq. 1
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side to improve the learning of personalized data. It uses 
weights on the server side to ensure that the personalized 
model is not quickly melted away. The experiment shows 
that the algorithm can not only improve the accuracy of 
the standard dataset but also improve the personalization 
degree of the data.
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