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Abstract
Data augmentation has played an important role in generalization capability and performance improvement for data-driven 
deep learning models in recent years. However, most of the existing data augmentation methods in NLP suffer from high 
manpower consumption or low promotion, which limits the practical applications. To this end, we propose a simple yet 
effective approach named Heuristic Masked Language Modeling(HMLM) to obtain high-quality data by introducing mask 
language modeling embedded in pre-trained models. More specifically, the HMLM method first identifies the core words of 
the sentence and masks some non-core fragments in the sentence. Then, these masked fragments will be filled with words cre-
ated by the pre-trained model to match the contextual semantics. Compared with the previous data augmentation approaches, 
the proposed method can create more grammatical and contextual augmented data without a heavy cost. We conducted 
experiments on typical text classification tasks e.g., intent recognition, news classification and sentiment analysis separately. 
Experimental results demonstrate that our proposed method is comparable to state-of-the-art data augmentation approaches.

Keywords Data augmentation · Mask language modeling · Pre-trained models · Text classification

1 Introduction

The superior performance of the deep neural network model 
is known for having heavy data dependence, which might not 
be available in resource-lean scenarios [1]. Data augmenta-
tion (DA) is a widely used technique to increase the size of 
the training data [2–4]. In data augmentation, new labeled 
instances are created by modifying the features of existing 
instances with transformations that do not change the label 
of an instance. Data augmentation methods for computer 
vision include image translation, flipping, scaling, separa-
tion, etc. However, these methods cannot be transferred to 

natural language processing tasks directly. The difference 
between the two can be attributed to the discreteness of text 
data. For the text data, every word plays an important role 
in expressing the whole meaning, and the order of words 
is also consequential to the semantics of sentences. Hence, 
inappropriate operations of augmentation on the text make 
changes to the semantic information, resulting in the failure 
to maintain the consistency of the label [5].

To address this issue, current text augmentation 
approaches such as back-translation [6, 7], word replace-
ment [8], text augmentation based on contextual informa-
tion [9, 10], and language generation method [11–13] have 
been attempted. The quality of the translation decoder deter-
mines the data generated by the back translation technique. 
The current issue is that not only are the majority of the 
translation decoding results inaccurate but also the usage of 
conversion models necessitates the utilization of extra com-
puter resources. In terms of replacement methods, hey are 
primarily based on random substitution and dropping words. 
Although this kind of method has a minimal time cost, it 
may lose the semantic structure and order of the original 
training data, which brings about changes in the augmented 
semantic labels. Contextual information-based data augmen-
tation is also called conditional data augmentation. This kind 
of method is based on the pre-trained language model and 
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integrates the label information into the neural network for 
fine-tuning. In addition, language generation models are also 
used for data augmentation. However, when the language 
generation model performs text augmentation, it generates 
text without restriction and may not be good at saving label 
information.

As discussed, keeping the semantic structure and labels 
correct makes text augmentation more challenging. The text 
label is a word that highly generalizes the text content. Each 
token in the text sequence has different contributions to the 
generation of the label. We can keep the label correct if 
the word with the greatest contribution is reserved when 
conducting data augmentation operations. Therefore, this 
paper is motivated by the desire for the model to create aug-
mented data with reserved labels at relatively low cost. As a 
result, we propose a simple and effective data augmentation 
method, Heuristic Masking Language Modeling (HMLM), 
the execution example is shown in Fig. 1.

In par t icular,  we f i rst  conduct  core word 
recognition(CWR) for the text. Because of the different tar-
gets of the tasks, the core word may be an intention, emo-
tional attitude word, or a term necessary for classification. 
Following that, one of these non-core words in the text is 
randomly masked. And then, the pre-trained language model 
is allowed to make predictions to achieve the purpose of text 
augmentation. In a nutshell, our contribution can be sum-
marized as follows: 

(1) We propose an effective and low-cost data augmen-
tation approach to generate rich training data, which 
is according to the prior knowledge and contextual 
information to mask, and fill the masked words in the 
sentence heuristically through utilizing mask language 
modeling based on pre-trained language models.

(2) We adopted different ways to conduct core word recog-
nition (CWR) according to the characteristics of spe-
cific tasks, which guarantee the recognition accuracy 
of the core word, and make the created data keep the 
same distribution as the original data.

(3) Experiments show that the method outperforms base-
line methods in different natural language processing 
applications. In particular, it is a robust improvement 
on the problem of data label changes in the process of 
data augmentation compared to other methods. The rest 
of the paper is organized as follows. Section 2 intro-
duces related work in the data augmentation methods. 
Section 3 introduces the method that we proposed. 
Section 4 describes the experiment setup. Section 5 
introduces comparative experiment and discussion. 
Section 6 introduces the summary and future works.

2  Related work

2.1  Data augmentation

Deep learning has performed remarkably well on many 
natural language processing tasks recently. The superior 
performance of deep neural network models has heavy data 
dependence so a large amount of data is needed to minimize 
overfitting. However, the size and quality of labeled data 
for many real-world NLP (Natural Language Processing) 
applications are frequently constrained. Hence, data aug-
mentation has become an effective way to augment the size 
and quality of the training data; even it is crucial to the suc-
cessful application of deep learning models on data-driven 
projects. In addition to some existing traditional data aug-
mentation techniques, with the emergence of a considerable 
amount of the work of pre-trained models, researchers are 
also attempting to employ pre-trained models to bring a new 
perspective to data augmentation.

Word replacement The principle of word replacement is to 
create training data similar to the original data by injecting 
noise into the original data. Jason Wei and Kai Zou [14] 
proposed the EDA method to replace words randomly by 
thesaurus. Although EDA has made some achievements, it 
still has a few shortcomings that cannot be ignored. On the 
one hand, synonyms need to be defined manually, which 
takes a significant amount of time. On the other hand, the 
kind of selective substitution without emphasis may give rise 
to the loss of the semantic structure of the augmented data. 
UDA optimizes EDA’s random word processing strategy, 
which uses the probability of a negative correlation with 
TF-IDF to extract words in each text to determine whether 
to replace [1]. Dai et al. [15] proposed for sentence-level 
and sentence-pair NLP tasks, using binomial distribution to 

the steak is great

the [MASK] is great

Pre-trained models

noodles
soup
turkey

the noodles is great
the soup is great
the turkey is great

the is great

Fig. 1  HMLM data augmentation, when a sentence “the steak is 
great” is augmented by replacing only steak with words predicted 
based on the context, and the core word "great" is kept unchanged
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determine whether each token is replaced. The replacement 
method is to randomly select another token with the same 
label. Word replacement method also chooses words that 
share the same morphology [16, 17].

Other generic word replacement methods include word 
dropout, which randomly drops out any number of a word’s 
occurrences, and not just none or all words [18, 19]. Reward 
Augmented Maximum Likelihood (RAML) essentially 
replaces certain words in the target sentence with other 
words in the target vocabulary [20]. To the best of our 
knowledge, the performance of this method is relatively 
inferior to EDA in some respects.

Back-translation Back translation signifies that the original 
data is translated into other languages, and then back into 
the original language, the target language. If the intermedi-
ate languages are different, the final augmented data may 
be more diverse. Back translation technology was primarily 
employed by early researchers to increase the performance 
of the neural network translation model (NMT). Rico Senn-
rich et al. [21] proposed a general data augmentation method 
in machine translation (MT) that allows the system to incor-
porate monolingual training data. For instance, when train-
ing an English→French system and the monolingual French 
text is translated to English using a French → English sys-
tem, the synthetic parallel data can be used for training sub-
sequently. Back-translation can also be used for paraphrasing 
[22], and it has been used for data augmentation for QA [13]. 
Adams Wei Yu et al. [23]used the back-translation technol-
ogy as a special data augmentation technology to optimize 
the performance of the question and answer model.

Contextual information-based This work was first proposed 
by Kobayashi and Sosuke [9], and they used a contextual 
information augmentation method based on a bidirectional 
language model. A contextualized language model usually 
captures the information of words and manages the morpho-
syntactic variations typical of handwritten notes. In order to 
ensure the consistency of the label after the augmentation, 
the researchers embedded the label information in the LM 
hidden layer. Similar to Contextual augmentation, CBERT 
replaced the bidirectional LM with BERT and also fine-
tuned the BERT, introducing the label information of the 
original text to make sure that augmented samples have the 
same label attributes as the original samples [10].

Language generation model LAMBADA used a method 
of synthesizing labeled data [2]. It was first pre-trained on 
a huge volume of the text so that the model can capture 
the structure of the language, which could produce coherent 
sentences. They fine-tuned the model on a small number of 
datasets for different tasks, and the new sentences were then 
generated using the fine-tuned model. Finally, training the 

classifier on the same small dataset and filtering it to ensure 
that the existing small data and the newly generated data 
have a similar distribution.

Other methods In addition to the popular approaches men-
tioned above, there are also alternative methods that contrib-
ute to text data augmentation. Yitong Li et al. [24] proposed 
a linguistically motivated method to text application cus-
tomization, which is based on injecting noise into the input 
text. Michihiro et al. [25] proposed to generate samples by 
increasing the reverse disturbance at the input-end in the 
direction of significantly increasing the classifier’s loss func-
tion. Moustafa Alzantot et al. [26] utilized an unrestricted 
end-to-end solution to efficiently generate adversarial texts.

2.2  Pre‑trained models for NLP

Recently, substantial work has shown that pre-trained 
models (PTMs) on the large corpus can learn universal 
language representations, which are beneficial for down-
stream NLP tasks and can avoid training a new model 
from scratch [27]. With the help of the representation 
extracted from the PTM in the large unannotated corpus, 
there was a significant performance improvement on many 
NLP tasks. Among them, self-encoding language models, 
like the BERT series, are developed by the transformer, 
which proves the importance of the attention mecha-
nism. It discarded the traditional convolutional neural 
networks(CNNs) and recurrent neural networks(RNNs) in 
the encoder-decoder and consists of only attention mecha-
nisms and Feed Forward Neural Networks.

BERT. It used a bidirectional transformer block connection 
and introduced Masked Language Modeling(MLM) pre-
trained targets to enable it to obtain context-related bidirec-
tional feature representations [28], introducing Next Sen-
tence Prediction (NSP) pre-trained targets to make the model 
good at handling sentence or paragraph matching task.

ERNIE 2.0  This model introduced multi-task 
learning(interacting with a priori knowledge base) pre-
trained so that the model could learn more language knowl-
edge from different tasks [29]. The main method was to 
build an incremental learning model, which continuously 
updated the pre-trained model through multi-task learning. 
This continuous alternating learning paradigm will not make 
the model forget the previously learned language knowledge.

Chinese-Bert-wwm It utilized the whole word masking strat-
egy for Chinese BERT, which improved the problem that 
BERT’s Word Mask mechanism may affect the meaning of 
words in Chinese [30].
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RoBERTa It made some adjustments based on BERT1. It 
removed the next predicted loss, dynamically adjusted the 
mask mechanism, and the training sequence was longer. In 
addition, it took longer to train and needed more training 
data. Such a change may introduce more prior knowledge 
for data augmentation.

Different from the previous data augmentation work using 
the pre-trained model and fine-tuning pattern. The proposed 
HMLM adopts the LM_mask function of the self-encoding 
language model to mask the non-core words randomly in 
text and uses the pre-trained model to predict the mask part 
of the original data directly to obtain the text, which main-
tains the consistent label with the original.

3  Heuristic Masked Language Modeling

3.1  Problem definition

Text classification refers to the process of assigning pre-
defined labels to text and is an instance of the supervised 
learning problem for text data. By this definition, a training 
dataset is given:

Dtrain=
{(

xi, yi
)}n

i=1
 containing n labeled sentences. Here 

p(X,Y) indecate the distribution over all training data pairs 
(xi, yi) , and use a hat p̂(X̂, Ŷ) to denote distribution of aug-
mented data. If f (⋅) → p̂(X̂, Ŷ) ≃ p(X,Y), which means this 
data augmentation fuction f (⋅)4 ss is effective. There are dif-
ferents ways to measure the quality of a data augmentation 
function, but the most straightforward way is to measure 
whether it improves the accuracy of the downstream tasks. 
If the augmented data can significantly improve the perfor-
mance of the downstream tasks classifier, it can be consid-
ered that data augmentation improves the model robust-
ness, making the model pay more attention to the semantic 
information of the text and to the local noise of the text no 
longer sensitive. In the text classification task, we use the 
cross-entropy [31] loss function to update the parameters. 
Its formula can be expressed as:

where p(xi) denotes the true label distribution, and q(xi) 
denotes the predicted label distribution.

3.2  Heuristic mask strategy

To the best of our knowledge, the concept of the heuristic 
was first proposed in the optimization algorithm. It means 

(1)J� = −

N
∑

i=1

p(xi) log q
(

xi
)

that in a random optimization process, individuals can use 
their own or global experience to formulate their own search 
strategies. In a nutshell, the emphasis of the heuristic is how 
to better use global or self-information. Similarly, we expect 
that the data augmentation model will be able to use global 
information with label information to maintain the correct 
semantic tags instead of embedding tags into the input for 
retraining.

In some conventional NLP tasks, their labels are deter-
mined by the core words, such as the sentiment analysis task, 
it is the emotional attitude words that determine their labels, 
so we regard the emotional attitude words as core words for 
sentiment analysis. When performing the mask decision, it 
is clear that improper mask positions will affect the mod-
el’s use of global information. The random mask strategy 
may mask the core word so that the pre-trained model may 
replace these significant words when filling the mask part, 
resulting in label variation. On the contrary, if core words 
are retained, the pre-trained model can make good use of 
the global information with core words, thus keeping the 
label invariant. In order to maintain the label correctness of 
the augmented data, the proposed approach conducts core 
word recognition to bypass core words before using the pre-
trained model for mask-prediction. This strategy utilize the 
prediction function of the pre-trained model in the data aug-
mentation stage, which does not require additional training 
at all, which means our approach is low-cost.

The procedure of the proposed approach is shown in 
Fig. 2. There are three subgraphs from bottom to top, which 
respectively illustrate the specific operation of each stage 
of the HMLM algorithm. Subgraph (a) shows the stage of 
CWR for the input sentence. The core word ”news” is picked 
as recognition results. Then, the subgraph (b) shows the 
mask operation; some non-core words are arbitrarily masked 
after we bypass the core word. Next, the subgraph (c) shows 
that the pre-trained model is used to predict some words to 
replace these masked words to make sure the context of the 
sentence is clear and coherent in the meantime. As shown 
in subgraph (b), due to the different positions of the mask 
words, more and different augmented data can be obtained 
by the predicting stage.

3.3  Core word recognition

The significance of ensuring the correctness of semantic 
tags for data augmentation has already been discussed. In 
common NLP tasks, semantic tags are usually determined 
by several core words. For example, the labels of intent rec-
ognition are determined by intent keywords. In news clas-
sification, it is determined by keywords, and in sentiment 
analysis, some emotional words determine the emotional 
direction. Ignoring core words and using random replace-
ment words for data augmentation, such as EDA, may cause 1 https:// github. com/ brigh tmart/ rober ta_ zh.

https://github.com/brightmart/roberta_zh
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the expanded data to obtain wrong labels. In this paper, as 
shown in Fig. 2a, we first recognize the core words in the 
input text. In particular, the different ways are applied to 
distinguish the core words according to the characteristics 
of specific tasks, such as textrank, BiLSTM+Attention, etc. 
Non-core words of training data are masked to construct 
samples when using the pre-trained model, as shown in 
Fig. 2b.

3.4  Predicting using mask language modeling

The mask language model is not a rigorous language model, 
but a way to train a language model. It is an example of 
autoencoding language modeling that reconstructs the 
output from a corrupted input. We typically mask one or 
more words in a sentence and have the model predict those 
masked words given the context of the sentence. By training 
the model with such an objective, it can essentially learn cer-
tainly, but not all, statistical properties of word sequences. 
Mask language model (MLM) was first proposed by Tylor 
as a cloze task in literature [32], with the idea that the better 
readability of an article, the lesser people made mistakes in 
guessing the hidden word. Devlin et al. [28]adapted this task 
as a novel pre-trained task to overcome the drawback of the 
standard unidirectional language model. The main way is to 
supervise themselves, for example, removing several words 
in a paragraph and using their context to predict the masked 
words. Similar to BERT, it randomly replaces 15% of words 

of the sentence with mask tags and, after that, predicts the 
masked words. Generally speaking, modeling the probability 
of natural language generation is the goal of the preview 
model. In terms of the bidirectional language model, given 
a sequence of n words, X={x1,x2,...,xn }, the probability that 
the forward language model [27] predicts the sequence is:

The backward language model predicts the probability of a 
sentence as:

In the training stage, the loss function is to allow the lan-
guage model to attempt to restore its original input. Different 
from the training phase goal, we do not have to reconstruct 
the original input; on the contrary, we hope that the model’s 
prediction and the original input have a certain difference, 
and this difference enriches our input sentence, the flow 
chart of prediction phase is shown in Fig. 2c.

Some augmented examples are given by experimenting 
with our data augmentation algorithm on three tasks: (1)
intent detection; (2)news classification; (3)sentiment anal-
ysis. For each task, perform the following steps: (1) core 
word recognition; (2) using the mask language modeling 

(2)p
(

x1, x2,… , xn
)

=

n
∏

i=1

p
(

xi ∣ x1, x2,… , xi−1
)

(3)p
(

x1, x2,… , xn
)

=

n
∏

i=1

p
(

xi ∣ xi+1, xi+2,… , xn
)

Pre-trained modelPredicting

morning
bad
hot

Filling the mask

(c)

Give me the hot newsInput

CWR Give me the hot news(a)

Mask Operation(b)

Output(Augmented data)

Give me the morning news
Give me the bad news

[MASK] me the hot news

Broadcast
Play
Give newsme the

Broadcast me the hot news
Play me the hot news

Give [MASK]me the news

Core words

Non-core words
Masked words

Fig. 2  The procedure of data augmentation using HMLM. For 
instance, the label of ”Give me the hot news” is ”News.” If the 
word ”news” is replaced, the label changes accordingly. As a result, 
the word ”news” is regarded as the core word, and the words in the 

sentence other than ”news” can be regarded as non-core words. We 
recommend data augmentation for any words that do not change the 
label to ensure label continuity
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for data augmentation; (3) verifying that the augmented 
data improves the performance of the classifier. As shown 
in Fig. 3, we can see that in the core word recognition 
stage, we utilize different approaches to identify core 
words for these three tasks.

We mark all the recognized core words in red to visually 
observe the changes in the data. After that, we can see that 
the red words are avoided mask when the mask token is 
added. For each task, the examples given in the figure are 
derived from different mask positions under pre-trained 
language models G {BERT − base} . To obtain more diverse 
augmented data, with the mask position unchanged, only 
the pre-trained model needs to be changed. In addition, 
during the execution of mask-prediction, the original input 
may also be predicted. Such samples will be regarded as 
invalid augmented data.

Simultaneously, the pseudo-code demonstrates the pro-
cess of data augmentation, as shown in Algorithm 1. It 
is necessary to interpret some of the notations in Algo-
rithm 1. Given a training dataset D train , contain labeled 
sentences to generate augmented dataset D aug . For line 3, 
the variable s represents each sentence among in D train . 
For line 5, ls denotes the sentence length of D train , and lc 
indicates the length of the core word in each sentence. For 
line 11, ŝ represents the sentence generated by the model.

Algorithm 1 Data augmentation algorithm
Require: Training dataset Dtrain,
1: G∈ {BERT − base, ERNIE2.0, BERT − wwm, RoBERTa},
2: Core word recognition algorithm Λ;

Ensure: Augmented dataset Daug;
3: for each s in Dtrain do
4: extract core words using Λ
5: k ∈ {ls − lc}
6: for each model in G{} do
7: mask k non-core words arbitrarily
8: do generate sentences ŝ
9: end for

10: end for
11: while ŝ != s do
12: add ŝ to Daug

13: end while
14: return Daug

4  Experiment

4.1  Tasks and datasets

Three type of text tasks are designed in experiments: intent 
recognition, news classification, and sentiment analysis. 

Fig. 3  Examples of data augmentation process diagram where CWR means core word recognition
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Three Chinese single-label multi-classification datasets 
description is shown in Table 1. The dataset for intent detec-
tion comes from the online data collected by the company’s 
dialogue system, we named it intent_news, which contains 
600 news-type intent and 2000 non-news-type intent. We 
select toutiao_news of the public dataset for news classifica-
tion, and judged whether the news is one of 15 categories 
such as news_fiance, news_culture, etc, a total of 73360 
samples. It can be classified as a long text classification task. 
The sentiment dataset comes from user reviews collected by 
a takeaway platform, of which 4000 are positive and about 
8000 are negative. we randomly take 80% of samples as the 
training set and the last 20% as the testing set.

4.2  Models and experimental setup

Baseline We consider five models as our baseline. 

(1) EDA [14] model is a random word replacement method 
based on the thesaurus, which has proved to be effec-
tive in augmenting scenarios with small data sets.

(2) HDA [33] implemented a hierarchical data augmen-
tation strategy by augmenting texts at word-level and 
sentence level respectively and utilizes attention mech-
anism to distill (crop) important contents from texts 
hierarchically as summaries of texts.

(3) UDA [1] model introduced TF-IDF to measure the 
importance of a word to a sentence. In essence, it can 
be regarded as introducing strong prior knowledge on 
the basis of EDA and then replacing synonyms accord-
ing to determined keywords.

(4) CBERT [10] model retrofitted BERT to conditional 
BERT by introducing extra label-conditional constraint 
to the mask language model.

(5) AugSBERT [34] utilized the cross-encoder to label a 
larger set of input pairs to augment the training data for 
the bi-encoder.

Parameter settings We present the parameter settings. The 
model and experiment settings include two aspects: classi-
fication model parameters and augmentation model param-
eters. On the one hand, the augmentation model parameters 
include the proportion of selected data � , the augmentation 
multiples � for a single sentence, and the number of core 
words � in each sentence. Among them, we stipulate that 
the ratio � = {10%, 30%, 50%, 100%} of the three datasets 
are selected, and the augmentation multiples �={1, 2, 3} 
is achieved by masking different positions of the non-core 
word parts; and the number of core word � in each sentence 
we set �={1, 2} . Furthermore, the ratio of the mask in each 
sentence varies according to the length of the sentence. In 
general, only two consecutive characters are masked in a 
sentence at a time. In the predicting-filling stage, we also 
selected different pre-trained models to compare the filling 
effects, including BERT-base, ERNIE 2.0, BERT-wmm and 
RoBERTa. Finally, in order to explore the impact of data 
augmentation on the classifier, we feed the augmented data 
together with the original data into the classifier. On the 
other hand, for the three tasks, detailed parameters corre-
sponding to the classification model are described below.

Intent detection Since intent recognition sentences are typi-
cally short, each sentence can reflect a strong intent. Hence, 
we generalized a batch of words related to intent accord-
ing to the intent labels and took them as the core words for 
frecognition. In order to correspond to the realization of sub-
sequent augmentation multiples, the number of core words is 
set to �=1. For the TextCNN [35] model, we set lr=0.0001, 
batch_size=128, dropout=0.5, epochs=10, max_length=16, 
kernel=100, filter_size=(2,3,4), embedding_size2=200.

News classification Due to the long length of the news data, 
there may be multiple core words. Therefore, it is different 
from the intention detection, we have set � =2. In news clas-
sification, the core words may determined by keywords, thus 
we use TextRank [36] to recognize core words. In terms of 
the TextCNN model, we set filter_size=(3,4,5), kernel=256, 
lr=0.001, batch_size=128, epochs=20, dropout=0.5, max_
length=32, embedding_size1=200.

Sentiment analysis For sentiment analysis, emotional atti-
tude words are used as the criteria for selecting core words. 
Owing comment may contain different aspects, and the 
aspects may have opposite polarities. We expect to extract 
the emotional attitude words contained in each aspect so 
as to avoid the emotional attitude words in the subsequent 
masking. The number of the core word is set to �=1. For 
core word recognition, we employ the BiLSTM to represent 

Table 1  Datasets details

2https:// github. com/ BenDe rPan/ touti ao- text- class ficat ion- datas et
3https:// github. com/ Sopho nPlus/ Chine seNlp Corpus/ blob/ master/ datas 
ets/ waimai_ 10k

Task Dataset Classes Avg 
number of 
words

Intent detection intent_news 2 8
News classification toutiao_news2 15 22
Sentiment analysis Sentiment3 2 15

2 https:// ai. tence nt. com/ ailab/ nlp/ en/ embed ding. html.

https://github.com/BenDerPan/toutiao-text-classfication-dataset
https://github.com/SophonPlus/ChineseNlpCorpus/blob/master/datasets/waimai_10k
https://github.com/SophonPlus/ChineseNlpCorpus/blob/master/datasets/waimai_10k
https://ai.tencent.com/ailab/nlp/en/embedding.html
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the word vector and attention mechanism to determine the 
importance of every word to the label. There is an atten-
tion weight between each word and the label. The higher 
the weight, the greater the importance of the word to the 
label, the greater the probability of the word as a core word. 
For the parameters of BiLSTM+Attention, we set lr=0.001, 
batch_size=128, epochs=10, dropout=0.5, max_length=32, 
hinder_layers=128, embedding_size1=200.

5  Result and discussion

5.1  Results of intent detection

The final experimental results of intent detection are shown 
in Fig. 4, and the accuracy of the classifier improved by 

data augmentation is shown in Table 2. It can be seen from 
Fig. 4 that our method improves the accuracy of the classi-
fier better than the baseline performance. It can also be seen 
from Table 2, both RoBERTa and BERT-base have the best 
performance, and BERT-wmm is somewhere in between. 
Besides, when using 10% data to expand 3 times, the accu-
racy of the classifier has increased by at least 0.2; using 30% 
data and 50% data to expand three times, the performance of 
the classifier is improved by about 0.1; when using the full 
data to increase three times, the performance of the classi-
fier is only increased by 0.02. Such a situation indicates that 
the data augmentation effect is better under a small amount 
of data, but when the amount of data is relatively large, the 
change of the augmentation multiples more little effect on 
the classifier. However, all baselines except AugSBERT 
degrade classifier performance when using the full amount 

Table 2  Comparison of 
accuracy improvement of intent 
detection

Accuracy(%) of HMLM vs. baselines over all datasets. Significant improvement for BERT-base and 
RoBERTa. Compared with non-augmented, ”+” is used to indicate increase and ”-” is used to indicate 
decrease. The results in the table are obtained by taking the mean of the three times
Bold value indicate  the maximum accuracy that can be improved of all the models

Multiple Model Training data proportion

�=10% �=30% �=50% �=100%

�=0 Original 52.17 74.00 84.33 96.96
�=1 Baseline EDA 59.55(+7.38) 77.77(+3.77) 86.79(+2.46) 96.67(-0.29)

HDA 58.32(+6.15) 76.56(+2.56) 86.87(+2.54) 95.55(-1.41)
UDA 59.89(+7.72) 78.22(+4.22) 85.67(+1.34) 97.32(+0.36)
CBERT 58.94(+6.77) 77.87(+3.87) 85.41(+1.08) 96.31(-0.65)
AugSBERT 61.31(+9.14) 77.43(+3.43) 87.04(+2.71) 97.15(+0.19)

HMLM BERT-base 61.55(+9.38) 79.18(+5.18) 87.25(+2.92) 97.32(+0.36)
ERNIE 2.0 60.33(+8.16) 78.45(+4.45) 87.03(+2.70) 96.89(-0.07)
BERT-wmm 61.67(+9.50) 78.88(+4.88) 87.39(+3.06) 97.20(+0.24)
RoBERTa 63.39(+11.22) 78.95(+4.95) 88.61(+4.28) 97.56(+0.60)

�=2 Baseline EDA 65.01(+12.84) 79.20(+5.20) 87.22(+2.89) 95.83(-1.13)
HDA 64.13(+11.96) 78.77(+4.77) 87.36(+3.03) 95.03(-1.93)
UDA 66.19(+14.02) 80.13(+6.13) 87.89(+3.56) 96.32(-0.64)
CBERT 65.08(+12.91) 78.93(+4.93) 87.19(+2.86) 96.06(-0.90)
AugSBERT 67.79(+15.62) 82.56(+8.56) 88.47(+4.14) 97.52(+0.56)

HMLM BERT-base 68.26(+16.09) 83.56(+9.56) 89.91(+5.58) 98.29(+1.33)
ERNIE 2.0 68.03(+15.86) 82.25(+8.25) 88.52(+4.19) 97.44(+0.48)
BERT-wmm 69.02(+16.85) 83.08(+9.08) 89.21(+4.88) 98.34(+1.38)
RoBERTa 68.11(+15.94) 83.46(+9.46) 90.35(+6.02) 98.91(+1.95)

�=3 Baseline EDA 68.27(+16.10) 80.38(+6.38) 87.09(+2.76) 95.71(-1.25)
HDA 67.38(+15.21) 79.02(+5.02) 86.21(+1.88) 95.21(-1.75)
UDA 68.71(+16.54) 81.05(+7.05) 87.23(+2.90) 96.58(-0.38)
CBERT 68.11(+15.94) 79.33(+5.33) 87.11(+2.78) 95.42(-1.54)
AugSBERT 70.92(+18.75) 85.13(+7.7) 90.55(+6.22) 97.26(+0.3)

HMLM BERT-base 71.32(+19.15) 85.21(+11.21) 92.08(+7.75) 98.60(+1.64)
ERNIE 2.0 70.95(+18.78) 84.69(+10.69) 90.47(+6.14) 97.32(+0.36)
BERT-wmm 72.91(+20.74) 85.00(+11.00) 91.33(+7.00) 98.71(+1.75)
RoBERTa 73.47(+21.30) 85.11(+11.11) 92.79(+8.46) 99.05(+2.09)
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of data to get three times as much data. This shows that they 
may replace the intent words related to the classification in 
the process of randomly selecting alternative words, which 
cannot guarantee the correctness of the label.

5.2  Results of news classification

The final experimental results are shown in the Fig. 5. The 
accuracy of the TextCNN classifier is improved by data aug-
mentation compared to the classifier trained with the original 
data.

Fig. 4  The best model of 
HMLM and baselines respec-
tively improve the accuracy on 
the intention detection task, 
where ”Original” means to 
use source data without data 
augmentation

Fig. 5  The best model of 
HMLM and baselines respec-
tively improve the accuracy on 
the news classification task, 
where ”Original” means to 
use source data without data 
augmentation
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As demonstrated in Fig. 5, of all the baselines, AugS-
BERT achieved the best performance. At the same time, 
it has been found that using data augmentation sometimes 
reduces the performance of the classifier. In particular, EDA 
makes this decline more pronounced. AugSBERT randomly 
selects two sentences that usually lead to a dissimilar (nega-
tive) pair; positive pairs are extremely rare. This skews the 
label distribution of the dataset heavily towards negative 
pairs. We can see that in all data ratios, the proposed method 
is better than baselines, and the BERT-base and RoBERTa 
model wins with an absolute advantage. As can be seen as 
Table 3, RoBERTa always has stable performance under dif-
ferent augmentation multiples, and the gap between it and 
other models becomes more obvious as the dataset increases 
and the augmentation multiples increase. By observing the 
improvement of the accuracy of the classifier, it can be found 

that when the classifier uses 10% data increased by two 
times, it is better than using 30% of the original data. The 
same result appears in 50% of the data. This may imply that, 
under certain circumstances, the data obtained using data 
augmentation methods have more training significance than 
the equivalent amount of data obtained in the real world.

5.3  Results of sentiment analysis

The experimental results are shown in Fig. 6, and the accu-
racy of the classifier improved by data augmentation is 
shown in Table 4.

It can be seen from Fig.  6 and Table  4 that all the 
data obtained after using the augmentation model have 
improved the accuracy of the classifier compared to the 
unaugmented. Under the requirement of doubling the 

Table 3  Comparison of 
accuracy improvement of news 
classification

Accuracy(%) of improvement of HMLM vs. baselines over all datasets. Significant improvement for 
RoBERTa. Compared with non-augmented, ”+” is used to indicate increase and ”-” is used to indicate 
decrease. The results in the table are obtained by taking the mean of the three times
Bold value indicate the maximum accuracy that can be improved of all the models

Multiple Model Training data proportion

�=10% �=30% �=50% �=100%

�=0 Original 80.41 83.27 84.95 86.19
�=1 Baseline EDA 80.01(-0.40) 83.41(+0.14) 85.07(+0.12) 85.30(-0.89)

HDA 79.24(-1.17) 82.61(-0.66) 84.55(-0.40) 85.27(-0.92)
UDA 80.19(-0.22) 83.94(+0.67) 85.77(+0.82) 86.04(-0.15)
CBERT 80.47(+0.06) 83.56(+0.29) 85.66(+0.71) 86.01(-0.18)
AugSBERT 80.61(+0.2) 84.22(+0.95) 85.81(+0.86) 86.04(-0.15)

HMLM BERT-base 81.52(+1.11) 84.22(+0.95) 86.32(+1.37) 86.10(-0.09)
ERNIE 2.0 80.15(-0.26) 83.88(+0.61) 85.11(+0.16) 86.00(-0.19)
BERT-wmm 80.78(+0.37) 83.33(+0.06) 85.56(+0.61) 86.22(+0.03)
RoBERTa 81.66(+1.25) 85.03(+1.76) 86.48(+1.53) 86.71(+0.52)

�=2 Baseline EDA 80.00(-0.41) 83.39(+0.12) 84.30(-0.65) 85.22(-0.97)
HDA 79.19(-1.22) 83.29(+0.02) 84.05(-0.90) 85.12(-1.07)
UDA 81.78(+1.37) 84.17(+0.90) 86.02(+1.07) 86.57(+0.38)
CBERT 81.15(+0.74) 83.78(+0.51) 85.46(+0.51) 86.16(-0.03)
AugSBERT 81.92(+1.51) 84.41(+1.14) 86.60(+1.65) 86.74(+0.55)

HMLM BERT-base 82.33(+1.92) 85.63(+2.36) 87.05(+2.10) 87.55(+1.36)
ERNIE 2.0 81.93(+1.52) 84.56(+1.29) 86.13(+1.18) 87.13(+0.94)
BERT-wmm 82.55(+2.14) 84.67(+1.40) 86.34(+1.39) 87.03(+0.84)
RoBERTa 83.78(+3.37) 86.00(+2.73) 87.11(+2.16) 88.19(+2.00)

�=3 Baseline EDA 80.18(-0.23) 83.35(+0.08) 84.67(-0.28) 85.15(-1.04)
HDA 79.03(-1.38) 83.17(-0.10) 85.32(+0.37) 85.08(-1.11)
UDA 83.33(+2.92) 85.63(+2.36) 86.50(+1.55) 87.11(+0.92)
CBERT 81.35(+0.94) 84.39(+1.12) 86.15(+1.20) 86.45(+0.26)
AugSBERT 83.57(+3.16) 85.78(+2.51) 87.11(+2.16) 88.05(+1.86)

HMLM BERT-base 83.78(+3.37) 85.92(+2.65) 88.71(+3.76) 89.20(+3.01)
ERNIE 2.0 82.56(+2.15) 85.66(+2.39) 87.52(+2.57) 88.67(+2.48)
BERT-wmm 83.01(+2.60) 85.87(+2.60) 87.15(+2.20) 88.50(+2.31)
RoBERTa 85.31(+4.90) 86.33(+3.06) 88.95(+4.00) 90.03(+3.84)
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augmentation, all of the augmentation models surpass 
baseline methods with a weak advantage, but this tran-
scendence is amplified with the increasing of augmenta-
tion multiples. HDA performed better in sentiment analy-
sis than the other two tasks. We argue that it is probably 
because there is an explicit relationship between the label 
and the sentiment in the sentence. Attention is also very 
good at identifying this kind of relationship. When there 
is an implicit relationship between label and text sequence, 
such as news classification, attention tend to select impor-
tant words are more likely to make the text sequence lose 
its original semantic meaning. As a result, augmented data 
become noise for classifier. Besides, when the augmen-
tation multiple is triple, the RoBERTa model makes the 
best performance. In the same situation, with the gradual 
increase in the data selection rate, the performance is sig-
nificantly improved. Meanwhile, we also observed that the 
effect of using 10% to augment the two times is equivalent 
to directly using 30% of the original data for classification. 
When using 50% of the data, it needs to be augmented by 
three times to achieve the effect of classification under the 
total amount of data. This situation shows that for senti-
ment analysis, data augmentation has a higher cost-perfor-
mance ratio when the amount of data is relatively small.

5.4  Analysis of ˇ and 

From the above experimental results, the augmentation 
benefits of the three tasks all follow the same trend. With 

the � keeping the invariant, the increase in � improves the 
augmentation gain. With the � keeping the invariant, the 
increase in � decreases the augmentation gain. The smaller 
the � , the more significant the data augmentation gain, 
which can lead to an increase of up to 30 percentage points. 
For the entire data condition �=100%, the data augmentation 
may generate noise or even cause a negative gain, but this 
situation disappears with the increase of gamma.

5.5  Ablation study

So far, empirical outcomes have been favorable. In this 
section, we perform an ablation study to investigate the 
effect of the CWR procedure in HMLM. We can assume 
that the core word recognition will greatly increase the 
gain of the HLML algorithm; therefore, we isolate each 
CWR operation to determine its ability to boost perfor-
mance. For three NLP tasks, we ran models using HMLM 
and HMLM w/o CWR separately on same augmentation 
multiples and data selection ratio. The detailed results 
are shown in Table 5. We find that with the same data 
selection ratio, merely utilizing HMLM w/o CWR can 
also improve the performance of the classifier, while the 
HMLM can improve more.

The experimental results reveal that the gain of the 
CWR has some discrepancies in different tasks. As shown 
in Table 5, for intent recognition and sentiment analy-
sis, we received the best gain, indicating that the CWR 
method is suitable for these two tasks. Besides, when 
employing 10% and 30% data for data augmentation, the 

Fig. 6  The best model of 
HMLM and baselines respec-
tively improve the accuracy on 
the sentiment analysis, where 
”Original” means to use source 
data without data augmentation
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effect of CWR decreases with the increase of augmenta-
tion multiples. When more data are given, the effect of 
CWR begins to increase. It turns out that CWR operation 
contributes more to performance gain for intent recogni-
tion, news classification, and sentiment analysis, and the 
CWR method for news classification still has room for 
improvement.

5.6  The situation of conserving true labels

In text data augmentation, the key is to maintain class labels 
while modifying the input data. However, if sentences are 
significantly changed, then original class labels may no 
longer be valid. We take a sentence-matching approach to 
examine whether HMLM significantly changes the meanings 
of augmented sentences. We performed the experiment when 

� =3 and �=100% and conducted mean pooling after using 
tencent embedding for original sentences and augmented 
sentences so that we could calculate the cosine similarity 
of the sentence pair. We have counted the data distribution 
of the semantic similarity, and the result is demonstrated in 
Fig. 7.

We found that the original data representations and aug-
mented sentences has highly similarity those of the original 
sentences, which suggests that, for the most part, sentences 
augmented with HMLM conserved the labels of their origi-
nal sentences.

Table 4  Comparison of 
accuracy improvement of 
sentiment analysis

Accuracy(%) of improvement of HMLM vs. baselines over all datasets. Significant improvement for 
BERT-base and RoBERTa. Compared with non-augmented, ”+” is used to indicate increase and ”-” is used 
to indicate decrease. The results in the table are obtained by taking the mean of the three times
Bold value indicate the maximum accuracy that can be improved of all the models

Multiple Model Training data proportion

�=10% �=30% �=50% �=100%

�=0 Original 33.33 66.67 78.44 89.43
�=1 Baseline EDA 48.96(+15.63) 71.11(+4.44) 80.01(+1.57) 89.46(+0.03)

HDA 48.64(+15.31) 71.28(+4.61) 81.18(+2.74) 89.83(+0.40)
UDA 47.32(+13.99) 69.10(+2.43) 79.49(+1.05) 89.25(-0.18)
CBERT 47.68(+14.35) 69.15(+2.48) 80.31(+1.87) 88.74(-0.69)
AugSBERT 49.01(+15.68) 71.59(+4.92) 81.64(+3.20) 89.52(+0.09)

HMLM BERT-base 50.22(+16.89) 73.32(+6.65) 84.48(+6.04) 91.01(+1.58)
ERNIE 2.0 48.73(+15.40) 83.88(+5.79) 83.73(+5.29) 91.22(+1.79)
BERT-wmm 49.21(+15.88) 72.46(+6.25) 84.15(+5.71) 91.31(+1.88)
RoBERTa 50.03(+16.70) 73.55(+6.88) 85.11(+6.67) 91.67(+2.24)

�=2 Baseline EDA 53.55(+20.22) 76.33(+9.66) 82.53(+4.09) 89.89(+0.46)
HDA 54.19(+20.86) 76.23(+9.56) 82.01(+3.57) 90.46(+1.03)
UDA 53.67(+20.34) 73.25(+6.58) 81.05(+2.61) 89.33(-0.10)
CBERT 53.51(+20.18) 73.55(+6.88) 80.87(+2.43) 88.93(-0.50)
AugSBERT 56.77(+23.44) 76.82(+10.15) 83.55(+5.11) 90.04(+0.61)

HMLM BERT-base 58.63(+25.30) 79.73(+13.06) 90.15(+11.71) 92.56(+3.13)
ERNIE 2.0 56.38(+23.05) 77.97(+11.30) 88.37(+9.93) 91.63(+2.20)
BERT-wmm 58.66(+25.33) 78.01(+11.34) 89.21(+10.77) 92.37(+2.94)
RoBERTa 59.12(+25.79) 79.46(+12.79) 89.96(+11.52) 92.93(+3.50)

�=3 Baseline EDA 64.44(+31.11) 78.02(+11.35) 83.67(+5.23) 90.33(+0.90)
HDA 65.78(+32.45) 78.62(+11.95) 83.56(+5.12) 90.27(+0.84)
UDA 63.39(+30.06) 75.56(+8.89) 81.43(+2.99) 88.95(-0.48)
CBERT 64.72(+31.39) 75.36(+8.69) 81.79(+3.35) 88.36(-1.07)
AugSBERT 65.62(+32.29) 78.77(+12.10) 83.91(+5.47) 90.42(+0.99)

HMLM BERT-base 66.97(+33.64) 82.58(+15.91) 92.32(+13.88) 93.87(+4.44)
ERNIE 2.0 65.15(+31.82) 80.83(+14.16) 90.67(+12.23) 92.11(+2.68)
BERT-wmm 66.38(+33.05) 81.25(14.58) 91.53(+13.09) 92.73(+3.30)
RoBERTa 67.32(+33.99) 83.89(+17.22) 92.93(+14.49) 94.25(+4.82)
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6  Conclusion

In the present work, we introduce a novel augmentation 
method by heuristic Masked Language Modeling. The 
proposed method explores the selection of core words for 
various tasks, after which non-core words are masked, and 
the masked fragments are predicted using the pre-trained 
language model. It provides a priori knowledge for data aug-
mentation, which not only maintains label consistency but 
also enriches semantics. We have conducted experiments on 
intent recognition, news classification, and sentiment analy-
sis, which demonstrated that our method could generate a 
variety of words appropriately with the semantic tags of the 
original text and improve the neural classifier more than the 
baseline. This method is simple, effective, and easy to imple-
ment, providing insight for practitioners and researchers to 
select use cases in data-starved research and applications. In 
future works, we will explore mixed augmentation methods 
based on more pre-trained models. Also, we will explore the 
application of our augmentation method for other natural 
language processing tasks to make continued progress in 
text data augmentation.
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