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Abstract
Ensemble pruning becomes an important stage in multiple classifier systems, and it has been widely applied to solve binary 
classification problems. Diversity and performance measures are two widely used evaluation methods to build the selection 
criterion for ensemble pruning. However, few works consider both of them simultaneously, and they usually use one algorithm 
to measure the diversity or performance, which may not be enough to capture all the relevant diversities and performance of 
the base classifiers. To solve this problem, we propose a multiple criteria ensemble pruning method by employing multiple 
diversity and performance measures to capture the base classifiers’ diversity and evaluate their classification ability respec-
tively. Moreover, a multi-criteria decision making method, based on fuzzy soft set and Dempster-Shafer theory of evidence, is 
used to build the final selection criterion, which can make a good trade-off between the diversity and performance measures. 
With sixteen binary data sets, the experimental studies show its effectivity and superiority for ensemble pruning over six 
state-of-the-art benchmark methods.

Keywords Ensemble pruning · Multi-criteria decision making · D-S theory of evidence · Binary classification · Diversity 
and performance measures

1 Introduction

Ensemble learning has attracted more and more attention 
from researchers recently, because it trains multiple weak 
learners to solve the same problem and achieves stability and 
accuracy [1]. With the development of Big Data, machine 
learning methods with increasing data size are usually 
employed to build the ensemble models, which would bring 
heavy computational burdens for the ensemble learning [2]. 
To decrease the computational overheads and improve the 
accuracy of ensemble methods, ensemble pruning (also 
known as ensemble selection or selective ensemble) pro-
vides a new perspective [3]. And it has been widely used 
to solve the binary classification problems [4–6]. The goal 
of ensemble pruning is to select a subset of base classifiers, 

which have been shown to perform better in both complexity 
and accuracy than the full ensemble [7]. Searching for the 
best subset of an ensemble using an exhaustive method is 
an NP-complete problem, which is not suitable for ensemble 
pruning [8]. Therefore, a lot of studies have been done to 
solve this problem. Among them, we find that the selection 
criterion and selection or searching method are the two key 
points for ensemble pruning. Tsoumakas et al. presented a 
taxonomy of ensemble pruning methods, and concluded that 
ensemble pruning evaluation measures consists of two major 
categories: diversity based and performance based [9].

The basic idea of ensemble learning is to combine vari-
ous classifiers, which may offer complementary information 
about the patterns to be classified [10]. Thus, the diversity 
among the base classifiers has been widely applied to build 
the selection criterion, and it has been proved to have a posi-
tive correlation to the ensemble’s accuracy [11]. Many diver-
sity measures have been investigated to build the selection 
criterion, such as Q statistic, the correlation, the disagree-
ment, the double fault, etc. The choice of diversity measures 
will directly influence the final ensemble [12]. However, 
Kuncheva et al. found that diversity is not always benefi-
cial, and sometimes it may work toward deterioration of the 
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ensemble’s performance [13]. In their another work, they 
compared ten diversity measures, and found that the moti-
vation for designing diverse classifiers is correct, but how 
to choose diversity measures and use them effectively for 
ensemble pruning is still an open problem [12]. Motivated 
by that, Cavalcanti et al. found that one diversity measure 
is not enough to capture all the diversities of ensemble, and 
combined five diversity measures for ensemble pruning [14].

Besides, accuracy is another important factor in building 
the selection criterion, because it is the ultimate pursuit of 
ensemble methods [15]. Santos et al. made a further inves-
tigation of GA-based selection method to get the subset of 
the ensemble with the highest accuracy, and implied that 
controlling overfitting is an important task [16]. Zhang et al. 
designed an accuracy guided ensemble pruning strategy for 
pruning the component classifiers with low complementarity 
[17]. However, accuracy is unable to capture all the different 
factors that characterize the performance of a classifier. To 
evaluate the competence of base classifiers, some other per-
formance measures are also considered, such as Brier score 
(BS), the area under the receiver operating characteristic 
(ROC) curve (AUC), etc. The BS measures the classifier’s 
degree of deviation from the true label, which is more accu-
rate to measure the classification ability of the classifiers 
[18]. The AUC is commonly regarded as a more suitable 
measurement for evaluating the classifier’s overall perfor-
mances than accuracy [19, 20].

All of the above methods only use diversity or accuracy 
to build the selection criteria for ensemble pruning. Even 
though Dai et al. considered both of them for ensemble 
pruning, they employed only one algorithm to measure the 
diversity [21], which may be insufficient to capture all the 
relevant diversities of the base classifiers [14]. Moreover, 
Bian et al. only employed the mutual information to measure 
the accuracy, and the normalized variation to measure the 
diversity to balance the accuracy and diversity [22]. Using a 
single algorithm is insufficient to measure the classification 
ability of the base classifiers. Therefore, it is necessary to 
adopt multiple diversity and performance measures to build 
the selection criterion simultaneously.

Moreover, Hashemi et al. considered the ensemble fea-
ture selection as a Multi-Criteria Decision-Making (MCDM) 
process [23]. Kou et al. employed MCDM methods for eval-
uating classification algorithms and suggested that MCDM 
methods are feasible tools for ensemble pruning [24]. How-
ever, they pay less attention to the diversity and performance 
measures, and do not compare the MCDM methods to other 
ranking-based selection methods. Motivated by its prefer-
able performance on decision making, we carry out research 
on considering the ensemble pruning as a MCDM problem 
based on multiple diversity and performance measures. In 
addition, Dempster-Shafer (D-S) theory of evidence is a use-
ful tool for combining accumulative evidence of changing 

prior opinions [25], and solving the MCDM problems effec-
tively [26]. Meanwhile, fuzzy soft set (FSS), proposed by 
Maji et al. has also been proved to handle MCDM prob-
lems effectively [27]. It provides a theoretic framework to 
arrange multiple diversity and performance measures of the 
base classifiers [28]. Therefore, we build a multiple criteria 
ensemble pruning method by using a MCDM method with 
FSS and D-S theory of evidence in this paper.

In this study, we use multiple diversity and performance 
measures to evaluate the competence level of the base clas-
sifiers, and then use the fuzzy soft set to organize them. 
Secondly, we use the D-S theory of evidence to obtain a 
final score for each base classifier, and then rank the clas-
sifiers according to their scores. Finally, we use the greedy 
ensemble pruning strategy with forward expansion to select 
the final ensemble from the ordered classifiers. The main 
contributions of this work are as follows:

• The ensemble pruning method is proposed by consider-
ing multiple diversity and performance measures simul-
taneously, which can evaluate the base classifiers suf-
ficiently.

• The use of a MCDM method for ensemble pruning can 
make a good trade-off between the diversity and perfor-
mance measures.

• The D-S theory of evidence is applied to build the com-
binational rule of the MCDM method. The fuzzy soft set 
is used to arrange the multiple diversity and performance 
measures, which help to build the decision matrix.

The rest of this paper is organized as follows. Section 2 
gives a preview of the multi-criteria decision making method 
based on D-S theory of evidence and fuzzy soft set. Sec-
tion 3 reviews some definitions of diversity and performance 
measures. Section 4 introduces the research process of the 
proposed multiple criteria ensemble pruning method. Sec-
tion 5 displays a detailed description of the experimental 
setup and Sect. 6 gives a full discussion of the experimental 
results. Finally, conclusions and avenues for future research 
are presented in Sect. 7.

2  Multi‑criteria decision making based 
on D‑S theory of evidence and fuzzy soft 
set

2.1  Fuzzy soft set

Suppose that U is a universe set, and E is the parameters set. 
Then, let IU denote the power set of all fuzzy sets of U. Let 
A be a subset of E, i.e., A ⊂ E . A pair (F,A) is regarded as a 
fuzzy soft set (FSS in short) over U, where F is a mapping 
showed by:
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The F is the fuzzy approximate function of the (F,A) , 
and it is usually defined according to the characteristics 
of the problem [28]. For e ∈ A , F(e) is an fuzzy subset 
of U, which is a fuzzy number set regarding to param-
eter-e. We can show F(e) with the form of fuzzy set, 
(F,A) =

{
(e,F(e)) ∶ e ∈ A,F(e) ∈ IU

}
.

2.2  D‑S theory of evidence

Dempster-Shafer (D-S) theory of evidence is originated by 
the idea of upper probability and lower probability intro-
duced by Dempster [29] and developed by Shafer [30]. It 
makes the measurement by using belief function and plausi-
ble reasoning, which is distinct from other aggregators. The 
D-S theory of evidence can express the random uncertainty 
information, the incomplete information and the subjective 
uncertainty information directly without any prior probabil-
ity [4], which is similar to the way human collect evidences. 
Therefore, it has been regard as an increasingly important 
tool for decision making, because of its advantage in aggre-
gating the information. Some basic concepts of D-S theory 
of evidence will be recalled in this subsection.

Supposed that Θ is a nonempty set of alternatives, which 
is regarded as a frame of discernment. Let A be one propo-
sition over the power set  2Θ, the basic belief assignment 
(BBA) is a mapping [30], presented by m ∶ 2Θ → [0, 1] . It 
is a mass function, and m satisfies:

The m(A) means the evidence which is in support of the 
proposition A.

On the frame of discernment Θ, the belief function (Bel) 
and plausibility function (Pls) are respectively [30] defined 
as:

The Bel means decision maker’s the full confidence in A, 
and Pls(A) means the extent of no objection to A.

Besides, the D-S theory of evidence provides a way to 
combine bodies of evidence. Supposed that A1,A2, ...Am and 
B1,B2, ...Bn are evidences on the frame of discernment Θ. 
The corresponding basic probability assignment functions 
are m1 and m2 respectively. If 

∑
Ai∩Bj=�

m1(Ai)m2(Aj) < 1 , the 

evidence combinational rule is given by:

F ∶ A → IU .

m(�) = 0,
∑
A⊆Θ

m(A) = 1.

Bel(A) =
∑
B⊆A

m(B),A ⊆ Θ,

Pls ∶ 2Θ → [0, 1],Pls(A) =
∑

B∩A≠�

m(B).

The K =
∑

Ai∩Bj

m1(Ai)m2(Bj) . K is regarded as the conflict 

probability, and it indicates the degree of the conflict 
between the evidences. Coefficient 1

1−K
 is regarded as nor-

malized factor, and its role is to avoid the probability of 
assigning non-0 to empty set ∅ in the combination [30].

2.3  Multi‑criteria decision making method

In general, a MCDM method usually consists two stages 
[31]: (1) information input and construction; (2) aggrega-
tion and exploitation. In the first stage, a decision matrix is 
usually built as the mathematical expression of the MCDM 
problem, which is defined as follows [32].

Given a MCDM problem with n distinct alterna-
tives A1,… ,An and m criteria Cr1,… ,Crm , where the 
level of achievement of Ai(i = 1,… , n) with regard to 
Crk(k = 1,… ,m) is denoted by Crk(Ai):

which is called the decision matrix of the problem.
In the second stage, the aggregation and exploitation 

are carried out based on the decision matrix, which are 
used for combining the criteria, such as an utility function 
u(Ai) =

∑m

k=1
wkCrk(Ai) . From above, we can find that the 

decision matric is similar to FSS and D-S theory of evidence 
provides a novel aggregation rule. Thus, we use the FSS to 
build the decision matrix and D-S theory of evidence to 
build the combine rule, which is inspired by Xiao’s work 
[33].

3  Diversity and performance measures

3.1  Diversity measures

Even though diversity is widely applied for ensemble 
pruning, it does not have a generally accepted formal defi-
nition. Many diversity measures are presented in previous 
literatures, and summarized into pairwise measures and 
non-pairwise measures [12]. Meanwhile, the definition of 
a “criterion” is “a means or standard of judging” by which 
one particular choice or course of action could be judged 
to be more desirable than another in the area of MCDM 

(1)

m(A) = m1 ⊕ m2(A) =
1

1 − K

∑
Ai∩Bj=A

m1(Ai)m2(Bj),∀A ⊂ Θ,A ≠ �,

m(A) = m1 ⊕ m2(A) = 0,A = �.

⎡⎢⎢⎢⎣

Cr1(A1) Cr2(A1) Crm(A1)

Cr1(A2) Cr2(A2) Crm(A2)

⋱

Cr1(An) Cr2(An) Crm(An)

⎤⎥⎥⎥⎦
,
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[34]. Thus, we employ multiple well-known pairwise 
diversity measures to calculate the classifiers’ diversity.

Suppose a set of s trained classifiers C=
{
c1,… , cs

}
 and 

N samples, we let ci = 1 , if ci predicts the sample cor-
rectly, and 0, otherwise, i = 1,… , s . Then, we can get a 
contingency table (Table 1). N11 indicates the number of 
samples which are correctly classified by both ci and cj . 
N10 indicates the number of samples which are correctly 
classified by cj and incorrectly classified by ci . N01 indi-
cates the number of samples which are correctly classi-
fied by ci and incorrectly classified by cj . N00 indicates the 
number of samples which are incorrectly classified by both 
ci and cj , i, j = 1,… , s . With Table 1, we can get following 
diversity measures [14]:

Disagreement measure (Dis): Its value is calculated by 
Eq. (2), and the high value of disi,j indicates high diversity 
between ci and cj.

The Q statistics (Q): It is a statistic to assess the similar-
ity of two classifiers, and it ranges from -1 to 1, where the 
positive values indicate similar predictions and the nega-
tive values indicate different predictions made by them. 
The Q statistic of ci and cj is calculated as follows:

The Kappa-statistic (Kappa): It is widely used in sta-
tistics and also applied to measure the diversity. The value 
is 1, if the classifiers completely agree. Moreover, it is 0, 
if they randomly agree. Less than 0 is a rare case. The 
Kappa-statistic of ci and cj is calculated as follows:

where

The double-fault measure (DF): It indicates the propor-
tion of the samples that have been incorrectly predicted by 
both classifiers, showed as follows:

(2)Disi,j =
N01 + N10

N11 + N00 + N01 + N10

(3)Qi,j =
N11N00 − N01N10

N11N00 + N01N10

(4)Kappai,j =
Θ1 − Θ2

1 − Θ2

,

Θ1 =
N

11 + N
00

N11 + N00 + N01 + N10
,

Θ2 =
(N11 + N

10)(N11 + N
01) + (N00 + N

10)(N00 + N
01)(

N11 + N00 + N01 + N10
)2

3.2  Performance measures

As mentioned in the introduction, there are three types 
of performance measures: some assess the discriminatory 
ability of the classifiers, some assess the accuracy of the 
classifiers’ probability predictions, and some assess the 
correctness of the classifiers’ categorical predictions [18, 
35]. In order to evaluate the classifiers’ performance in all 
directions, we select at least one measure for each type of 
them. Meanwhile, to keep a balance between diversity and 
performance measures, we select four performance meas-
ures. Considering the set C=

{
c1,… , cs

}
 and N samples, we 

can get the performance measures as follows.
Accuracy (ACC): It is the most commonly used measure 

to evaluate the classifier and build the ensemble pruning 
method. The ACC  is usually measured using the percent-
age of correctly classified observations. It is gained upon 
a confusion matrix for binary classification presented in 
Table 2. The ACC  of ci is calculated as follows [18]:

Brier score (BS): It measures the classifier’s degree of 
deviation from the true probability. For binary classifica-
tion, if pj indicates the estimated probability of jth sample 
to the negative class, and fj indicates its true probability of 
negative, then the BS for ci is calculated as follows [18]:

The area under the receiver operating characteristic 
(ROC) curve (AUC): The ROC shows the tradeoff between 
TP rate and FP rate. The larger the AUC , the better the 
classifier. A simple method to calculate the AUC of a clas-
sifier is showed as follows [36]:

(5)DFi,j =
N00

N11 + N00 + N01 + N10

(6)ACCi =
TN + TP

TN + FP + FN + TP

(7)BSi =

∑N

i=1

�
fi − pi

�2
N

(8)
AUC =

TP+FN∑
i=1

ranki −
(TP+FN)×(TP+FN+1)

2

(TP + FN) × (TN + FP)
,

Table 1  Contingency table for 
the relationship between a pair 
of classifiers

c
i
= 1 c

i
= 0

c
j
= 1 N

11
N

10

c
j
= 0 N

01
N

00

Table 2  Confusion matrix

Actual class Predicted result

Negative Positive

Negative True negative (TN) False positive (FP)
Positive False negative (FN) True positive (TP)
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where ranki indicates the rank of ith positive sample in the 
ordered list, which is usually built based on the predicted 
scores or posterior probability of the positive samples.

H-measure (H): It gives a normalized classifier assess-
ment based on expected minimum misclassification loss 
[36]. Its cost ratio distribution is given based on a beta 
distribution and equal parameter values, which use dif-
ferent distributions to different classifiers different from 
AUC. Thus, it improves the AUC.

4  The proposed method: DSFSS‑P

In this section, a detailed description of the proposed method 
is presented. The base classifiers are generated based on 
heterogeneous binary classification algorithms, which are 
given in Sect. 5.2. To prune the best subset of the ensemble, 
a multiple criteria ensemble pruning method is proposed 
by combining multiple diversity and performance measures 
of the base classifiers. Meanwhile, we solve this problem 
from the perspective of MCDM with FSS and D-S theory 
of evidence. In general, with the base classifiers’ diversity 
and performance measures on validation set, the FSS is built, 
which is a decision matrix of the MCDM problem. Then 
the D-S theory of evidence is used to fuse the multiple cri-
teria and get the selection criterion for each base classifiers. 
Finally, we apply the greedy selection strategy with forward 
expansion to search the best ensemble. We call the proposed 
method DSFSS-P for short, and the research process of it 
can be divided into three phases shown in Fig. 1.

(a) In phase 1, the s base classifiers are trained based on 
training set, and the eight diversity and performance 
measures, denoted by E =

{
e1, e2,… , e8

}
 , are used to 

evaluate them based on the validation set. The evalua-
tion results are organized by the fuzzy soft set, which 
is the decision matrix of the MCDM problem, denoted 

by (F,E) =

⎧
⎪⎪⎨⎪⎪⎩

Fe1
(c1) Fe2

(c1) ... Fe8
(c1)

Fe1
(c2) Fe2

(c2) ... Fe8
(c2)

... ... ... ...

Fe1
(c

s
) Fe2

(c
s
) ... Fe8

(c
s
)

⎫⎪⎪⎬⎪⎪⎭

.

(b) In phase 2, the basic probability assignment functions 
are built to compute the basic probability of the clas-
sifiers, and the evidences from the eight measures 
are combined with D-S theory of evidence to get the 
ordered classifiers C�

=
{
c
�

1
, c

�

2
,… , c

�

s

}
.

(c) In phase 3, the greedy selection strategy with forward 
expansion is used to search the top t classifiers with the 
best ensemble classification accuracy.

4.1  Build the decision matrix using multiple 
diversity and performance measures

One diversity measure is not enough to capture all the diver-
sities of ensemble, and accuracy is not the most effective 
measure to evaluate classifier’s overall performances, as 
introduced in Sect. 1. Thus using one single criterion to 
select an ensemble classifier is biased [37]. Meanwhile, 
diversity and performance measures are two key points to 
build the selection criterion. It would be comprehensive and 
reasonable to consider multiple diversity and performance 
measures. In this work, four diversity measures and four 
performance measures are selected to estimate the base clas-
sifiers’ performance showed in Sect. 3. To select the best 
ensemble, we solve the problem from the perspective of the 
MCDM, and the FSS is used to build the decision matrix 
based on the classifiers’ performance. So the base classifiers 
are the alternatives of the MCDM problem. Meanwhile, the 
diversity and performance measures are selection criteria. 
Then we can get the universe C=

{
c1,… , cs

}
 , and the set of 

parameters E =
{
e1, e2,… , e8

}
 , where e1 = Dis , e2 = Q , 

e3 = Kappa , e4 = DF , e5 = ACC , e6 = BS , e7 = AUC , and 
e8 = H . Then a pair (F,E) =

{
(e,F(e)) ∶ e ∈ E,F(e) ∈ IC

}
 

is a FSS, and for each ej ∈ E (j = 1, 2,… , 8) , we can get 

F(ej) =
{
(c,Fej

(c)) ∶ c ∈ C,Fej
(c) ∈ [0, 1]

}
 , which is the 

mapping under the parameter ej.
With the purpose of building the decision matrix based 

on the FSS, constructing the fuzzy set corresponding to each 
parameter are required primarily. The crucial step is building 
the fuzzy approximate function F. However, the data dimen-
sion and meaning of it corresponding to the parameters are 
diverse, where some drops into the scope of [− 1, 1], and 
some drops into the scope of [0, 1]. Therefore, the functions 
should be built adaptively.

Suppose s base classifiers C=
{
c1,… , cs

}
 , ci(ej) indicates 

the value of ci corresponding to the parameter ej based on 
validation set, i = 1, ..., s, j = 1, ..., 8 . For e5, e6, e7, e8 , the 
ci(ej) is computed based on their definitions. For e1, e2, e3, e4 , 
the ci(ej) is computed by Eq. (9):

The diversityik
(
ej
)
 indicates the pairwise diversity of ci 

and ck under parameter ej , which is calculated by using Eqs. 
(2, 3, 4, 5) respectively, i, k = 1,… , s , j = 1, 2, 3, 4.

The high values of disagreement measure of them indi-
cate high diversity. Meanwhile, the high values of the ACC , 
AUC , H indicate good performance of the classifiers. There-
fore, for parameters e1, e5, e7, e8 , the fuzzy approximate func-
tion F(e) is built as follows:

(9)ci
(
ej
)
=

s∑
k=1

diversityik
(
ej
)



1138 International Journal of Machine Learning and Cybernetics (2023) 14:1133–1146

1 3

The cmin(ej) and cmax(ej) indicates the minimal and maxi-
mal value of the s base classifiers corresponding to the 
parameter ej respectively, and Fej

(ci) indicates the fuzzy value 
or membership of ci corresponding to the parameter ej.

However, the high values of the Q statistics, Kappa-sta-
tistic and double-fault measure of them indicate low diver-
sity, and high value of Brier score indicates high posterior 

(10)F
e
j

(c
i
) =

c
i
(e

j
) − cmin(ej)

cmax(ej) − cmin(ej)

probability error. Therefore, for parameters e2, e3, e4, e6 , the 
fuzzy approximate function F(e) is built as follows:

Therefore, the FSS (F,E) over C is presented by Table 3, 
which is the decision matrix.

(11)F
e
j

(c
i
) =

cmax(ej) − c
i
(e

j
)

cmax(ej) − cmin(ej)

Fig. 1  Overview of the pro-
posed DSFSS-P method
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4.2  Combine multiple criteria using the D‑S theory 
of evidence

In the decision matrix, the attributes or criteria are some-
times inconsistent because of the fuzzy relations of the 
diversity and the accuracy [20, 38]. The D-S theory of evi-
dence can deal with imprecise and uncertain information 
without prior information, and sometimes can handle the 
conflicts among evidences [26]. Thus the combinational 
rule of D-S theory of evidence is an effective tool to fuse 
the multiple criteria based on the diversity and performance 
measures.

According to the definition of D-S theory of evi-
dence and the decision matrix (F,E) , the frame 
of discernment of best classifiers is denoted by 
Θ=C=

{
c1,… , cs

}
, and E =

{
e1, e2,… , e8

}
 are the eight 

performance measures to provide the evidences denoted by 
(F,E) =

{
(e,F(e)) ∶ e ∈ E,F(e) ∈ IC

}
 . In order to combine 

the multiple measures by the D-S theory of evidence based 
combinational rule, the study defines the basic probability 
assignment functions based on Gong and Hua’s work [39] 
of basic utility assignments:

where � ranges in [0, 1] and usually takes 1 [40]. m
(
Fej

(ci)
)
 

indicates basic probability assignment function for degree 
of membership of ci(i = 1, 2, ..., s) respectively under 
ej(j = 1, 2, ..., 8) . From the perspective of D-S theory of evi-
dence, it indicates the BPA of the singleton set {
ci
}
, i = 1, 2,… , s , and � is used to represent the compre-

hensive evidence of the other subsets of the power set of Θ . 
Since searching for the best subset from the Θ using an 
exhaustive method is an NP-complete problem, it is hard to 
derive the evidences of all the elements of the power set of 
Θ . Besides, the purpose of this section is to select the best 
classifier under the Θ . Thus the BPAs of the singleton sets 
are mainly built.

In order to fuse the BPAs, the Eq. (8) is usually used to 
combine m

(
Fej

(ci)
)
 . The result can be regarded as a fuzzy 

set C��

=
{
(c,FDS(c)) ∶ c ∈ C,FDS(c) ∈ [0, 1]

}
 , where FDS(c) 

is a fuzzy value. It is the final score of classifier c, indicating 

(12)m
�
Fej

(ci)
�
=

Fej
(ci)∑s

i=1
Fej

(ci) + �
,

the membership of it belonging to best alternative of the 
ensemble. The algorithm of combing multiple criteria using 
D-S theory of evidence to get FDS(c) is showed detailedly in 
Fig. 2. With the fuzzy set C′′ , we rank the classifiers by the 
descending order of the FDS(c) , and get the ordered set 
C

�

=
{
c
�

1
, c

�

2
,… , c

�

s

}
.

4.3  Select best ensemble using greedy selection 
strategy with forward expansion

Greedy selection strategy is a commonly used method to 
search for the optimal choice of ensemble based on the 
selection criteria, which can reduce the search space appro-
priately [21]. For ensemble pruning, this method greedily 
selects the classifier by searching the neighbors of the cur-
rent ensemble according to the selection criteria. Therefore, 
there are usually two steps involved: building the selection 
criteria and determining the direction of the search [41]. 
With the FSS (F,E) and D-S theory of evidence, we build 
a new selection criteria FDS(c) and rank the base classifiers 
to get the ordered set C�

=
{
c
�

1
,… , c

�

s

}
 . Meanwhile, forward 

expansion and backward shrinkage are the common search 
directions, which have been extensively studied and proved 
to be an efficient method for finding the optimal solution. 
In this paper, we employ the forward expansion to select 
classifiers to form the final ensemble, and the algorithm is 
showed in Fig. 3.

5  Experimental setup

5.1  Datasets

For evaluating the performance of the DSFSS-P, sixteen 
binary datasets are gathered from the UC Irvine Machine 
Learning Repository [42], which are broadly applied for 
assessing the ensemble models’ results. A descriptive outline 
of the databases is presented in Table 4. For the concision of 
the experiment, normalization is implemented after missing 
data imputation by mean value of all data sets. For robust-
ness check, a 2 × 5-fold cross-validation is used to diminish 
the effect of variability created by random partitioning on 
forecasting results. In particular, the samples are randomly 
split into five folds at first. In each time for validation, we 
use one fold to evaluate the results of the methods, and the 
last four folds are randomly divided equally for training and 
pruning respectively. The validation experiments are con-
ducted for five times with different fold for testing. Mean-
while, 5-fold cross-validation are conducted for two times 
based on different partitions. The final experimental results 
are averaged over the 10 validations.

Table 3  Matrix representation of fuzzy soft set (F,E) over C 

C e1 e2 … e8

c1 F
e1
(c1) F

e2
(c1) … F

e8
(c1)

c2 F
e1
(c2) F

e2
(c2) … F

e8
(c2)

… … … … …
c
s

F
e1
(c

s
) F

e2
(c

s
) … F

e8
(c

s
)
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Fig. 2  Algorithm of combin-
ing multiple criteria using D-S 
theory of evidence

Fig. 3  Algorithm of selecting 
the best ensemble using greedy 
selection strategy with forward 
expansion
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5.2  Base classifiers and benchmark methods 
development

Base classifiers play an essential role in the ensemble 
model’s performance, as every classifier has its merits and 
advantages. A trade-off is demanded between synthesizing 
all the base classifiers’ advantages and the complexity of 
the ensemble model. Fruitful results have been gained for 
building classifiers with machine learning methods, such as 
DT, SVM, NN [43], and comparative studies are also imple-
mented to show their better performances [35]. Therefore, 
they are employed to build the base classifiers. They are 
generated by using bagging and various parameters, and the 
ensemble size is 300 at the first place. Table 5 displays the 
settings of the classification algorithms’ parameters used for 
training base classifiers [35].

In order to investigate the effectivity of the proposed 
ensemble pruning method based on multiple diversity and 
performance measures, six benchmark methods are selected. 
Two common selection methods, single best (SB) and fusing 

all base classifiers (ALL), are chosen as benchmarks. Four 
other popular ensemble pruning methods are selected. Hill-
climbing ensemble selection (HCES) and Kappa pruning 
(Kappa) are two ordered based ensemble pruning methods, 
which build the selection criteria based on ACC  and Kappa 
respectively. One ensemble pruning method built based on 
simultaneous diversity and ACC (SDAcc) is selected, which 
is proposed by [21]. Moreover, the method combining mul-
tiple diversity measures for ensemble pruning (DivP) is also 
selected [14].

The experiments described in this study are conducted 
on a PC with a 3.2 GHz Intel Core 4 CPU and 8 GB RAM, 
using the Windows 10 operating system. MATLAB, version 
2020b, is used for modelling.

5.3  Performance indicators measures and statistical 
tests of significance

For the credibility and robustness, the ACC  is selected to 
measure its classification ability, and the disagreement 

Table 4  Descriptive outline of the databases

Datasets Abbreviations Instance Features Number of 
different 
classes

Activity recognition system based on multisensory data fusion (standing and walking) AReM1 13,920 6 6720/7200
Activity recognition system based on multisensory data fusion (bending1 and bending2) AReM2 6240 6 3360/2880
Activity recognition system based on multisensory data fusion (sitting and lying) AReM3 14,399 6 7200/7199
Australian credit approval Australian 690 14 307/383
Blood transfusion service center Blood 748 5 570/178
Diabetic retinopathy debrecen Diabetic 1150 19 539/611
Dresses attribute sales Dresses 500 12 290/210
EEG eye state EEG 14,980 14 8257/6723
German credit data German 1000 20 700/300
Indian liver patient dataset ILPD 583 10 167/416
Japanese credit screening Japanese 690 15 307/383
Mammographic mass data MMD 961 5 516/445
Pima indians diabetes Pima 768 8 500/268
Steel plates faults Steel 1941 27 1268/673
Vertebral column Vertebral 310 6 100/210
Wisconsin breast cancer Wisconsin 699 10 458/241

Table 5  Settings of the 
classification algorithms’ 
parameters

*n is the number of samples applied for training base classifiers

Classification algo-
rithm

Number of clas-
sifiers

Parameters Candidate settings

SVM 100 Width of RBF kernel 2(−6, −5, −4, −3, −2, −1)

DT 100 Min. leaf size n*[0.01, 0.025, 0.05, 
0.075, 0.1, 0.125, 0.15, 
0.175]*

NN 100 Number of hidden nodes [5, 10, 15, 20, 25, 30]
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measure is selected to measure diversity of the ensemble 
classifiers generated by it.

Next, a non-parametric test was used to assess the statisti-
cal differences between models [44]. To be specific, Fried-
man test was carried out to check the differences of models’ 
ranking performance. The null hypothesis is that all classifi-
ers perform identically, which indicates the average ranks of 
them are same. If the hypothesis is rejected, a post-hoc test 
called Holm’s method is employed to take pairwise compari-
sons among them, which show significant differences [45].

6  Experimental results

6.1  Ensemble performance and diversity evaluation

Comparison of the average accuracies of the DSFSS-P 
method and 6 state-of-the-art benchmark methods on the 
16 datasets over 10 validations are showed in Table 6. As 
we can see from it, the DSFSS-P achieves the highest clas-
sification accuracy in most cases by 13 times, which is much 
higher than SB, ALL, HCES, Kappa, SDAcc and DivP with 

Table 6  Comparison of the 
models’ average accuracy on the 
16 datasets

SB ALL HCES DSFSS-P Kappa SDAcc DivP

AReM1 0.9879 0.9885 0.9885 0.9886 0.9879 0.9881 0.9877
AReM2 0.9612 0.9583 0.9636 0.9644 0.9612 0.9620 0.9617
AReM3 0.9740 0.9505 0.9781 0.9759 0.9740 0.9751 0.9753
Australian 0.8551 0.8536 0.8667 0.8696 0.8522 0.8594 0.8609
Blood 0.7699 0.7673 0.7780 0.7874 0.7766 0.7833 0.7686
Diabetic 0.7087 0.7061 0.7096 0.7122 0.7078 0.7209 0.6887
Dresses 0.5800 0.5760 0.5520 0.5820 0.5800 0.5760 0.5760
EyeState 0.8347 0.6986 0.8452 0.8426 0.8348 0.8385 0.8378
German 0.7240 0.7520 0.7510 0.7530 0.7260 0.7380 0.7220
ILPD 0.6775 0.7102 0.7050 0.7153 0.6809 0.7051 0.7067
Japanese 0.8522 0.8609 0.8580 0.8667 0.8565 0.8609 0.8522
MMD 0.8096 0.8304 0.8283 0.8315 0.8159 0.8273 0.8273
Pima 0.7773 0.7760 0.7760 0.7812 0.7773 0.7773 0.7812
Steel 0.7481 0.7676 0.7764 0.7862 0.7661 0.7785 0.7852
Vertebral 0.8000 0.8355 0.8258 0.8548 0.8323 0.8226 0.8323
Wisconsin 0.9642 0.9671 0.9628 0.9671 0.9642 0.9642 0.9656

Table 7  Comparison of the 
ensemble models’ average 
diversity on the 16 datasets

ALL HCES DSFSS-P Kappa SDAcc DivP

AReM1 0.0165 0.0178 0.0168 0.0171 0.0111 0.0167
AReM2 0.0312 0.0350 0.0372 0.0477 0.0103 0.0304
AReM3 0.0715 0.0499 0.0648 0.1503 0.0220 0.0332
Australian 0.1876 0.3510 0.3232 0.4154 0.0612 0.1200
Blood 0.1419 0.2269 0.1833 0.3240 0.0964 0.1685
Diabetic 0.3637 0.4140 0.3595 0.5073 0.1927 0.3415
Dresses 0.4241 0.4443 0.4067 0.4364 0.3588 0.2583
EyeState 0.3101 0.3337 0.1975 0.5036 0.1309 0.2121
German 0.2674 0.2819 0.2714 0.3447 0.1510 0.2171
ILPD 0.1977 0.2966 0.2424 0.3167 0.1302 0.3330
Japanese 0.1250 0.1838 0.1673 0.1733 0.0789 0.1340
MMD 0.1496 0.2045 0.2346 0.3828 0.0531 0.1992
Pima 0.2156 0.2481 0.2168 0.2900 0.1193 0.1903
Steel 0.2614 0.2934 0.2781 0.3258 0.1762 0.2684
Vertebral 0.2146 0.2682 0.2327 0.2965 0.0893 0.1989
Wisconsin 0.0879 0.1956 0.0879 0.3796 0.0119 0.0286
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0, 1, 2, 0, 1, 0 times. On datasets AReM3, Diabetic and 
EyeState, though DSFSS-P is not the best one, it is second 
only to HCES, SDAcc and HCES respectively in terms of 
the average accuracy. On dataset Wisconsin, the DSFSS-P 
and ALL get the same accuracy, which is highest among 
the seven methods. Distinct differences are hardly found 
between seven methods.

In order to compare the diversities of the six ensem-
ble methods in a clearer way, we summarize the results in 
Table 7. Bold values indicate the highest diversity among 
the six ensemble models. We can find that diversity of the 
ensemble pruned by DSFSS-P is at a medium level among 
the six methods on all datasets, but it obtains the best accu-
racy in most cases. The Kappa achieves the most diversi-
fied ensembles on most of the datasets, since it prunes the 
ensemble based on the Kappa. However, the accuracy of 
their measurements is very unstable and unsatisfactory, that 
may be due to the fact that only Kappa is insufficient to 
capture all the diversity of the ensemble. Divp, pruning the 
ensemble based on multiple diversity measures, achieves 
the lower diversity than SDAcc, which prunes the ensemble 
based on accuracy and diversity. They both obtain the lower 
diversity than the HCES on all datasets except for ILPD, 

which selects the ensemble only based on accuracy. It's an 
interesting and surprising discovery. Furthermore, it is found 
that there is no obvious correlation between the accuracy 
and the diversity of the ensemble.

Meanwhile, the averaged run-time of ensemble pruning 
modes is recorded in Table 8. From the results, we can see 
that the DSFSS-P is much faster than the other ensemble 
pruning methods in all datasets. It is attribute to that our 
proposed method does not use iterative methods for the 
ensemble pruning, and the D-S combine rule is also a fast 
algorithm. The overall time complexity of the proposed 
method is O(MS), where M is the number of criteria, and 
S is the number of the base classifiers.

6.2  Statistical tests of significance

Friedman test was carried out to check the significant 
differences of the methods’ results, which is shown in 
Table  9. With the level of significance � = 0.05 , i.e., 
95% confidence, the chi-square statistic is 40.781, and 
the degree of freedom is 6. The results show that the 
null hypotheses are rejected with the statistical results p 
value = 0.000, and it can be concluded that all the models 
play significantly different role in solving the binary clas-
sification problems. Moreover, it can be seen that DSFSS-
P obtains the first rank whereas SB obtains the seventh 
rank, which again proves the superiority of the ensemble 
methods. SDAcc and HCES obtains the second and third 
rank respectively. They beat the other two pruning meth-
ods, i.e., Kappa and Divp, which select the ensembles only 
based on diversity measures. Kappa is worse than DivP 
and ALL, which indicates that one diversity measure is 

Table 8  Comparison of the ensemble pruning models’ average 
runtime(s) on the 16 datasets

HCES DSFSS-P Kappa SDAcc DivP

AReM1 644.19 57.20 529.09 640.20 917.13
AReM2 267.81 9.03 232.05 289.58 391.86
AReM3 639.41 57.11 549.42 676.33 391.47
Australian 32.08 1.45 27.53 43.10 50.28
Blood 30.30 1.19 29.02 44.49 51.55
Diabetic 46.05 2.49 43.18 62.55 76.53
Dresses 21.50 1.35 20.02 32.80 32.25
EyeState 679.96 56.90 578.90 691.17 814.81
German 44.59 1.96 39.89 59.31 37.11
ILPD 25.60 1.15 24.19 40.91 38.20
Japanese 30.48 1.24 28.34 46.14 42.72
MMD 41.01 1.60 38.56 58.01 75.76
Pima 32.90 1.41 30.87 49.15 46.63
Steel 85.16 2.62 74.62 102.51 66.34
Vertebral 13.84 0.93 12.91 26.81 30.17
Wisconsin 28.61 1.13 27.05 42.61 49.33

Table 9  Friedman test based on 
accuracy values (significance 
level of 0.05)

Friedman test

Statistic p value Result

40.781 0.000 H0 is rejected
Algorithm SB ALL HCES DSFSS-P Kappa SDAcc DivP
Ranking 5.31 4.31 3.69 1.19 4.81 3.56 4.25

Table 10  Results of post-hoc test after rejection of null hypothesis 
based on accuracy values (significance level of 0.05)

Comparison p values Sidak alpha Result

DSFSS-P vs SB 0.00000 0.0024 H0 is rejected
DSFSS-P vs ALL 0.00000 0.0026 H0 is rejected
DSFSS-P vs HCES 0.00000 0.0027 H0 is rejected
DSFSS-P vs Kappa 0.00000 0.0028 H0 is rejected
DSFSS-P vs SDAcc 0.00002 0.0030 H0 is rejected
DSFSS-P vs DivP 0.00005 0.0032 H0 is rejected
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unstable for ensemble pruning, and it is unable to capture 
all diversities of the ensemble.

Then, a post-hoc test called Holm’s method was car-
ried out for a pairwise comparison between the rankings 
achieved by each model. Table 10 shows the results of 
post-hoc test on the confidence level � = 0.05 , and all 
the hypotheses are rejected. We can state that DSFSS-P 

performance significantly better than any other benchmark 
model in terms of accuracy values.

6.3  Analysis of the selection criteria

In order to analyze the influence of the selection criteria on 
the performance the ensemble pruning method, we conduct 
the experiment by combining different number of the criteria. 

Fig. 4  The influence of the number of selection criteria on the performance the ensemble pruning method
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The result is shown in Fig. 4, where the horizontal axis shows 
the number of selection criteria. The sequence of the criteria 
is according to {DF, Kappa, Q, Dis, H, AUC, BS, ACC} . 
Specifically speaking, 1 means use DF as the criteria to 
build the ensemble pruning method, 2 means combine DF 
and Kappa as the criteria to build the method, and so on in 
a similar fashion. The vertical axis represents the result of 
methods based on ACC.

From the results, we can see that combining all the 
eight criteria obtains the highest ACC 9 times and second 
high ACC 6 times among the 16 datasets. Meanwhile, the 
16 lines of the experiment show an upward trend, which 
means the more criteria, the better performance the ensem-
ble pruning method. It shows the multiple criteria ensem-
ble pruning method’s effectivity and superiority. Moreo-
ver, only combining the criteria with diversity measures 
for ensemble pruning doesn’t obtain the highest accuracy 
for any dataset. Combining multiple diversity and perfor-
mance measures for ensemble pruning (DSFSS-P) can 
generate more accurate ensemble than that only consider-
ing one performance or diversity measure and that comb-
ing multiple diversity measures.

7  Conclusions and future work

In this study, we propose a multiple criteria ensemble 
pruning method for binary classification by combining 
multiple diversity and performance measures simultane-
ously with a MCDM method. The Q statistics, Kappa-
statistic, double-fault and disagreement measure are used 
to capture the base classifiers’ diversity. The accuracy, 
Brier score, ROC and H-measure are used to measure their 
classification ability. They are the criteria giving a full 
evaluation to the base classifier and the relation of them. 
In order to achieve a trade-off between the diversity and 
performance measures, the FSS is applied to arrange the 
base classifiers’ levels of achievements with regard to the 
criteria, which provides a mathematical theory support to 
build the decision matrix. The D-S theory of evidence is 
applied to aggregate the uncertainty and conflicting infor-
mation of the criteria, which help to give a comprehensive 
evaluation to the base classifiers.

To validate the performance of the proposed ensemble 
pruning method, a comprehensive empirical evaluation is 
carried out on 16 binary datasets from UCI. Compared to 6 
state-of-the-art benchmark methods, the proposed method 
DSFSS-P achieves better performance in 13 out of the 16 
data sets than other methods do in terms of classification 
accuracy, which show its effectivity and superiority for 
ensemble pruning. Thus, ensemble pruning by considering 
multiple diversity and performance measures can bring 

more accurate and generalized ensemble. In our further 
research, there are two tasks for investigation to make 
the proposed ensemble pruning method more promising. 
On one hand, the choice of diversity and performance 
measures is still an open problem. On the other hand, the 
MCDM based ensemble pruning method’s classification 
performance can be further improved with more custom-
ized design.
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