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Abstract
Misinformation has become a frightening specter of society, especially fake news that concerning Covid-19. It massively 
spreads on the Internet, and then induces misunderstandings of information to the national and global communities during 
the pandemic. Detecting massive misinformation on the Internet is crucial and challenging because humans have struggled 
against this phenomenon for a long time. Our research concerns detecting fake news related to covid-19 using augmentation 
[random deletion (RD), random insertion (RI), random swap (RS), synonym replacement (SR)] and several graph neural 
network [graph convolutional network (GCN), graph attention network (GAT), and GraphSAGE (SAmple and aggreGatE)] 
model. We constructed nodes and edges in the graph, word-word node, and word-document node to graph neural network. 
Then, we tested those models in different amounts of sample training data to obtain accuracy for each model and compared 
them. For our fake news detection task, we found training accuracy steadily increasing for GCN, GAT, and SAGE models 
from the beginning to the end of the epochs. This result proved that the performance of GNN, whether GCN, GAT, or SAGE 
gained an entirely insignificant difference precision result.

Keywords  COVID-19 fake news detection · Graph neural network · Text augmentations · Text classification

1  Introduction

Misinformation has become a regular history of civilization, 
especially the rampant circulation of fake news. The spread 
of fake news on online media is very dangerous [1, 2]. Fur-
thermore, the effects can lead to casualties [3], psychologi-
cal effects [4, 5], character assassination [5], elections for 
political parties [6], and state chaos [7]. Fake news con-
cerning Covid-19 spread massively resulted in information 
misunderstandings to the national and global communities 
during the pandemic. Detecting this misinformation on the 

Internet is a crucial task and challenging because humans 
are struggling against this phenomenon for long time ago.

Our research concerns detecting fake news that associated 
to covid-19 using the Constraint @ AAAI2021-COVID19 
fake news detection in English dataset [8] and Natural Lan-
guage Processing Approaches. We used the dataset for train-
ing and testing are released by the "Constraint shared task 
organizer” [9], which aims to fight fake news that related to 
COVID-19 on social media platforms like Facebook, Twit-
ter, Instagram, and other popular news website. The data-
set contains 10,700 social media posts, and their labels are 
categorized into real and fake; all text is written in English. 
Several previous studies have contributed to this Constraint 
@ AAAI2021—COVID19 fake news detection in English 
shared task utilized various methods. Such as Azhan et al. 
[10] applied pre-trained ULMFiT, Kakwani et al. [11] com-
piled the IndicGLUE benchmark, Baris et al. [12] proposed 
a modeling framework for those features by using BERT. 
Considering the challenging task and the number of research 
studies using this dataset, we decided to get involved in the 
COVID19 fake news detection shared-task [8] using a dif-
ferent method.
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To contribute to the COVID19 fake news detection 
shared-task, we utilized easy data augmentation (EDA) 
[13] and graph neural network [14–18]. Data augmentation 
techniques have been employed in image processing, visual 
recognition, and text classification projects as it is simple 
to create and generate new data by straightforward and fast 
transformations [19]. Augmentation aims to increase the 
number of training data samples to reduce the overfitting 
of the model [20, 21]. The main concept of graph neural 
networks (GNNs) are neural models that can seize the rela-
tionship of graphs via messages passing between the nodes 
of graphs. GNNs have reached sophisticated performance 
in many research tasks such as predicting protein interface, 
learning molecular fingerprints, modeling physics systems, 
and modeling to analyzing disease. Also, it was used for 
graph classification tasks, link prediction, and many nodes 
classification [22]. Some research stated that GNN can 
gain good performance even on a small number of rows in 
the dataset [23, 24]. Many evolutions of GNNs like graph 
recurrent network (GRN), graph attention network (GAT), 
graph convolutional network (GCN) have proved innovative 
achievements on various deep learning projects [25].

Our contributions are as follows:

1.	 For the input of graph models, we concatenated of word 
co-occurrence in the entire corpus (word-word edges) 
and word occurrence in documents (document-word 
edges) to create edges among nodes. Then, we utilized 
the term frequency-inverse document frequency (TF-
IDF) of the word inside the document that has resulted 
from word node and document node edge weight. We 
tested three graph models to train datasets with and 
without text augmentation. Three graphs are graph 
convolutional network, graph attention network, and 
GraphSAGE (SAmple and aggreGatE). For the aug-
mentation method, we utilized easy data augmentation 
[random deletion (RD), random insertion (RI), random 
swap (RS), synonym replacement (SR)]. GraphSAGE 
with data augmentation gave the highest precision and 
F1-score in our experiment.

2.	 In order to prove the resistance of precision and the 
robustness, we trained our proposed method in various 
dataset sizes (30, 50, 80, and 100%) of Constraint @ 
AAAI2021—COVID19 fake news detection dataset 
shared task.

Additionally, as a study concerning graph neural network 
and text augmentation, our proposed approach improved pre-
cision even though the size of dataset training is limited. 
Also, it proved that our proposed model gains slightly differ-
ent precision for all datasets that we are tested. We arranged 
the rest of the paper subsequently. Section 2 formally defines 
related work in fake news detection, text augmentations, and 

graph neural network. Our proposed method (the dataset, 
pre-processing, the main model, and the explanation of 
each graph neural network) is described in Sect. 3. And for 
Sect. 4, we explained the experiment and task. In Sect. 5, 
we present the result. We put the conclusion in Sect. 6 of 
this paper.

2 � Related work

2.1 � Fake news detection

The current state of misleading information prevention 
and fake news detection research reveals that most experi-
ments used the textual level for their detection-based. It is 
extensively known in Natural Language Processing (NLP) 
tools [26]. Some fake news detection studies use Machine 
Learning [27–29], and others use Deep Learning [30, 31]. 
Generally, those techniques can be classified as Social 
Context-based learning and News Content-based learning. 
News content-based methods deal with the different writing 
styles of published news articles, focusing on extracting sev-
eral texts that can be categorized as misleading information 
related to word order in a text and the writing style. Social 
context-based approaches deal with the latent connection 
words between the writer and news article. We can apply 
social engagements as a noteworthy feature for detecting 
fake news (to get the semantic connection between writ-
ers and their news articles) [32]. In the field of fake news 
detection research, many datasets have been utilized, such as 
PolitiFact [33, 34], Fake news Kaggle [27, 35], the fake news 
challenge (FNC-1) [36, 37], and Constraint@AAAI2021—
COVID19 fake news detection [9–12]. Ahmad et al. [27] 
used Machine Learning Ensemble Methods that consist-
ing of Random Forest (RF), Support Vector Machine, and 
Logistic Regression to develop fake news detection research. 
Monti et al. [30] proposed a method that works on graph-
structured data. They claimed that their approach is a novel 
class of deep learning techniques that exploit deep geometric 
learning to learn fake news-specific propagation patterns. 
Konkobo et al. [33] created a model to distill expression of 
users’ comments and opinions. Their work evaluated users' 
credibility and built a small network using the CredRank 
algorithm toward a piece of given news.

2.2 � Text augmentation

Augmentation has helped numerous classification tasks. The 
data structure should be added and modified to increase the 
number of row samples and the possibility of incomplete 
samples availability. More diversity patterns fed into the 
model during training will improve model generalizes. As a 
result, the system will give better prediction when performed 
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by using new examples. Many websites offer automatic 
paraphrasing nowadays, but the most reliable way to aug-
ment sentences is by employing experts who have language 
skills/native speaker even though it is costly. Textual data 
augmentation requires language modeling rules written by 
experts in linguistics, but this task is still challenging due to 
human resources limitations and low-resource languages. 
We observed that many studies had been done to handle 
augmentation problems in text classification, for example, 
Word2vec-based augmentation [38], WordNet-based [13], 
Semantic-enriched Representation [39], and many more.

In this paper, we used “Easy data augmentation tech-
niques for boosting performance on text classification tasks 
[13]” to complete our experiments. EDA using WordNet to 
generated random insertions and all synonyms for synonym 
replacements. It uses 300-dimensional word embeddings 
trained using GloVe. First, induced some noise to helps pre-
vent overfitting by producing augmented data that is alike to 
original data. Second, this approach introduces new words as 
a substitute when synonym replacement and random inser-
tion operations are activated, approving models to induce 
vocabulary in the test set that was not in the training set. 
EDA provides several features that result in text augmen-
tations: (1) random deletion (RD): base on probability p, 
randomly remove individual words in the text. (2) Random 
insertion (RI): replace random words with random syno-
nyms that nearest meaning other than those that are stop-
words. Put that synonym into any position. Repeat it for n 
times. (3) Random swap (RS): swap two words are chosen 
randomly in the text, and it will change the position. Repeat 
it for n times. (4) Synonym replacement (SR): randomly 
pick n words from the text other than is stopwords. Then 
change those words with a random synonym. Example result 
of EDA (Table 1):

2.3 � Graph neural network

Recently, graph classifications have been solved a signifi-
cant task and achieved excellent performance for many 
sophisticated applications. Many researchers from various 
organizations have developed graph neural networks effec-
tively, relying on graph embeddings to preserving global 
structure knowledge, and it is based on relational structure. 

A new research area that uses graph embeddings and graph 
neural networks has moved to broad field of research [40, 
41]. Even they expand their research further. For example, 
Zhang et al. [42] facilitated regular convolution operations 
computing subgraphs in the quantum walk to build subgraph 
convolutional network (SCN). Zhang et al. [43], based on 
Weisfeiler–Lehman (WL) algorithm, built the SortPooling 
layer-based to get vertex information globally and locally for 
recent deep graph convolutional neural network (DGCNN) 
model as a result. On text classification, some modern stud-
ies investigated graph neural networks [15, 44–47]. How-
ever, they also surveyed a text or a sentence as a graph of 
word nodes [45–47] or made articles citation relation to 
build the graph for the not-routinely-available [15].

Our work is based on the following method:
GCN Gori et al. [24] and Scarselli et al. [48] created 

recurrent neural networks based on graphs as neural net-
works relation. Later, Li et al. (2016) assembled the origi-
nal graph neural network framework into recurrent neural 
network training in sophisticated practices. Duvenaud et al. 
[49] by using graphs and methods for graph-level analysis 
to made a convolution-like propagation rule. Kipf et al. [15] 
developed convolutional neural networks based on the spec-
tral graph; this idea first time is introduced by Bruna et al. 
[50], and then it was extended by Defferrard et al. [45] using 
fast localized convolutions. Last, Liang Yao et al. [14], try 
to build a single text graph on word co-occurrence in the 
corpus-based; they implemented GCN for text classification.

GAT​ Graph attention network can be categorized as a par-
tial part of MoNet [30]. It is also made edges vector sharing 
based on neural network relation. It is implicative of the for-
mulation of relational systems [51] and VAIN [52], wherein 
relationships between agents or objects are aggregated pair-
wise by applying a shared work system. As another attention 
model, this approach can be related to Denil et al. [54] and 
Duan et al. [53], which employ a nearest node attention oper-
ation. Finally, Veličković et al. [16] introduced the recent 
neural network designs that work on graph-structured data, 
which are called graph attention networks (GATs).

GraphsSAGE This approach has been successfully imple-
mented for a wide range of purposes. GraphsSAGE (SAm-
ple and aggreGatE) conceptually related to node embedding 
approaches [55–59], supervised learning over graphs [23, 

Table 1   Example sentence are resulted by easy data augmentation

Operation Sentence

None Graph classifications have been solved a significant task and achieved excellent performance
Synonym replacement (SR) Graph classifications have been solved a significant job and achieved magnificent performance
Random insertion (RI) Graph classifications have been solved a significant task and achieved excellent performance sophisticated
Random swap (RS) Graph performance have been solved a significant task and achieved excellent classifications
Random deletion (RD) Graph classifications have been solved a task and achieved excellent performance
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24], and graph convolutional networks [45, 49, 50]. Graph-
SAGE [17] to train a model that produces embeddings uses 
leverage feature information for node embedding approaches 
toward unseen nodes. For supervised learning, GraphSAGE 
generating useful representations for individual nodes. Fur-
thermore, for the graph convolution network, an approach 
can be seen as an enlargement of the GCN framework to the 
inductive environment.

3 � Proposed method

3.1 � Dataset statistics

The Constraint @ AAAI2021—COVID19 fake news detec-
tion in English dataset [8] provided the shared task data-
set, which contains 10,700 humans interpreted from media 
articles and posts are acquired from multiple platforms. It 
is divided into data training (6420 rows), validation (2140 
rows), and test (2140 rows). The unique words in the training 
dataset are 30,046, most length tokens are 1481, and balance 
data distribution for Real and Fake labels. The dataset con-
tains the post ID, tweet, and label fields (Table 2).

Table 3 shows post tweets containing URL, Mention, 
Retweet, Hashtag, HTML special entities, and Number.

3.2 � Data preprocessing

First, we executed our tweet preprocessing and text pre-
processing to remove useless punctuation marks for text 

classification. We kept symbols’@’ and’#’ due to those 
have specific semantics in tweets. Second, we transformed 
the text into lowercase and replaced URLs, mentions, and 
emojis into unique tokens. Third, we used the Python emoji 
library to displace the emoji with a short textual descrip-
tion: redheart:,:thumbsup:, etc. Furthermore, we converted 
hashtags into words (“#COVID” → ”COVID”).

3.3 � Augmentation

We are using Easy Data Augmentation Techniques, which 
be made up of four robust yet straightforward operations: 
random deletion (RD), random insertion (RI), random swap 
(RS), synonym replacement (SR) [13]. In our case, gener-
ating original sentences into more than four augmented 
sentences was not helpful since models tend to generalize 
properly when a massive number of samples are available. 
According to easy data augmentation [13] paper, the follow-
ing are recommendations usage parameters for EDA tools 
in Table 4.

The Alpha (α) parameter roughly means "percent of 
words in sentence changed by each augmentation." Naug is 
the number of augmented sentences that were generated 
using EDA per original sentence. Since our N train is more 
than 5000 rows, we used parameters α = 0.1 and Naug = 4 to 
produce additional rows for SR, RI, RS, and RD.

3.4 � Graph convolutional networks (GCN)

A graph convolutional network (GCN) is a multilayer neu-
ral network based on the properties of their neighborhoods to 

Table 2   Data distribution for constraint @ AAAI2021—COVID19 
fake news detection

Data Real Fake Total Unique Word

Train 3360 3060 6420 30,046
Validation 1120 1120 2140 13,697
Testing 1120 1120 2140 14,121

Table 3   Some post fake and real

Label Post

Real This #FourthOfJuly weekend if you choose to spend time outdoors at an event or gathering stay 6 ft apart &amp; wear a cloth face cover 
to slow the spread of #COVID19. Learn more at https://t.​co/​c4F0a​ouMLd. https://t.​co/​u5tTl​3m572

Real We launched the #COVID19 Solidarity Response Fund which has so far mobilized $225 + M from more than 563,000 individuals com-
panies &amp; philanthropies. In addition we mobilized $1 + billion from Member States &amp; other generous to support countries-@
DrTedros https://t.​co/​xgPkP​dvn0r

Fake @realDonaldTrump has shifted his focus at different moments in the #CoronavirusOutbreak. We updated our running timeline of his 
response to the virus. https://t.​co/​pgXjs​saRCB Reply to us with any recent Trump moments you think belong on this running list. 
https://t.​co/​g4WYc​ppDSO

Fake RT @EllenCutch: Coronavirus misinformation is moving offline. A reddit user posted this flyer to the site and told us it had been 
delive…

Table 4   Recommended usage 
parameters

Ntrain α naug

500 0.05 16
2000 0.05 8
5000 0.1 4
More 0.1 4

https://t.co/c4F0aouMLd
https://t.co/u5tTl3m572
https://t.co/xgPkPdvn0r
https://t.co/pgXjssaRCB
https://t.co/g4WYcppDSO
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induce embedding vectors of nodes and operates directly on 
a graph. The base formulation is G = (Ѵ, Ɛ), where Ɛ is sets of 
edges and Ѵ with |Ѵ |= n is set of nodes. With edges (vi; vj) ϵ 
Ɛ, N nodes vi ϵ Ѵ, a degree matrix Dii = Ʃj Aij and an adjacency 
matrix A ϵ ℝN x N (binary or weighted).

Figure 1 shows each document node connected to many 
word nodes by edges. Also, word nodes are connected to many 
document nodes by edges. Document nodes start with "O," 
and others nodes are described as word nodes. Document-
word edges are drawn in bold black edges, and magenta edges 
are word-word edges. X is a matrix of node feature vectors 
(words in sentence). R(x) is representation (embedding) of X. 
Dotted lines are document classes (two classes are shown as 
described in a different color).

As shown in Fig. 1, a significant and heterogeneous Text 
GCN [14] contains document nodes and word nodes. It makes 
global word co-occurrence can be clearly modeled, and graph 
convolution can be easily adjusted. The sum of the number of 
unique words (vocabulary size) in a corpus and the number 
of documents (corpus size) yields the number of nodes in the 
text graph |V|. A one-hot vector as the input from every word 
or document is interpreted as feature matrix X for graph con-
volution network. The concatenate of word co-occurrence in 
the whole corpus (word-word edges), and word occurrence 
in documents (document-word edges) created edges among 
nodes. The term frequency-inverse document frequency (TF-
IDF) of the word in the document has resulted from word node 
and document node edge weight.

Graph convolution neural network was the introduction in 
GCN, and the formula is defined by dgl.ai [18] as follows:

h
(l+1)

i
= �

(
b(l) +

∑

j∈N(i)

1

cji
h
(l)

j
W (l)

)

where Ɲ(i) is the set of neighbors of node i, cji is the product 
of the square root of node degree (i.e., cji = 

√
N(i)

√
N(i) ). 

�(·) is an activation function; such as the ReLU(·) = max (0; 
·). It will apply an activation function to the updated node 
features. h(l)

j
 is the current input feature. h(l+1)

i
 is the current 

output feature. H(l) ϵ ℝN × M is the matrix of activation in the 
lth layer; and H(0) = X. Cji is the way to apply normalizer. 
There are three types of normalizers are ‘right,’ ‘none,’ and 
‘both’. If the normalizer is ‘right’, divide the aggregated 
messages by each node in degrees, which is equivalent to 
averaging the received message. If the normalizer is 'none,' 
no normalization is applied. In our case we are using ‘both’. 
b(l) is bias, and function will add a learnable bias to the out-
put. W(l) is a layer-specific trainable weigh matrix. If a 
weight tensor on each edge is provided, the weighted graph 
convolution is defined as:

where eji is the scalar weight on edge from node j to node i. 
Also, eji is NOT variable which is equivalent to the weighted 
graph convolutional network formulation.

3.5 � Graph attention networks

The input to our GAN layer is a set of node features, 
h =

{
�⃗h1,

�⃗h2,… , �⃗hN

}
, �⃗hi ∈ ℝ

F , where N is the number of 
nodes, and F is the number of features in each node. We used 
the same method to transform features into nodes as shown 
in Fig. 1 in the word document graph box. The output of first 
layer is set of node feature, hi =

{
�⃗h
�

1
, �⃗h

�

2
,… , �⃗h

�

N

}
, �⃗h

�

i
∈ ℝ

F
�

 . 

h
(l+1)

i
= �(b(l) +

∑

j∈N(i)

eji

cji
h
(l)

j
W (l))

Fig. 1   Diagram of text GCN
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According to dgl.ai [18], we use the following equation to 
get the value of each edge:

W is weight matrix that is produced from shared linear 
transformation, W ∈ ℝ

F
�
xF , it is applied to every node. �⃗aT is 

self-attention on the nodes, it is an attentional mechanism, 
�⃗a
T
∶ ℝ

F
�

xℝF
�

→ ℝ . el
ij
 is an edges values as attention coef-

ficients. LeakyReLU is Leaky Rectified Linear Unit. It is a 
type of activation function based on a ReLU, but it has a 
small slope for negative values instead of a flat slope.

where �l
ij
 is the attention score between node i and node j. 

Softmax is normalized exponential function as logistic func-
tion to get regression values from el

ij
.

where, h(l)
j

 is the current input feature. h(l+1)
i

 is the current 
output feature.

3.6 � GraphSAGE

GraphSAGE uses forward propagation for embedding gener-
ation. The GraphSAGE approach begins by considering the 
model has already been trained, and the weight matrices and 
aggregator function parameters are set. For each node, this 
algorithm aggregates information from the node’s neighbors 
iteratively, the node’s neighbors-neighbors, and so on. In this 
paper, we used the same method to transform features into 
nodes as shown in Fig. 1 in the word document graph box. 
According to dgl.ai [18], explanation of GraphSAGE in next 
following equation:

where, h(l)
j

 is the current input feature. h(l+1)
i

 is the current 
output feature. �(·) is an activation function. Aggregation 
step (l) depends on the representations generated at the pre-
vious iteration. After aggregating the neighboring feature 
vectors, GraphSAGE then concatenates the node’s current 
representation hl+1

N(i)
 , with the aggregated neighborhood vec-

tor hl
i
 , and this concatenated vector is supplied through a 

fully connected layer with nonlinear activation function σ, 

el
ij
= LeakyReLU( �⃗a

T |Whi||Whj|)

�
l
ij
= softmaxi(e

l
ij
)

h
(l+1)

i
= �(

∑

j∈N(i)

�i,jh
(l)

j
W (l))

h
(l+1)

N(i)
= aggregate({hl

j
,∀j ∈ N(i)})

h
(l+1)

i
= �(W ⋅ concat(hl

i
, hl+1

N(i)
))

h
(l+1)

i
= norm(hl

i
)

which implements the representations to be applied at the 
next step. If a weight tensor on each edge is provided, the 
aggregation becomes:

where eij is the scaler weight on the edge from node j to node 
i. eij is broadcastable with hl

j
.

4 � Experiment and task

4.1 � Experiment setup

The experiments ran on Intel Core (TM) i7 8700, 6 core 
3.20 GHz Processor, 16 GB RAM, Nvidia GeForce GTX 
1050 Ti GPU 4 GB. Base program and training use Python 
3.7.8 and TensorFlow Version: 2.1.0. We used TfidfVector-
izer from NLTK 3.5 and Cosine Similarity from Scipy 1.4.1 
for preprocessing and get the distance between words. We 
used dgl.ai as the main tools for build the graph. Several 
important hyper-parameters determine this architecture: 
training model learning-rate = 0.01, epoch 15, batch-size 16.

4.2 � Description of task

To gain comprehensive results and prove our proposed 
method got good precision, we tested models for various 
training dataset sizes. We took 30, 50, 80, and 100 percent 
of the total dataset rows, then those are referred to Train-
30, Train-50, Train-80, and Train-100, respectively. Moreo-
ver, for datasets that use augmentation, we defined them 
as Train-30 + Aug, Train-50 + Aug, Train-80 + Aug, and 
Train-100 + Aug. Next, we did preprocess and augmenta-
tion as explains in the proposed method. In this process, 
the dataset is processed to produced more rows due to the 
addition of random deletion (RD), random insertion (RI), 
random swap (RS), and synonym replacement (SR). Then, 
we ran the remove-word process and build-graph to con-
struct nodes and edges in the graph, word-word node, and 
word-document node. Furthermore, we tested each model 
on the testing dataset, and the results can be seen in the next 
chapter.

5 � Result and analysis

This section presents the experiment results and analysis 
from the proposed method and experiments and tasks that 
we detailed in previous chapters. We arrange the result and 
analysis base on experiments order and it contain discussion 
for each table and figure.

h
(l+1)

N(i)
= aggregate({ejih

l
j
,∀j ∈ N(i)})
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5.1 � Statistic and precision result

Table 5 shows the dataset statistic after preprocessing and 
augmentation process. The training dataset rows number 
with augmentation is always five times more than training 
data without augmentation because we used the original text 
and added four texts that are generated using SR, RI, RS, and 
RD. The increasing number of tokens after augmentation 
shows that our augmentation method successfully gener-
ates more new vocabulary in the text. The max number of 
tokens column indicates that the augmentation makes the 
text longer on average.

We utilized precision and F1-score as metric to compare 
the reliability of each model. Precision is important because 
it represents closeness between label prediction and actual 
label that the model can guess correctly. And the F1-score 
is important as it represents the mean of precision and accu-
racy. As displayed in Table 6, we used non-graph model 
network (LSTM and CNN) as baseline, and the three graph 

methods (GCN, GAT, GraphSAGE). Graph group with 
Train-100 + Aug dataset obtained the highest precision, 
recall, and f1-score due to more diverse vocabulary than 
other datasets as shown in Table 5. In contrast to LSTM and 
CNN, the two non-graph networks got the highest results on 
Train-80 + Aug. We assume that this is due to training struc-
ture model differences even though GNN and the non-graph 
networks use TfidfVectorizer as primary process input. The 
worse precision was obtained using Train-30, Train-30, and 
Train-80 for GCN, GAT, and GraphSAGE, respectively. 
We assume Train-80 in the GraphSAGE group got worse 
result because of the epoch iterations for this condition is 
still underfitting in 15 epochs.

5.2 � Effect of augmentation operation on precision

We tested each augmentation operation on models for com-
prehensive results. We took Train-100 + Aug dataset and 
then tested selected operation one by one. After that we 

Table 5   Dataset statistic after 
preprocessing and augmentation

Total train rows 
and validation

Total tokens Sentence statistics

Min number 
of token

Max number 
of token

Average 
number of 
token

Without augmentation
 Train-30 2569 4709 2 58 12.55
 Train-50 4281 6421 2 248 12.94
 Train-80 6848 8988 2 259 13.34
 Train-100 8558 10,689 2 263 13.48

With augmentation
 Train-30 + Aug 12,845 14,985 2 63 14.16
 Train-50 + Aug 21,405 23,545 2 317 14.28
 Train-80 + Aug 34,240 36,380 2 314 14.38
 Train-100 + Aug 42,790 44,930 2 317 14.39

Table 6   Precision and F1-score 
of testing results

Bold values indicate the highest performance for each model

Non-graph network Graph neural network

LSTM CNN GCN GAT​ GraphSAGE

Prec F1 Prec F1 Prec F1 Prec F1 Prec F1

Train-30 0.8401 0.8672 0.8017 0.7997 0.8947 0.8946 0.8925 0.8922 0.9015 0.9017
Train-50 0.893 0.8764 0.8397 0.8372 0.9012 0.9006 0.9012 0.9012 0.9096 0.9096
Train-80 0.8875 0.8916 0.9019 0.9619 0.9136 0.9133 0.9117 0.9114 0.8944 0.8919
Train-100 0.8957 0.8893 0.8909 0.8906 0.9137 0.9133 0.9058 0.9059 0.9204 0.9204
Train-30 + Aug 0.8681 0.8679 0.8793 0.8789 0.8975 0.8963 0.8969 0.8964 0.9057 0.9053
Train-50 + Aug 0.8868 0.8867 0.9068 0.9068 0.9053 0.9043 0.9025 0.9015 0.9129 0.9123
Train-80 + Aug 0.9150 0.9148 0.9130 0.9130 0.9160 0.9151 0.9152 0.9142 0.9090 0.9065
Train-100 + Aug 0.9141 0.9141 0.9073 0.9073 0.9183 0.9175 0.9183 0.9175 0.9279 0.9279
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discussed which operation has the most impact on testing 
precision.

Table 7 shows that using the whole operation yield the 
best results. When only one operator was activated, random 
insertion (RI) got the highest and closest precision to the 
precision of the entire operation was activated. This result is 
due to RI adding new vocabulary in the text without elimi-
nating other existing vocabulary. The lowest precision was 
obtained by random deletion (RD) because the drawback 
of one of the words in the text will affects the quality of the 
training process.

5.3 � Model framework analysis

Table 6 shows graphSAGE gained the highest precision 
in almost every testing group result. This condition hap-
pened because the main structure of graphSAGE is a gen-
eral inductive framework. The graph model can start their 
node simultaneously in one complete text and go deep to 
the most important nodes. The graphSAGE mechanism 
works by generating embedding using samples and aggre-
gators from neighboring nodes for the beginning process. 
In our case, this mechanism creeps every salient word in 
the text, with our TF-IDF approach making it easy to find 
a node sample. In other words, unlike standard convolu-
tion in GCN, graphSAGE also uses multiple aggregators. 
The aggregator function can be formed from the Mean 
aggregator, LSTM aggregator, or pooling aggregator. This 
kind of graph does not use all their neighbors but utilizes 

fixed-size by uniform sampling. The sampling method uses 
task-dependent heuristics and applies uniform sampling 
and node as one of the sampling methods. GraphSAGE 
also replaces complete Laplacian graphs with learnable 
aggregations, allowing graphSAGE to select or skip hid-
den nodes or select the most valuable nodes. Finally, so it 
looks like graphSAGE uses a random neighbor sampling 
method to alleviate receptive field expansion. This method 
is different from GAT and GCN, which utilize all of their 
neighbors, making GAT and GCN more time-consuming 
and unsuitable for massive Graph structures. For our case, 
graphSAGE is more relevant and robust.

Table 6 also shows the most model that gains the low-
est precision so often is GAT. Although the attention 
mechanism has been effectively applied in sequence-based 
applications such as machine translation, machine reading, 
and so on, the attention mechanism for GNN yielded the 
lowest result in our experiments. Compared to standard 
GCN, which treats all neighbors node equally, the atten-
tion mechanism sets different attention scores and identi-
fies the most important neighbor. We assume that GAT got 
the lowest score because GAT has a more profound ability 
to rearrange the vocabulary of its neighbor and gives less 
precise value to each word during the learning process, 
and it created some mistakes in weighted.

5.4 � Comparison between same models for training 
accuracies

This sub section shows the result and comparison for 
experiments of all datasets from three models.

As shown in Fig. 2, the accuracies are pretty similar for 
all models at the end of the epoch. Train-30 + Aug Epoch 
got high precision in every model, and this figure shows 
that Train-30 + Aug raised the stability in accuracy escala-
tion during the training dataset time. The worse accura-
cies are Train + 50, Train + 50, Train + 50, and Train + 80 
for GCN, GAT, and GraphSAGE. All dataset accuracy 
results that produce the worst outcomes are datasets with-
out augmentation. Meanwhile, datasets which gain highest 

Table 7   Comparison between operation

Operation Precision

LSTM CNN GCN GAT​ SAGE

Random deletion (RD) 0.9118 0.9091 0.9142 0.9148 0.9249
Random insertion (RI) 0.9143 0.9121 0.9171 0.9176 0.9277
Random swap (RS) 0.9128 0.9108 0.9160 0.9162 0.9257
Synonym replacement 

(SR)
0.9098 0.9075 0.9125 0.9129 0.9224

RD + RI + RS + SR 0.9150 0.9130 0.9183 0.9183 0.9279

Fig. 2   GCN, GAT, and GraphSAGE training accuracies
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accuracy are datasets with augmentation, even though 
those datasets do not use 100 percent rows.

5.5 � Comparison between different the number 
of samples in different models

Different from Table 6, which shows datasets that got the 
highest precision, recall, and f1-score for testing dataset. 
Furthermore, we compare and discuss GCN, GAT, and 
GraphSAGE toward Train-100 + Aug dataset for training 
dataset.

According to Fig.  3, we found a steady accuracy 
increase for GCN, GAT, and GraphSAGE models in our 
fake news detection task start from the beginning to the 
end of epochs. As we can see, the difference in accuracy 
between each result is also very close one to another, it is 
only about 0.0096. This result proved that the performance 
of GNN, whether GCN, GAT, or GraphSAGE produced an 
entirely insignificant difference. According to Table 6, we 
found the same precision result for GCN and GAT, but the 
highest is the GraphSAGE model. We hypothesize these 
small gaps precision between models due to exceptionally 
trained datasets, which producing a helpful data encoding.

5.6 � Effect of sentence length

In our testing dataset, there are 1210 rows (56.54%) con-
tain 15 words or less, 878 rows (41.02%) have 16–30 
words, 47 rows (2.19%) contain 31–45 words and five rows 
(0.23%) contain more than 45.

Table 8 shows the effect of sentence length for each 
model towards Train-100 + Aug dataset. The sentences 
that contain 16–30 words got better accuracy for most 
models. All models have the same accuracy trend and a 
small range between them, which shows that ability of 
each model's detection is not significantly different. More-
over, sentences that contain over 45 words have the lowest 
accuracy due to the uneven distribution of data.

5.7 � Most common terms in fake news our model 
can detect

We also explored the most frequent words in our fake news 
dataset that our model can detect. However, we found the 
terms frequently used in fake news are similar to those that 
appeared most often in the entire dataset.

Figure 4 shows the most frequently used words in the 
dataset that our model can detect. The context of every line 
in the dataset may contain more than one most common 
word. Because the dataset is related to covid-19, we only 
present the essential terms related to covid-19. The words 
"Covid," "Cases," and "Coronavirus" are the most frequently 
used words in this fake news dataset, but in fact those words 
are common to appear in the news media and attract readers 
the most. After the "India" term, the next frequently used 
words do not significantly differ in number.

Fig. 3   Comparison of training accuracy for GCN, GAT, and SAGE 
toward Train-100 + Aug dataset

Table 8   Effect of sentences length toward classification accuracies

Bold values indicate the highest accuracy for each sentence length 
group

Sentence length (words)

≤ 15 16–30 31–45 ≥ 46

GCN 0.9182 0.9226 0.8723 0.6000
GAT​ 0.9174 0.9237 0.8723 0.6000
SAGE 0.9265 0.9351 0.8936 0.6000

Fig. 4   The most common term was detected by our models in The 
Constraint @ AAAI2021—COVID19 fake news detection dataset
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6 � Conclusion

Detecting this misinformation on the Internet is a crucial 
task and challenging because humans have struggled against 
this phenomenon for a long time. People also faced diffi-
culty detecting fake news based on context. To deal with 
the COVID19 fake news detection shared-task, we used 
easy data augmentation (EDA) and Graph neural network 
(graph convolutional network (GCN), graph attention net-
work (GAT), and GraphSAGE (SAmple and aggreGatE)). 
We took 30, 50, 80, and 100 percent of the total dataset 
rows and then augmented them. The Train-100 + Aug dataset 
obtained the highest precision, recall, and f1-score due to 
a more diverse vocabulary than other datasets. The worse 
precision was obtained using train-30, train-30, and train-80 
for GCN, GAT, and GraphSAGE. The precision is slightly 
different. For our case, graphSAGE is more relevant and 
robust. GraphSAGE replaces complete Laplacian graphs 
with learnable aggregations, allowing graphSAGE to select 
or skip hidden nodes or select the most valuable nodes. It 
looks like graphSAGE uses a random neighbor sampling 
method to alleviate receptive field expansion. It is different 
with GAT and GCN, which utilize all of their neighbors; 
GraphSAGE is less time-consuming. The sentences that con-
tain 16–30 words got better accuracy for most models. The 
words "Covid," "Cases," and "Coronavirus" are the most 
frequently used words in this fake news dataset.
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