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Abstract
Research of document classification is ongoing to employ the attention based-deep learning algorithms and achieves impres-
sive results. Owing to the complexity of the document, classical models, as well as single attention mechanism, fail to meet 
the demand of high-accuracy classification. This paper proposes a method that classifies the document via the hierarchical 
multi-attention networks, which describes the document from the word-sentence level and the sentence-document level. 
Further, different attention strategies are performed on different levels, which enables accurate assigning of the attention 
weight. Specifically, the soft attention mechanism is applied to the word-sentence level while the CNN-attention to the 
sentence-document level. Due to the distinctiveness of the model, the proposed method delivers the highest accuracy com-
pared to other state-of-the-art methods. In addition, the attention weight visualization outcomes present the effectiveness of 
attention mechanism in distinguishing the importance.

Keywords Document classification · Hierarchical network · Bi-GRU  · Attention mechanism

1 Introduction

During the past decades, the growth of the internet has 
sparked an explosion in the rate at which text data is pro-
duced and published. Large amount of the information 
available is stored as documents; therefore, the organization 
of that information has become a complex and vital task. 
Document classification, which is one of the focus issues 
in Natural language processing (NLP), plays a crucial role 
in the ability of sorting, directing, classifying and provid-
ing the proper information in a timely and correct manner 

[1]. Generally, document classification, contains spam filter-
ing, email categorization, information retrieval, sentiment 
analysis, etc. [2, 3]. As such, it is essential that we develop 
methods for dealing with large collections of documents. 
Considering the significance of document classification, 
numerous state-of-the-art algorithms are utilized and nota-
ble progresses are achieved [4]. Now that document classi-
fication is a supervised learning approach, each document’s 
category is learned from a set of texts with predefined labels 
[5, 6]. Distinctively, the working performance of classifica-
tion varies based on the techniques used to develop it [7].

More recently, the flourishing of the machine learning 
techniques provides researchers with more opportunities 
to resolve the classification issue. The supervised learn-
ing algorithms, such as decision tree and support vector 
machines (SVM), are applied to document classification 
and their working performance are evaluated [8–10]. 
Recently, deep-learning models have attracted a great 
deal of interest in document classification. On the task of 
model establishing, both convolutional neural networks 
(CNN) and recurrent neural networks (RNN) are specifi-
cally pronounced. Yoon Kim applies CNN to sentence 
classification [11]. Zhao et al. proposed a fusion ELMo 
and Multi-Scale Convolutional Neural Network (MSCNN) 
as classifiers based on the scale features of different scales 
[12]. Similarly, Kalchbrenner et al. introduces the dynamic 
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convolutional neural network (DCNN) to semantic model-
ling of sentences, in line with a global pooling operation 
over linear sequences [20]. On the other hand, RNN is 
capable of retaining the memory of all the previous text 
in a sequence of hidden states [13]. A discourse model 
on the foundation of a novel RNN is established to obtain 
a sound outcome in a dialogue classification experiment 
[22].Seeing that remarkable progresses are made in CNN 
and RNN models, improving strategies for deep learn-
ing algorithms are put forward. Specifically, attention 
mechanism is highlighted in the ongoing research. The 
attention mechanism is originally proposed referring to 
human visual focus to acquire information and achieves 
an appealing performance in image recognition [14]. In 
2014, Bahdanau et al. introduces attention mechanism 
was integrated into RNN model for machine translating 
and outperforms traditional statistical machine translation 
[15]. Likewise, Du et al. exploit the possibilities of atten-
tion mechanism in text classification. Encouragingly, the 
proposed model is capable of extracting very salient parts 
from sentences [16].

The use of attention mechanism in RNN model for 
document classification is, however, still limited, primar-
ily because of its impossible to deal with the hierarchical 
structure information. Further, the RNN is employed for 
merely exploiting the historical context, which fails to deal 
with the local and succeeding contexts for the position 
in a sequence [17]. That is, reliably retaining long-range 
information is a well-documented weakness of RNN net-
works. As a result, hierarchical architecture seems to be a 
sound solution to obtain a better performance [18, 19]. In 
addition, according to [20], the structure property of the 
document cannot be fully adopted with merely single pat-
tern of attention mechanism. It is intuitive that not all parts 
within the document are equally influential on delivering 
the main idea. As reported in [19], with different attention 
applied to specific categories, the classification accuracy 
can be improved to a large extent. For these reasons, atten-
tion mechanism in RNN model is generally taken as an 
alternative for document classification.

In this research, we concentrate on the distinctiveness 
of the document to identify the connections between words 
and sentences as well as sentences to the document. Thus, 
the deep learning network is applied to the hierarchical 
structure of the document. Also, different attention strate-
gies are integrated according to the different levels for 
attention weights determination. In this way, a high-accu-
racy document classification model can be designed and 
deployed. Our contributions are summarized below:

1.A specific architecture using bidirectional gated 
recurrent unit (Bi-GRU) network for document classifica-
tion is established, which, based on the relation within the 

document, contains two-stages of hierarchical structure: 
word-to-sentence level and sentence-to-document level.

2.Aiming to identify the significances of different words 
and different sentences, two distinguishing attention mecha-
nisms are employed on each level for modeling. In this way, 
we target at computing more precise attention weights of 
different parts.

3.The proposed framework takes advantages of the deep 
averaging networks (DAN) and deep vector averaging (DVA) 
for information capturing. Empirical results demonstrated 
that our model achieves an even higher accuracy comparing 
to the state-of-the-arts.

This paper will introduce the background knowledge in 
Sect. 2, illustrate the architecture of the hierarchical multi-
Attention networks (HMAN) in Sect. 3, shows the results 
achieved in experiment and the analysis of the model in 
Sect. 4, and finally presents the research findings and future 
expectation in Sect. 5.

2  Background knowledge

This section will introduce the basic knowledge related to 
RNN based classifiers, so as to facilitate the description of 
subsequent model establishment.

2.1  Bidirectional‑GRU network

GRU was initially proposed by Cho et al. to make each 
recurrent unit to adaptively capture dependencies of different 
time scales [21]. And GRU has been proven to be effective 
in a variety of applications [22]. A standard architecture of 
GRU is shown in Fig. 1.

Fig. 1  Structure of the GRU 
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A GRU unit employs the gating mechanism for state 
monitoring. Explicitly, there are two gates in one GRU unit, 
namely reset gate r and update gate z . For a specific time 
step t , we have

where W  and U stand for the weight matrices that can be 
trained and b is the bias vector. The symbol ⊙ is an element-
wise multiplication while � indicates a logistic sigmoid 
function with the output value in [0, 1]. Besides, for x is the 
current input, we also take ht−1 as the state of previous step. 
The output vector ht is made up of the candidate output ∼

ht
 , 

which is computed considering the reset gate in Eq. (3). 
Hereafter, the update gate determines the previous informa-
tion to be removed and new information to be added, as 
given in Eq. (4). The smaller value of reset gate is, the more 
previous memory will be neglected; The larger value of 
update gate is, the more previous information will be brought 
[23].

Similarly, as long as two GRU units of reverse timing are 
connected to one output, a Bidirectional-GRU unit related to 
sequence context is obtained, which is delivered as:

2.2  Deep averaging networks (DAN)

The DAN was originally designed for feeding an unweighted 
average of word vectors through multiple hidden layers 
before text classification [24]. An example is illustrated in 
Fig. 2. The basic working principle is concluded as follows. 
The vector average of the embeddings related to an input 
sequence of tokens is computed. Thereby, the obtained aver-
age is passed through the nonlinear layers for semantic infor-
mation extraction. The outcome is given on the final layer’s 
representation. On the other hand, the model robustness is 
improved via the novel dropout-inspired regularizer. During 
the training process, some of the tokens’ embeddings are 
randomly dropped beforehand. In this way, a DAN model 
can be defined as: 

(1)rt = �
(
Wrxt + Urht−1 + br

)

(2)zt = �
(
Wzxt + Uzht−1 + bz

)

(3)
∼

ht= tanh
(
Whxt + Uh

(
ht−1 ⊙ rt

)
+ bh

)

(4)ht = zt⊙
∼

ht +
(
1 − zt

)
⊙ ht−1

(5)

⎧⎪⎨⎪⎩

��⃗ht =
��������⃗GRU

�
xt
�
, t ∈ [1, T]

�⃖�ht =
�⃖�������GRU

�
xt
�
, t ∈ [T , 1]

ht =
�
��⃗ht,

�⃖�ht

�

where MLP refers to the Multilayer perceptron computing 
basis in deep learning.

2.3  Deep vector averaging (DVA)

As shown in Fig. 3, the DVA model is composed of an 
ordered RNN and an unordered DAN, which can be 
expressed as: 

One of the key facts can be observed from RNN is that the 
information as well as the n − gram within a long sequence 
document cannot be well-retained [25, 26]. Nevertheless, the 
use of DAN addresses this issue by integrating the observed 
effectiveness of depth with the unreasonable effectiveness 
of unordered representations. What’s more, the DVA can 
not only be applied to RNN model, but also to the improved 
model based on RNN architectures, such as Long Short-
Term Memory (LSTM) and GRU. Accordingly, the revised 
model is able to capture the uni-gram and bi-gram occur-
rences over long sequences. For more detailed analysis see 
for example [4].

3  Approach

In this section, we present the details of the model HMAN, 
which consists of two layers of network corresponding to 
the word-to-sentence and the sentence-to-document analysis, 
respectively.

We establish a classification model which aims at pro-
cessing the document at two different levels, which are 
word-sentence level and sentence-document level (Fig. 4). 
The soft-attention mechanism and the CNN-attention 
mechanism are performed on the word-sentence level and 

(6)DAN(X) = MLP(Average(Dropout(X)))

(7)DVA(X) = [RNN(X),DAN(X)]

Fig. 2  An example of DAN
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sentence-document level, respectively. Distinctively, in 
a single sentence, the words are generally arranged non-
sequentially. Seeing that soft-attention is able to adaptive to 
extract the semantic within a word collection, i.e. insensi-
tive to the word order, we thus apply it to the word-sentence 
level. On the other hand, the N-gram based attention net-
works [16], such as CNN attention-mechanism, are deemed 
best to deal with the coherence among sentences. In terms 
of the sentence-document level, CNN-attention mechanism, 
which can highlight not only the content but also the local 
relation, is taken as a better alternative.

This idea is to transform the document into distin-
guished components that evaluates how probable it is to 
take a specific network in accordance to the target com-
ponent, and then use the network to seed a classification 

algorithm. The construction of the model is based on basic 
deep learning network, with the attention mechanism inte-
grated. The primary stages of the proposed model can be 
conveyed as follows:

1.Encoding every single word in the sentence using Bi-
GRU model, thus the context information among words 
is collected.

2.For each sentence, the attention weights of words, 
which represent the importance, is assigned via the Soft 
attention strategy [20].

3.The attention vector of one sentence is therefore com-
puted by weighting each word in this sentence.

4.Since DAN is employed for semantic processing, the 
DAN outcome together with the sentence attention are 

Fig. 3  Structure of the DVA 
model

Fig. 4  Architecture of HMAN
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integrated using DVA network to determine the vector for 
representing the sentence.

5.Similarly, the sentences in the document are encoded in 
the same way as the words.

6.The attention weight that attaches to each sentence is 
determined via the CNN attention strategy [16].

7.The document is characterized by a vector based on 
weighting each sentence in this document.

8.The final result of document classification is given 
through a softmax classifier.

3.1  Word‑sentence level

Let’s concentrate now on the structure of the document. Sup-
pose that there are L sentences in the document. We shall 
also define the ith sentence contains Ti words and xit is the 
tth one, which can be vectorized as wit.

As pointed out beforehand, the words are encoded by Bi-
GRU network. Thus, we have

where hit is the Bi-GRU output, consisting of ���⃗hit and �⃖��hit  , 
with context information included.

Considering that each word may be of different impor-
tance for the sentence, the Soft attention is employed for 
assigning of the weight according to the context information. 
On this occasion, hit is taken as the input of one-layer MLP 
and thus a uit is obtained:

With the application of softmax model, the normalized 
attention weight �it , which indicates the contribution to the 
sentence, can be written as

In relation to the semantic delivery, we can calculate the 
sentence attention vector from the word attention. According 
to Eq. (10), we have

where ∼
si

 stands for the sentence attention vector acquired 

from weighted summation. Note that ∼
si

 is also sent to the 

DVA network, when the other component is the semantic 
information coming from the DAN. Based on the working 
principle of DAN, we define now its outcome as

(8)

⎧⎪⎨⎪⎩

���⃗hit =
��������⃗GRU

�
wit

�
, t ∈

�
1, Ti

�
�⃖��hit =

�⃖�������GRU
�
wit

�
, t ∈

�
Ti, 1

�
hit =

�
���⃗hit,

�⃖��hit

�

(9)uit = tanh
(
Wwhit + bw

)

(10)�it = exp
(
uit
)
∕
∑

t
exp

(
uit
)

(11)
∼

si
=
∑Ti

t=1
�ithit

A complete sentence vector si is obtained via the integration 
of both parts

3.2  Sentence‑document level

Likewise, the Bi-GRU can also be utilized to encode the sen-
tences, i.e.

where hi is the output of Bi-GRU for sentence encoding. 
In line with the current research findings, the window for sen-
tence processing slides over several adjacent sentences at one 
time, which indicates more relations exist among the neighbor-
ing [17]. Consequently, on the foundation of local correlation 
within adjacent sentences, we set the CNN attention strategy 
to determine the attention weight of each sentence (Fig. 5). 
Now that the CNN algorithm originates from the biological 
vision principle, the local features of inputs can be extracted 
via different tools, such as multi-network, convolution and 
down-sampling. Further, the output of Bi-GRU, without loss 
of context information, is taken as the input of CNN. In this 
way, both the context and the local correlation are kept during 
processing.

As shown in Fig. 5, let

(12)
DAN

(∑Ti

t=1
wit

)
= MLP

(
Average

(∑Ti

t=1
Dropout

(
wit

)))

(13)si =

[
∼

si
,DAN

(∑Ti

t=1
wit

)]

(14)

⎧
⎪⎨⎪⎩

��⃗hi =
��������⃗GRU

�
si
�
, i ∈

�
1, Ti

�
�⃖�hi =

�⃖�������GRU
�
si
�
, i ∈

�
Ti, 1

�
hi =

�
��⃗hi,

�⃖�hi

�

(15)hi∶(i+k−1) =
[
hi;hi+1;⋯ ;hi+k−1

]
i ∈ [1, L]

Fig. 5  An example of CNN attention model
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be the status of hidden layers where k represents the win-
dow of CNN and k = 2 . Specifically, if i + k − 1 > L , we use 
zero vector for slide window supplementary. In this stage, n 
different convolutional filters are used in a convolutional 
layer. For the ith input sentence hi , the weight vector ∼

�ji
 by 

using the convolutional filter

where fj ∈ Rkd stands for the jth convolutional filter. With 
all the convolutional filters applied, we get n different out-
comes of that sentence. For each sentence, the convolutional 
result is calculated by averaging, which is

As long as the outputs of all sentences from the CNN 
model are recorded, the attention weight of every single sen-
tence can be presented by normalization, which are compu-
tationally efficient to work with.

The expression of the document is in fact the weighted 
summation of all sentences in it.

where d indicates the vector of the target document.
Finally, the document representation is sent to a softmax 

classifier for labeling where the conditional probabilities 
over the class space are produced. The class label is given by

4  Experiments

In this section, we illustrate our experiments together with 
the results on real comments. The dataset for our model 
evaluation is provided. We compare the HMAN with sev-
eral other models by obtaining a comprehensive five-classes 
outcomes.

4.1  Dataset

The user comments employed in this research come from 
three network sites. Concretely, Yelp reviews are extracted 
from Yelp, which is one of the most famous review sites 
in the US. There are over 4.7 million consumers’ reviews 
with the rating from 1 to 5. To facilitate the computation, 
we develop two comprehensive datasets, namely Yelp1 

(16)
∼

�ji
= �

(
fj◦hi∶(i+k−1) + bj

)
j ∈ [1, n]

(17)
∼

�i
=
∑n

j

∼

�ji
∕n

(18)�i =
∼

�i
∕
∑L

i=1

∼

�i
i ∈ [1, L]

(19)d =
∑L

i=1
�ihi

(20)o = softmax(Wd + b)

and Yelp2, by randomly picking reviews from the network 
where Yelp1 and Yelp2 contains 1.99 million and 1.98 mil-
lion reviews, respectively. Amazon Fine Food Reviews and 
Amazon Mobile Phones Reviews are exactly the reviews of 
food and phones on Amazon.com. Both of the datasets has 
110,000 reviews while all are applied to the model studying. 
Reviews from Amazon are with the rank of 1 to 5, which are 
similar to those from Yelp. The whole data is randomly split 
into training, validation and testing according to the propor-
tion of 80%, 10% and 10%. Hyperparameters are finetuned 
in line with the validation outcomes. More details about the 
datasets in this experiment is shown in Table 1.

4.2  Experimental setup

The collected reviews are preprocessed by using the NLTK 
(Natural Language Toolkit) tool, which is a suite of open 
source program modules based on Python. Formally, both 
sentence segmentation, and word segmentation are applied 
to all documents. Meanwhile, all documents are sent to pro-
cedures of punctuation removing and upper-lower case con-
version. In this research, each employed word vector is of 
300 dimension and is established from a randomized way. 
The model is established and trained based on TensorFlow. 
The main parameters for model training are fixed as shown 
in Table 2.

4.3  Baselines

Aiming at evaluating the working performance of the pro-
posed model, other state-of-the-art methods are taken into 
the experiment. We now describe the comparison methods 
as follows:

4.3.1  Bi‑GRU 

This method uses the bidirectional gated recurrent unit 
framework which encodes and decodes the document mate-
rials [27].

4.3.2  Bi‑GRU + attention

Basic single-level Gated Recurrent Unit with the attention 
mechanism added. The attention weight is assigned to dif-
ferent part within the document.

4.3.3  CRAN

One-layer network based on LSTM proposed in [16] inte-
grated with the CNN attention.
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4.3.4  HCRAN

Integration of LSTM and hierarchical attention mecha-
nism, which establishes two-level architecture by using 
CNN attention mechanism [28].

4.3.5  HAN

Hierarchical Attention Network based on RNN developed 
by Yang et al. [20]. A two-level network is designed with 
soft-attention integrated.

Consequently, we present the average accuracy of these 
methods on the aforementioned datasets.

5  Result

As mentioned before, the experiment involves the dataset 
comprising four review groups. Multiclass classification 
experiments are performed to evaluate the working accu-
racy. Table 3 summarizes the experimental outcomes for 
the aforementioned methods, respectively.

To further investigate the impact of different compo-
nents, we also integrate two baseline models with DVA, 
which are HCRAN + DVA and HAN + DVA. In this way, 
the significance of DVA in long-distance related informa-
tion processing is determined. Likewise, a HMAN without 
DVA (HMAN-no DVA) is also performed. The ablation 

Fig. 6  Attention weight of documents

Table 1  Data statistics

#s represents the number of sentences (average and maximum per document), #w represents the number of 
words (average and maximum per document)

Dataset Classes Documents Average#s Max#s Average#w Max#w

Yelp1 5 1,990,636 8.289 171 117.878 1090
Yelp2 5 1,894,817 8.279 151 117.751 1090
Food reviews 5 110,000 2.959 222 42.028 5668
Phone reviews 5 110,000 4.980 346 86.168 3659

Table 2  Working parameters for 
HMAN model

Parameter Value

Learning rate 0.001
Batch sizes 256
Truncated sentences 30
Truncated words 30
Hidden units 100
Convolutional windows 5
Convolutional filters 256
Dropout rate
Epoch

0.5
200

Table 3  Average accuracy of different methods

Methods Yelp1 Yelp2 Fine food 
reviews

Mobile 
phones 
reviews

Bi-GRU 70.7 70.6 81.6 81.2
Bi-GRU + Attention 71.6 71.8 81.9 82.2
CRAN 71.4 71.4 81.7 82.7
HCRAN
HCRAN + DVA

73.2
73.4

73.2
73.3

82.5
82.5

81.8
83.0

HAN
HAN + DVA

73.4
73.4

73.3
73.4

82.4
82.8

82.9
83.0

HMAN
HMAN-no DVA

73.4
73.4

73.4
73.4

82.6
82.8

83.5
82.3
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of DVA in HMAN results in dealing with only the text 
sequence information.

6  Discussion

Clearly, there is a considerable gap between the accuracy 
of “Mobile phone reviews” and “Fine food reviews” and 
the other two. A possible explanation is that more profes-
sional words are used to describe the feelings about the 
specific categories, which are distinctive from others and 
are easy to identify. With the attention mechanism inte-
grated, a considerable improvement of the working accu-
racy is brought, i.e. the accuracy of Bi-GRU + attention 
and CRAN is much higher than that of Bi-GRU. We shall 
thus say that the attention mechanism can be employed for 
precisely figuring out the differences of importance in the 
document, which results in upgrading the classification 
accuracy by acquiring more effective information. Simi-
larly, a more than 2% improvement in accuracy is obtained 
in HMAN compared to that of Bi-GRU.

Furthermore, as for the network integrated with atten-
tion mechanism, i.e. Bi-GRU + attention and CRAN, the 
accuracy of HMAN on each dataset is even higher, which 
indicates the hierarchical structure outperforms the sin-
gle-layer network in classification. The average accuracy 
of HMAN is 1.65% and 1.67% higher in comparison to 
Bi-GRU + attention and CRAN, respectively. The idea of 
classifying the document at different levels, which is theo-
retically in a more efficient manner of human processing, 
clearly benefits the working performance. The forming of 
DVA, on the basic of algorithms combination, addresses 
the long-distance information delivery issue via the hidden 
layer of Bi-GRU.

Regarding the hierarchical attention networks, results 
show that our model is a better alternative to HAN and 
HCRAN. The average accuracy of HMAN is about 0.4% 
higher than that of HAN while 0.6% higher than that of 
HCRAN. On the task of identifying the sentiment of the 
document, our model delicately applies distinguishing 
attention mechanisms to assign the attention weights more 
precisely. Moreover, we observe that the withdrawal of 
DVA in HMAN cause a 1.2% drop on the accuracy of data-
set ‘Mobile phone reviews’. Nevertheless, the distinction 
of DVA contribution on the other three datasets is rela-
tively small. In addition, with the integration of DVA, the 
accuracy of HAN + DVA and HCRAN + DVA is improved 
as well. Thus, considerably more informative representa-
tions can be obtained due to the employment of DVA. It 
is reasonable to expect better model formation and thus 
better working performance, as it is the case.

6.1  Visualization of attention

Considering the capability of attention mechanism, it is 
advisable to visualize the attention weight presentation. 
In this case, we illustrate the distinctive importance of 
words and sentences identified by the proposed model. As 
shown in Fig. 6, sentences and words in darker color are 
have greater weight, and vice versa. For instance, in the 
last sentence, HMAN model initially assigns the impor-
tance to the verbs, i.e. “love” and “is”, to characterize the 
main opinion of the sentence. Also, the word “awesome” is 
given a higher attention value due to its carrying a strong 
sentiment, which makes the sentence of great importance 
as well. In this way, the outcome of the document can be 
predicted.

7  Conclusion

In this paper, the HMAN for document classification is 
described. The deployment is obtained via the integrated 
of deep learning model and the attention mechanism. The 
model is established via the DVA algorithm, which is 
applied to facilitate the processing by using the semantic 
information. We then construct the model, considering the 
word-sentence level and the sentence-document level, to 
employ different attention strategies to assign the attention 
weight effectively. Experiments are carried out on typical 
comment datasets with the experimental outcomes care-
fully analyzed. Compared to some state-of-the-art meth-
ods, the results validate the effectiveness of HMAN and 
demonstrate the high accuracy in document classification.

Future work will address the optimization of the pro-
posed model. As long as the complex structure will result 
in the issues like slow convergence, other methods can be 
integrated to finetune the current model to further improve 
the working performance of classification.  
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