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Abstract
Nowadays, 5G profoundly impacts video surveillance and monitoring services by processing video streams at high-speed with 
high-reliability, high bandwidth, and secure network connectivity. It also enhances artificial intelligence, machine learning, 
and deep learning techniques, which require intense processing to deliver near-real-time solutions. In video surveillance, 
person tracking is a crucial task due to the deformable nature of the human body, various environmental components such 
as occlusion, illumination, and background conditions, specifically, from a top view perspective where the person’s visual 
appearance is significantly different from a frontal or side view. In this work, multiple people tracking framework is presented, 
which uses 5G infrastructure. A top view perspective is used, which offers broad coverage of the scene or field of view. To 
perform a person tracking deep learning-based tracking by detection framework is proposed, which includes detection by 
YOLOv3 and tracking by Deep SORT algorithm. Although the model is pre-trained using the frontal view images, even 
then, it gives good detection results. In order to further enhance the accuracy of the detection model, the transfer learning 
approach is adopted. In this way, a detection model takes advantage of a pre-trained model appended with an additional 
trained layer using top view data set. To evaluate the performance, experiments are carried out on different top view video 
sequences. Experimental results reveal that transfer learning improves the overall performance, detection accuracy, and 
reduces false positives. The deep learning detection model YOLOv3 achieves detection accuracy of 92% with a pre-trained 
model without transfer learning and 95% with transfer learning. The tracking algorithm Deep SORT also achieves excellent 
results with a tracking accuracy of 96%.

Keywords 5G · Deep learning · YOLOv3 · Deep SORT · Transfer learning · Person detection and tracking · Top view

1 Introduction

Traditional video surveillance deployments were reliant on 
complex fiber and cable connections, which are expensive to 
implement and manage at scale. Nowadays, wireless connec-
tivity is utilized for video transmissions in video surveillance 
analysis. 5G networks improve mobile broadband capabili-
ties and provide high bandwidth requirements for high-
resolution video cameras needed for delivering the quality 
of services [1]. It also enhances video security surveillance 
systems and applications, particularly in person tracking and 
detection. It has a key capability for many video surveil-
lance applications such as crowd analysis [2, 3], robotics [4], 
security analysis[5, 6], autonomous or self-driving vehicles 
[7, 8], Human-computer interaction (HCI) [9, 10], face rec-
ognition [11] location and navigation and most importantly 
person tracking and detection. However, it is likewise con-
sidered one of the challenging tasks for researchers because 
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of variations in visual appearance, including shape, size, 
pose, cloth color, and body articulation, as shown in Fig. 1 
The cluttered scenes and camera viewpoints, abrupt varia-
tions in motion, close interaction of objects, and occlusion 
are also important factors that might affect tracking algo-
rithms’ performance.

Several features and deep learning techniques have been 
proposed by researchers [16–19] which tried to overcome 
these challenges. The majority of developed techniques 
used frontal or side-view cameras, which might suffer from 
occlusion problems (phenomena occur when the person is 
obscure with another object or person, as shown in Fig. 1). 
To resolve this issue, some researchers [20] used multiple 
cameras in order to localize and detect people accurately, but 
at the cost of computation, installation expense, and trans-
mission load, as each captured or recorded video sequences 
should be transmitted to the computer system for further 
processing.

In order to provide solution for occlusion problem shown 
in Fig. 1, many researchers e.g. [13, 21–24] suggested to uti-
lize a single top view camera. As viewed from Fig. 2, occlu-
sion problem in top view is much less likely to happen as 
compared to the front or side view, where inter object occlu-
sion may occur when the scene becomes crowded. Because 
of this property top view based person tracking and detection 
got importance in many practical applications particularly 
in surveillance systems including person detection in out-
door and indoor environments, person counting in public 
areas [25–29], person tracking [29–34], action recognition, 

behavioural understanding [35], crowd analysis [36], person 
posture characterization [37] and industrial work flow [21, 
33]. Using top view camera as well reduce the privacy issues 
because instead of face images the camera captures only 
person’s body from top view [38]. Along with handling the 
occlusion problem, the single top view camera perspective 
may overcome computation, transmission load, power con-
sumption, human resource, and installation expenses [39]. 
Figures 1 and 2 visualize the main difference between two 
different camera perspective. It can be observed from the 
sample images that perspective change in camera causes sig-
nificant variation in the visual features (shape, size, pose, 
scale and body orientation) of a person.

In light of the above discussion, in this work, the frame-
work consists of a top view 5G infrastructure, and deep 
learning-based detection and tracking module is presented. 
The framework consists of a top view IP camera that is uti-
lized to record video streams. The video streams are trans-
mitted to the server using the 5G infrastructure with high-
speed and bandwidth. The server communicates these videos 
to the monitoring unit for further analysis and processing. 
The monitoring unit used deep learning models for multiple 
people tracking and detection. For multiple person detection, 
YOLOv3 (You Only Look Once) [41] has been applied, pre-
trained on data set contains images recorded from frontal 
or normal view. In order to enhance the detection accuracy, 
transfer learning is performed by additional training of the 
existing detection model on top view person data set. As far 
as we know, this work might be considered the first effort 

Fig. 1  Some example images taken from literature showing occlusion 
problem occurs in conventional frontal or side view. a Due to occlu-
sion false detection occurs [12]. b Occlusion as person crossing each 

other [13]. c Occlusion caused by crowded scene [14]. d Occlusion 
because a side view camera perspective [15]

Fig. 2  Some sample images from literature showing how top view 
camera perspective overcome the problem of occlusion. a Top View 
Person tracking in industrial environment [22]. b Top view person 

tracking using (head and shoulder information) [13]. c Occlusion 
handling in top view [24]. d Top view person tracking in a wide field 
of view [40]
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to apply transfer learning and training of object detection 
model for top view multiple person data set within 5G infra-
structure. After having been detected, a person is tracked 
using an assigned unique tracking ID. For multiple people 
tracking, Deep SORT (Simple Online and Real-Time track-
ing) [42] algorithm is coupled with the detection model. The 
summary of the work is provided as:

– To provide a framework using 5G infrastructure for 
top view multiple people tracking. Deep learning-
based tracking by detection method is employed, which 
includes detection by YOLOv3 and tracking by Deep 
SORT algorithm.

– To examine the performance of YOLOv3, pre-trained on 
data set containing frontal view sample images and tested 
on multiple person data set recorded using an IP camera, 
which is entirely distinct from the training data set.

– A transfer learning approach is adopted to enhance the 
detection accuracy of the model. The additional training 
is made utilizing top view data set embedded with the 
existing pre-trained model.

– To perform top view person tracking using a Deep SORT 
tracking algorithm coupled with a detection model.

– The detection model’s performance is evaluated with and 
without transfer learning using top view multiple person 
data set (through accuracy) along with tracking results.

The work demonstrated in the paper is organized as follows: 
A summary of existing work in the area of top view person 
tracking and detection is elaborated in Sect. 2. The recorded 
multiple person data set using a single top view IP camera 
and utilized for testing and testing during experimentation is 
briefly discussed in Sect. 3. The framework used for detect-
ing and tracking multiple persons within 5G infrastructure 
has been elaborated in Sect. 4. Section 5 illustrates a detailed 
explanation of experimental results. The performance evalu-
ation of the model with and without transfer learning is also 
explained in Sect. 5. The conclusion of the presented work 
with possible future directions is presented in Sect. 6.

2  Literature review

Human tracking and detection in top view video sequences 
or images are considered one of the challenging tasks dis-
cussed in Sect. 1. Several top view person detection and 
tracking techniques are developed by researchers, based on a 
different traditional feature and few deep learning models. In 
top view images or video sequences, the person is detected 
and tracked using head information, head-shoulder informa-
tion, or sometimes, the full top view person body informa-
tion [43]. This section elaborates on a concise summary of 
various top view person tracking and detection techniques 

developed in recent years. The discussion is categorized 
in the traditional blob, feature, and deep learning-based 
techniques.

The majority person detection models developed for top 
view are based upon background subtraction and segmenta-
tion methods [25, 37, 44, 45]. Some researchers used fea-
tures information such as [30] used shape information by 
considering the head of the person as cylindrical shape blob, 
similarly, [31] considered top view person shape as hemi 
ellipsoid. Ozturk et al. [46] assumed top view person body as 
an elliptical shape blob and performed detection in top view 
input images. Wu et al. [47] performed people tracking and 
[48] people detection using depth images. Furthermore, [49] 
adopted Hough circle, [38] used hair whorl shape informa-
tion for person detection in top view images. Some research-
ers take advantage from color information [38, 46, 50, 51] 
while some used edge information’s e.g canny edge detector 
or sobel filters [32, 46, 52] for top view person detection 
and tracking.

Many researchers used textual based information e.g. hair 
texture [38] for top view person detection. The region of 
interest (ROI) in a top view scene is also variable, some 
supposed only person head as (ROI) [32, 38] while other 
researchers considered head-shoulder information as ROI 
[45, 50, 53, 54] for person detection. Some also took the 
full person body as ROI for detection purposes [46, 53, 55, 
56]. Along with person detection, top view person tracking 
methods are also developed by different researchers such 
as [27, 32, 50, 55, 57] used the Kalman filter for top view 
person tracking.

Likewise [31, 44, 46, 51, 57] utilized particle filter for 
person tracking in top view video sequences. In [25] authors 
utilized Hungarian algorithm for tracking people in top view 
frames. Moreover [51] considered median filter and [53] 
used mean shift algorithm for individual tracking. Burbano 
et al. [29] track people in top view and proposed graph struc-
turing method. Bagaa et al. [58] provides an efficient track-
ing area framework using 5G networks. Several researchers 
take advantage of feature-based techniques such as in [59] 
developed an efficient top view human detection method 
using histogram of oriented gradient (HoG) features. In [34], 
authors used local ternary patterns features along with SVM 
classifiers for human detection and tracking.

Similarly, in [21] proposed a Rotated-HoG algorithm 
using top view industrial images for person detection. 
Another robust algorithm is proposed [22] using a wide-
angle camera for recording top view video sequences of a 
person in indoor environments. The developed algorithm 
used variable size bounding boxes with different angles. Gao 
et al. [51] utilized HOG features for person detection and 
counting in complex environments. Lowe [60] and Ozturk 
et al. [46] used SIFT features to perceive the variation in a 
person’s body and head. [34] used a fixed-sized detection 
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window along with the CoHOG feature-based technique 
for the detection of a person in images captured from the 
top view. Choi et al. [61] and Ertler et al. [26] developed a 
method based on various size detection windows that detect 
the person’s body and head shoulder of the human in top 
view images. Choi et al. [61] used statistical measurement 
to reduce the extracted feature sized, like mean and standard 
deviation.

In [62], authors provide a top view feature-based method 
for person detection in an industrial and indoor environment. 
Likewise, in another work [33], proposed a feature-based 
approach for tracking multiple persons in an industrial envi-
ronment using sample images recorded from the top view. 
Ullah et al. [40] employed blob based method and provided 
a rotation-invariant person tracking solution for top view 
surveillance. [63] also provides a comparison of some con-
ventional tracking techniques using an overhead view per-
son video sequences. The authors in [64] used an efficient 
rotated HoG based method along with SVM classifier for 
overhead view person detection. Few of them also used 
deep learning methods [26] for human tracking and detec-
tion using the fisheye camera. The majority of the proposed 
models’ utilized the frontal view data set. Various researcher 
[24, 65–67] performed object detection and tracking tasks 
using aerial and satellite images . Correspondingly, some 
researchers applied deep learning techniques for top view 
object tracking and detection, but their work mainly for a 
single class object, mainly person [24, 68, 69]. Ahmed et al. 
[70] used two different deep learning models for top view 
multi-class object detection. Authors used Faster-RCNN and 
Mask-RCNN for top view object detection and segmenta-
tion, respectively. Ahmad et al. [71] used a convolutional 
neural network-based (CNN) tracking technique for multi-
ple people tracking in an overhead view indoor and outdoor 
environments. In recent work [72] used top view person 
images and provided a comparison of three deep learning-
based segmentation models.

3  Data set

The data set contains video sequences of multiple per-
sons captured by utilizing a top view mounted IP camera. 
All sequences used in this work are captured in an indoor 
unconstrained university campus environment (Institute 
of Management Sciences, Pakistan.). The most prominent 
constituent elements are multiple people (commonly 2–20) 
dressed in different colored clothes, holding different objects 
in hands such as mobile phones, books, and bags. The video 
sequences are captured using Point Gray FlyCap2 camera 
with a Fujinon wide-angle lens installed approximately at the 
height of 4 m from the ground. The recording video frame 
rate is 20 fps, resolution 644 × 482 , and a compression rate 

of 50%. As the wide-angle lens camera is used, which offers 
full coverage of the scene and solve the occlusion problem. 
The recorded duration of recorded video sequences is dif-
ferent. In each video sequence, the person is freely moving 
within the scene. For transfer learning, we used 1000 image 
patches extracted from different video sequences containing 
multiple people having variation in the size, appearance, 
pose, scale, and angle, as shown in sample frames discussed 
in Sect. 5. From the sample frames, it can be easily exam-
ined that person’s visual appearance from a top view per-
spective is significantly different from the normal or frontal 
view. Non of these training images or video frames are used 
in any test set, for both training and testing different video 
sequences are used.

4  System overview

As discussed earlier, traditional surveillance systems either 
depend on complicated cables with dedicated software or 
fully-centralized processing, leading to costly solutions, 
longer analysis time, and huge bandwidth requirements. 
On the other hand, IP-based cameras enable with 5G con-
nections reduce network load and support video streams at 
high bandwidth. In this work, the top view multiple people 
tracking framework using 5G infrastructure shown in Fig. 3 
has been discussed. The overall framework is consists of a 
top view IP camera that is utilized to record video streams. 
The video streams are transmitted to the server using 5G 
infrastructure shown in Fig. 3. The 5G infrastructure trans-
mit recorded video streams with high-speed and bandwidth, 
enhance deep learning technique, which requires intense 
processing to deliver a near-real-time solution for top view 
multiple people tracking. The server communicates these 
videos to the monitoring unit for further analysis and pro-
cessing. The monitoring unit used a deep learning-based 
technique for multiple people tracking and detection. For 
multiple person detection, YOLOv3 [41] has been practiced, 
while for tracking, Deep SORT [42] algorithm is coupled 
with the detection module. The detail of deep learning-based 

Fig. 3  Top view multiple people tracking using 5G infrastructure
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top view multiple people tracking by detection is provided 
in the subsequent section.

4.1  Top view multiple people tracking using deep 
SORT and YOLOv3 with transfer learning

In this section, the top view multiple people tracking by 
detection framework shown in Fig. 4 has been discussed. 
The overall framework is split into two modules, the first 
one is the deep learning-based person detection module, and 
the second one is used for person tracking. In order to track 
the person in a top view video sequence, it must first be 
detected. There are number of object detection models avail-
able such as [73–78], but here the YOLOv3 [41] is employed 
which gives best results for generic object detection. This 
model utilized one stage network architecture in order to 
predict the class probabilities and corresponding detected 
bounding boxes. The original YOLOv3 model was trained 
on the COCO data set [79]. To improve the detection perfor-
mance, transfer learning is adopted by additional training of 
model on top view, multiple person data set, and appended 
with a frontal view pre-trained model.

Furthermore, the person detection module is coupled with 
Deep SORT [42] tracking algorithm, which aims to identify 
and track multiple persons in the top view scene. Figure 4 
shows the overall process practiced for the top view person 
tracking. The top view video streams are first converted into 
sample frames and fed into the YOLOv3 model, after detect-
ing the person bounding box, the information is further pro-
cessed by the Deep SORT tracking algorithm, which helps 
to track people in the scene. The deep learning-based track-
ing framework’s detail applied for top view multiple people 
tracking by detection is elaborated in the following sections.

4.1.1  Person detection using YOLOv3 with transfer learning

In this work, YOLOv3 [41] is used for multiple person 
detection in top view scenes, as represented in Fig. 5. The 
module is categorized into two parts. The first part com-
prises of the pre-trained model with the COCO data set 
[79]. While in the second part, in order to further enhance 
the detection strength of the model for the top view person, 
transfer learning is adopted. It is widely practiced in vari-
ous machine learning problems; it emphasized storing the 
knowledge developed during problem-solving and utiliz-
ing it for different but related problems solutions [80]. It 
is considered an effective key technology in deep learning, 
where models are trained on different data sets containing 
thousands of images. The main objective of the transfer 
learning approach is not to discard valuable information 
from the existing model and utilize existing trained model 
knowledge with a newly trained layer in order to solve new 
problems. Combining the existing and newly learned knowl-
edge, makes or enables the models to provide a better and 
faster solution for different problems. The essential and key 
tool utilized in transferring learning is fine-tuning. In a vari-
ety of object detection and classification tasks, experiments 
utilized this tool as the lack of available data set of specific 
applications. In this work, the detection model YOLOv3 is 
additionally trained on top view multiple person data set and 
further embedded this newly trained model with frontal view 
pre-trained model as illustrated in Fig. 5, both weights files 
are combined, and a new learned model is generated which 
significantly improves the top view person detection results.

The YOLOv3 model used a single network architecture 
to predict the class probability and corresponding bound-
ing boxes for the whole input image. The original YOLO 
[81] model contains twenty-four convolutional and two 

Fig. 4  The general deep learn-
ing based tracking by detection 
framework of top view person 
tracking. YOLOv3 model and 
Deep SORT algorithm is used 
for person detection and track-
ing respectively
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fully connected layers. The convolution layers are used for 
the extraction of the image while fully connected layers 
calculate the class prediction and probability. During per-
son detection, the model, as visualized in Fig. 6, divides 
the input video frame into S × S regions, also called grid 
cells. These grid cells are associated with bounding box 
prediction and class probabilities. Each cell predicts the 
probability of whether the center of the person lies in the 
grid cell or not. If the prediction is positive, then bounding 
boxes and the confidence value for each positive detection 
is predicted. The confidence value signifies the degree of 
the detected bounding box as a person and defined as:

where Pr(person) shows whether person is present in 
bounding box predicted or not (yes for 1, no for 0), and 

(1)Conf (person) = Pr(person) × IOU(Pred, Truth),

IoU(Pred, Truth) is used for intersection of the predicted 
and real bounding box. It is given as [41]:

In the above equation, BoxT represents the ground truth 
box in the training set (manually labeled), and the predicted 
bounding box is expressed with BoxP. The area of intersec-
tion is represented by area.

For top view person detection, the suitable region is 
selected and predicted. After prediction, a confidence value 
is used to obtain the desired bounding box. Five values are 
predicted for all bounding boxes, including h, w, x, y, and 
confidence value, where width and height are represented by 
w, h, and bounding box center coordinates are represented 
by x, y. The low score confidence value is discarded by 
defining a threshold value, and the remaining multiple high 
confidence bounding boxes are processed, and final location 
parameters are derived by using non-maximal suppression. 
Finally, for the detected bounding box, the loss function is 
calculated. In the original work [81], loss function is the sum 
of regression loss and classification loss. However, in this 
work, only one object, i.e., person, is considered. Therefore, 
the loss function for this work is given as:

where Lc represents predicted bounding box coordinates loss 
and LIoU is used for calculating the ground truth bounding 
box coordinates loss.

The size of the person in top view image is different, 
YOLO v3 loss function calculates same loss for all bound-
ing boxes. However, the effect of small and large objects 
on loss function are different for the whole image. Thus, in 
order to improve the loss function of the coordinates contrast 

(2)IoU(Pred, Truth) = area
BoxT ∩ BoxP

BoxT ∪ BoxP
.

(3)loss(person) = Lc + LIoU

Fig. 5  The overall framework 
of top view multiple people 
detection using YOLOv3 with 
Transfer Learning. The detec-
tion model YOLOv3 pre-trained 
(utilizing frontal or normal 
view data set) is appended with 
the additional trained model 
on multiple person data set 
recorded using top view)

Fig. 6  Top view person detection approach using YOLO [81]
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normalization is used [82] . The loss function of coordinate 
Lc is given by [81]:

In the above equations �coord is the scale parameters used for 
bounding box coordinates predictions here �coord = 5 ([81]) 
. xi, yi, hi,wi are the predicted positions of detected bounding 
box in ith cell, while x∗

i
, y∗

i
, h∗

i
,w∗

i
 are the actual positions of 

bounding box in the ith cell. The above equation calculates 
the loss function related to the predicted bounding box hav-
ing coordinates value x, y. The Iperson

ij
 which shows the pos-

sibility of the detected person in the jth bounding box. The 
term � is constant, the above function calculates sum over 
each bounding box, using (j = 0 to B) as predictor for each 
grid cell (i = 0 to S2) . The function is defined as [81],

The LIOU of IOUtruth
pred

 is calculated as:

In Eq. 5 �no−person shows classification error; similarly �i and 
�∗
i
 is the confidence value of the ith grid cell in the predicted 

and original sliding window. Iperson represents whether the 
person is detected in jth bounding box of grid cell i or not. 
In case the target person is present in jth bounding box and 
ith grid cell, then the function is equal to 1; otherwise, it 
becomes 0.

4.1.2  Top view person tracking using deep SORT

For tracking a person from the top view, deep learning-based 
tracking algorithm Deep SORT [42] is used as shown in 
Fig. 7. It is mainly based on the frame-by-frame data asso-
ciation method and Kalman filtering. The filtering is used 
to assess the existing tracks in current video frames. It usu-
ally used x′, y′, h′, � ′, u, v, h, � , where x′, y′, h′, � ′ is tracking 
velocity of each coordinate of detected bounding box and 
(u, v, h, �) is the positions of bounding box [42].

The Kalman filter is employed using Deep SORT using 
linear observation and constant velocity. Consequently, each 
existing track’s position in the prevailing frame has been 
estimated in the next successive frame. The track estimation 
is made by using spatial information of the bounding box. 
To obtain the appearance information of each detection and 
tracking, feature extraction is performed using an appear-
ance descriptor. This descriptor is trained using the CNN 

(4)
Lc = �coord

S2�

i=0

B�

j=0

I
person

ij

�
(xi − x∗

i
)2 + (yi − y∗

i
)2

+(
√
wi −

�
w∗
i
)2 + (

√
hi −

�
h∗
i
)2
�
.

(5)

LIoU =

S2∑

i=0

B∑

j=0

I
person

ij
[(�i − �∗

i
)]2

+ �no−person

S2∑

i=0

B∑

j=0

I
no−person

ij
[(�i − �∗

i
)]2.

model. Here, the features are extracted using the trained 
model, and a feature vector is formed. The vector places 
the same identity features together, and features of unique 
identities are placed distant from each other.

Using the information extracted from the appearance 
descriptor, the new detection results can now be associated 
with present tracking results in the next successive frame. 
For that purpose, a detection threshold is defined so that 
the low detections’ results are not considered. In the next 
successive frame, each detection result is now associated 
using a threshold. The cost matrix is used by Deep SORT 
algorithm to represent the appearance, and spatial simi-
larities between the new detections and tracks using two 
distance values as represented follow [42]:

In the above equation, yi, Si represents the ith projection track 
is measurement space and for jth new detection dj is used. It 
is also called the Mahalanobis distance, which is calculated 
difference between new detection jth and estimated position 
ith track. Further, using the above metric, unlikely associa-
tions is excluded by using the Mahalanobis distance thresh-
old between ith track and jth detection given as [42]:

For estimating second distance value which represents the 
appearance information the following equation [42] is used. 
This second distance value estimated the smallest cosine 
distance between the jth detection and ith track as follows:

In the above r represents appearance descriptor and Ri is 
used to represents the appearance of at least 100 objects 
(persons) in the ith track. To set the threshold between the 
association tracks we used [42]:

(6)d(1)(i, j) = (dj − yi)
TS−

i
1(dj − yi).

(7)b
(1)

i,j
= 1[d(1)(i, j) < t(1)].

(8)d(2)(i, j) = min
(
1 − rT

j
r
(i)

k
|r(i)

k
ERi

)
.

Fig. 7  General frame work of top view person tracking using deep 
SORT [42]



3060 International Journal of Machine Learning and Cybernetics (2021) 12:3053–3067

1 3

If distance value is small it is equal to 1 if distance value is 
small and 0 if distance is large. For more details we refer 
readers [42]. We combine the above cost functions using 
the below matrix:

For matching the spatial and appearance information the 
gate function is given as [42]:

If the above equation’s value is equal to 1, it indicates that 
both appearance and spatial gate functions are equal to 1 if 
0 if not equal. It also indicates (i, j) is a true match between 
appearance and spatial information. Therefore, in every new 
video frame, the detections and tracks are associated with 
utilizing the above cost and gate functions. For processing, 
tracking in the video sequence, in the next new video frame 
in the case when the new detection is effectively associated 
with the present track, then tracking has continued. While if 
not associated or matched, it is set to zero. Therefore, in that 
case, the new detections fail. In such a case, new detections 
fail to associate in frame f with the existing; then, new detec-
tion is initialized as tentative tracks. Therefore, Deep SORT 
algorithm continuously verifies and associated it with new 
detections in next (f + 1), (f + 2),…(f + t) tentative frames. 
As long as it is successfully associated, then that track is 
confirmed for tracking and updated. Otherwise, it is deleted 
immediately.

(9)b
(1)

i,j
= 1[d(2)(i, j) < t(2)].

(10)ci,j = �d(1)(i, j) + (1 − �)d(2)(I, j).

(11)bi,j =

2∏

m=1

bm
i,j
.

5  Experiments, results and discussion

This section provides detail of different experiments 
performed in this work. Several top view person video 
sequences are used containing a number of people having 
variation is appearances, heights, poses, scales, shapes, illu-
mination conditions, angle, cameras resolution, and aspect 
ratio. Both of the models have been implemented using 
OpenCV. Python programming language with PyTorch 
framework is practiced for performing experimentation 
steps. The detection results are divided into two phases; first, 
the YOLOv3 pre-trained (COCO data set) weights file is 
used for testing, while in the second phase YOLOv3 detec-
tion model is trained on top view multiple person data set. 
Once training is completed, both weights files are combined 
using transfer learning, and testing is performed on differ-
ent video sequences. This section is categorized into three 
sections. The first section discusses the detection and track-
ing results using the pre-trained YOLOv3 model along with 
the Deep SORT tracking algorithm. As discussed earlier, to 
enhance/improve the detection model’s performance, trans-
fer learning is adopted, which has been discussed in the sec-
ond section. The third section discusses different parameters 
used for performance evaluation of the detection model and 
tracking algorithm.

5.1  Results top view person detection and tracking 
using pre‑trained YOLOv3 and deep SORT

The testing results of the pre-trained YOLOv3 model using 
the COCO data set [79] can be visualized from Figs. 8, 9 
and 10. The pre-trained model is tested on different video 
sequences. In the first video sequence, two people are 
freely moving in the top view scene; it can be noted from 

Fig. 8  Detection and tracking 
results of pre-trained YOLOv3 
and Deep SORT tracking algo-
rithm for top view person video 
sequence. The visualization 
results can be seen for the initial 
few frames; two persons are 
allowed to walk within the top 
view scene freely in this video 
sequence
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the sample frames, that the person’s visual appearance is 
not similar as in frontal or side view. At the different loca-
tions in the scene, the size of the person is varying Fig. 8. 
Thus, the pre-trained detection model is not capable of 
detecting the person, leading to detection and tracking 
failure. Although the model still shows better detection 
and tracking results. The good results are demonstrated 
with detected person bounding boxes while not detected 
results (false positives) are manually marked with a red 
cross. It can be seen from the sample frames that person1 
and person2 are detected and tracked in some frames, but 
in some cases where there is a change in the appearance 
of the person appearance, the models give wrong results 
(false positives). This happens maybe because the pre-
model trained model is used so that the person’s appear-
ance might be confusing for the detection model.

Similarly, we also tested the detection and tracking algo-
rithms for another top view video sequence where multiple 
people are entering the top view scene. The overall testing 
performance of the tracking algorithm and detection model 
is good, but in some cases, the person in the top view is 
not detected and tracked. Also, in some cases, the tracking 
ID is swapped to another person, which shows that model 
assigned the same tracking ID to a different person. In Fig. 9, 
the visualization results of the pre-trained model for multiple 
persons entering in top view scene video sequence can be 
seen. From the sample frame (f3008, f3068), two-person 
entering the scene are correctly detected and tracked, but one 
person marked with the red cross is not detected and tracked. 
As the person moves at the center and the lower body is 
obscure, maybe that is why the pre-trained model gives false 
positives and cannot detect it. Similarly, in the sample frame 

Fig. 9  Detection and tracking 
results of pre-trained YOLOv3 
and Deep SORT tracking 
algorithm for top view multiple 
person video sequence (the 
results are shown for few sam-
ple frames)

Fig. 10  Detection and tracking 
results of pre-trained YOLOv3 
and Deep SORT tracking 
algorithm for top view multiple 
person video sequence. In this 
video sequence the number of 
multiple people are entering 
in the scene is increasing (the 
results are shown for few sam-
ple frames)
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(f3008, f3068, f3228), the person1 is not detected because 
of sudden illumination changes. In the sample frame, Fig. 9 
(f3228, f3268,f3354), multiple people entering the scene are 
accurately detected and tracked, revealing the effectiveness 
of deep learning. In sequence, the number of people is vary-
ing as seen from the sample frame (f3354); the deep learning 
models detect and tracked up to fourteen people in the top 
view scene.

The testing results for another video sequence in which 
multiple people are entering the scene can also be visualized 
in Fig. 10. From sample frames, it can be noticed that deep 
learning models’ detection and tracking results are promis-
ing. Although the detection model is pre-trained using data 
set containing frontal view images, it still gives good results 
for the top view data set. In some regions in the top view 
scene, the model cannot track and detect the person, which 
are manually marked using the red cross in sample frames. 
For example, in Fig. 10 (f4260) the detection model assigned 
the same bounding box to too people the reason may be 
the person are walking two close to each other or maybe 
the shadow of the persons on the floor. Similarly, in sample 
frames (f4335, f4395, f4425), the detection and tracking 
model lost the ID of person14, which may be due to change 
in the person’s appearance.

5.2  Results of top view person detection 
and tracking using YOLOv3 and deep SORT 
after transfer learning

As discussed earlier, to enhance/improve the person detec-
tion accuracy of YOLOv3 for top view data set, the transfer 
learning approach is applied. The YOLOv3 model is addi-
tionally trained using top view multiple person data set. Over 
10,000 sample frames/images of multiple persons were col-
lected in an unconstrained indoor environment, as discussed 
in Sect. 3. For testing and training, the data set video frames 
are split into 30% and 70%, respectively. For training, batch 

size of 64 and the number of epochs = 40 is utilized. The 
training loss and training accuracy are obtained at the end of 
the 40th epoch, as depicted in Figs. 11 and 12, respectively. 
After training the model, a new weight file is generated; with 
the help of transfer learning, weights file is combined with a 
pre-trained weights file (COCO data set).

The top view video sequences are tested using the newly 
learned model. The experimental results illustrate that trans-
fer learning significantly improves results for top view data 
set. Figures 13, 14 and 15 demonstrates the output results of 
the top view multiple people tracking and detection frame-
work after applying transfer learning.

We tested the model on the same video sequences as dis-
cussed in the above section. The first video sequence used 
for testing is mainly covered indoor top view environment 
containing two peoples. The movement of the person within 
the scene is not restricted. Both people are moving freely in 
the scene; the person’s appearance is affected due to move-
ment with respect to camera position or radial distance. It 
can be observed from Fig. 13 that the visual features of the 
person in all sample frames are not similar. However, as the 
detection model is additionally trained on top view, multiple 
person data set and combined with the pre-trained weights 
file, so it efficiently detects and tracks both of the people. 
The model also assigns the tracking ID to each person, as 
depicted in Fig. 13. Even there is a significant variation in 
the person’s appearance, for example, in frames (f0010, 
f0574), the movement of people across the scene and their 
location with respect to camera position is different and 
scale is varying. Even then, the detection model with trans-
fer learning detect and track multiple persons without any 
failure and also adjust the bounding boxes according to their 
sizes.

The YOLOv3 top view multiple person data set trained 
model is also tested for another video sequence in which 
multiple persons are entering in the top view scene, as 
shown first sample frames of Fig. 14. It can be seen from 

Fig. 11  Training loss of YOLOv3 using top view person data set

Fig. 12  Training accuracy of YOLOv3 using top view person data set
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sample frames that after applying transfer learning, the 
accuracy of the detection model is significantly enhanced, 
the model efficiently detects, counts, and tracks multiple 
people in the top view scene. In Figs. 14 and 15, due to 
space limitations, the results are shown for a few sample 
frames.

In Fig. 15, the trained model’s testing results for multi-
ple person sample frames are depicted. In sample frames 
person are closely walking in the scene, wearing different 
color cloths. It can be visualized from the sample frames, 
although people are closely interacting with each other; 
the deep learning model still discriminates each person 
in the top view scene. In some places, although the model 
has not detected the person as compared to pre-trained 
mode, the accuracy is significantly improved.

5.3  Performance evaluation

In this work, different quantitative parameters are used for 
evaluating the performance of deep learning-based top view 
multiple person tracking framework. For evaluating the detec-
tion model’s performance, YOLOv3 precession, recall, and 
accuracy have been used. While for tracking, we used the same 
parameter as [83]. The precision, recall and accuracy is given 
as:

(12)Precision =
tp

tp + fp

Fig. 13  Testing results for top 
view person video sequence of 
Deep SORT and YOLOv3 after 
transfer learning. The visuali-
zation results can be seen for 
the initial few frames, in this 
video sequence two persons are 
allowed to walk freely within 
the top view scene

Fig. 14  Testing results for top 
view multiple person video 
sequence of Deep SORT and 
YOLOv3 after transfer learning. 
In this video sequence multiple 
people are entering in the scene
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In above Eqs. (12)–(14), tp represents the number of true 
positive, bounding boxes correctly detected as the person 
in top view video sequences. fp shows the number of false-
positive, bounding boxes incorrectly detected as a person, 
tn true negative shows the number of bounding boxes cor-
rectly recognized as background and fn false-negative shows 
when model incorrectly recognized background as a person. 
Results of precision, recall, and accuracy for top view person 
detection is shown in Fig. 16. It can be analyzed, that when 
the model is additionally trained for top view data set.

To estimate the performance of the tracking algorithm, 
the most widely metric MOTA and MOTP are used in 
this work as in original work [42] and [83, 84]. The main 

(13)Recall =
tp

tp + fn

(14)Accuracy =
tp + tn

tp + fp + tn + fn
.

Fig. 15  Testing results for top view multiple person video sequence using Deep SORT and YOLOv3 after transfer learning. In this video 
sequence the number of multiple persons are entering in the scene is increasing

Fig. 16  Precision, recall and accuracy of pre-trained YOLOv3 with-
out transfer learning and YOLOv3 trained with transfer learning for 
top view multiple person detection
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reason for using these parameters is because it combines 
three different sources of errors, such as [84].

It shows multiple object tracking accuracy (MOTA) in terms 
of the miss rate or the number of mistakes the tracking algo-
rithm makes in terms of false positives, miss-matches, and 
failures to recover tracks. The t in the above equation repre-
sents frame index gt is the number of ground truth objects or 
person in our case. In order to represent how well the exact 
position of the person in the top view scene is estimated, 
multiple objects tracking precision (MOTP) is used given 
as [84]:

In the above equation, the number of matches in the video 
frame t is denoted by ct and bounding box overlap of the 
target object, i.e., person i with the ground truth box is repre-
sented as dt,i . The tracking accuracy for the top view person 
data set is shown in Table 1. It shows MOTA and MOTP of 
Deep SORT tracking algorithm using the YOLOv3 detection 
model with and without transfer learning.

6  Conclusion

In this work, for top view, multiple people tracking, deep 
learning-based tracking by detection framework is pro-
posed using 5G infrastructure. For detection purposes, the 
YOLOv3 detection model is used. Since the detection model 
was pre-trained using data set containing frontal or side view 
images and substantial variations in appearances, visibility, 
size, shape, and pose of the person in the top view scene, it 
still gives encouraging results. To further enhance the detec-
tion accuracy of the pre-trained model YOLOv3, transfer 
learning is adopted. The detection model is additionally 
trained using top view multiple person data set. The newly 
trained model weight file is combined with a pre-trained 
model, i.e., COCO weights file. For a top view, multiple peo-
ple tracking the detection model is coupled with the Deep 

(15)MOTA = 1 −

∑
t(fnt + fpt + idswt)∑

t gt
.

(16)MOTP =

∑
t, idt,i∑
t ct

SORT tracking algorithm. As far as we know, this work is 
the first effort that used transfer learning and trained the 
YOLOv3 (object detection model) on top view multiple per-
son data set the training dataset containing multiple persons, 
having variation in poses, scales, sizes, and appearances. 
The experimental results illustrate the robustness and effi-
ciency of the top view deep learning-based person detection 
model. With pre-trained weights file without transfer learn-
ing, the accuracy of the detection model is 92%, and with 
transfer learning, the model achieves an accuracy of 95%. 
For top view person tracking, the model achieves tracking 
accuracy of 96%.

In future work, the model may be extended for multi-
ple top view object data set, by using transfer learning, the 
model might be additionally trained for different top view 
objects with different backgrounds and scenes. The detection 
accuracy of model might be further improved by training the 
model on a completely top view multiple object data set.
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