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Abstract
In recent years, action recognition has become a popular and challenging task in computer vision. Nowadays, two-stream 
networks with appearance stream and motion stream can make judgment jointly and get excellent action classification 
results. But many of these networks fused the features or scores simply, and the characteristics in different streams were 
not utilized effectively. Meanwhile, the spatial context and temporal information were not fully utilized and processed in 
some networks. In this paper, a novel three-stream network spatiotemporal attention enhanced features fusion network for 
action recognition is proposed. Firstly, features fusion stream which includes multi-level features fusion blocks, is designed 
to train the two streams jointly and complement the two-stream network. Secondly, we model the channel features obtained 
by spatial context to enhance the ability to extract useful spatial semantic features at different levels. Thirdly, a temporal 
attention module which can model the temporal information makes the extracted temporal features more representative. A 
large number of experiments are performed on UCF101 dataset and HMDB51 dataset, which verify the effectiveness of our 
proposed network for action recognition.

Keywords  Action recognition · Three-stream · Spatiotemporal attention · Features fusion

1  Introduction

The target of action recognition is to analyze the actions 
executed by the targets automatically. In earlier studies, 
manual features are applied in action recognition widely. 
Some manual feature-based methods can extract useful 
features in the videos and achieve excellent performance. 
People have tried to get more spatiotemporal local features 
in these methods. Some of these methods constructed local 
feature descriptors and extracted motion information around 
the interest points. Then, we could obtain the local feature 
vectors, such as cuboids [1], histogram of gradient and his-
togram of flow (HOG/HOF) [2], extended SURF (ESURF) 
[3] descriptors. Meanwhile, spatiotemporal trajectory-based 

action recognition methods such as [4] were an extension 
of local feature points in time and space. By tracking the 
key points of moving objects, [4] constructed more power-
ful local features. This method which was based on dense 
trajectories, has achieved good results in many public action 
recognition datasets.

With the development of deep learning, many deep 
learning networks [5–7] are utilized to extract features 
effectively. We can automatically extract the important 
features in RGB images by deep learning networks. To 
get the joint judgement with different patterns, two-stream 
networks such as [8, 9] trained the appearance stream and 
the motion stream separately. To capture the long-term 
temporal information and infer action labels after observ-
ing the execution of the entire action in the whole video, 
temporal segment networks (TSN) [10] was proposed. It 
evenly divided every video into segments and selected 
frames from different temporal segments as the objects of 
analysis to describe the whole video. The semantic infor-
mation was extracted from the RGB appearance stream 
and optical flow motion stream. The video-level predic-
tion was realized by segment consensus. Then prediction 
scores of the two streams were fused to obtain the final 
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judgment result. In most of these two-stream networks for 
RGB video-based action recognition, RGB frames from 
videos have been used to express spatial information 
because they have rich detailed information and detailed 
information. Besides, various modalities with different 
characteristics such as optical flow data, optical-flow-like 
data and skeleton data are utilized in action recognition 
to complement the single RGB stream. The pre-extracted 
optical flow can describe the motion information of videos 
and is robust against dynamic circumstances. Therefore, 
optical flow is widely used in two-stream networks for 
action recognition.

Based on the deep learning networks above, the two-
stream networks encounter several common questions as 
follows. Firstly, in most of the two-stream networks, using 
simple fusion methods on the extracted features or aggre-
gating the classification scores of every stream cannot 
make full use of the characteristics from different streams. 
Therefore, effective features fusion methods are needed in 
the spatiotemporal stream, which can use different streams 
to complement each other and obtain promoted features. 
Secondly, in action recognition tasks, we need to focus 
on important information that can provide us with useful 
information. In deep learning networks, the first few layers 
of the networks learn low-level features and the last few 
layers learn high-level features. The spatial features in dif-
ferent levels are aggregated along the channel dimension, 
and it is necessary to extract and enhance this information 
effectively [11]. Therefore, how to get the representative 
semantic features and focus on the vital information in the 
frames are challenging tasks. Thirdly, for action recogni-
tion tasks based on long-term RGB videos, we need to deal 
with not only spatial context features, but also temporal 
features. The random segment sampling strategy provides 
us with an effective method to obtain a sequence of frames 
that can represent the entire video. In the process of seg-
ment consensus, the contribution of every frame is differ-
ent. Meanwhile, frame sequences selected from different 
segments contain useful temporal information. Therefore, 
the interrelationships between frames should be estab-
lished to model the temporal features and help us enhance 
the effect of segment consensus.

Based on the above description, this paper proposes a 
novel action recognition network named spatiotemporal 
attention enhanced features fusion network (ST-AEFFNet). 
Our contributions are as follows: 

1.	 A novel joint training stream called multi-level features 
fusion (MFF) stream is designed to improve the inter-
action between different types of information. In this 
structure, we integrate the information from high repre-
sentative levels in the original two streams. Meanwhile, 
we use different fusion blocks for different levels of fea-

tures to take advantage of the characteristics of different 
high-level features.

2.	 Two attention modules named original spatial context 
guided attention (OSCGA) module and high-level chan-
nel grouped attention (HCGA) module are proposed in 
this paper for effectively extracting spatial semantic fea-
tures. In the original input, the OSCGA module aggre-
gates the spatial context to generate adaptive channel 
weights, which can guide the following network. HCGA 
module is designed to enhance the high-level informa-
tion by modeling the relationships between the grouped 
channels.

3.	 To get better segment consensus effects and more accu-
rate predictions, the temporal enhanced attention (TEA) 
module is proposed. The TEA module can model the 
temporal features, and the importance of each frame 
is evaluated to improve the effectiveness of important 
frames.

2 � Related work

In this section, we briefly introduce the previous work in 
deep learning networks and attention mechanisms separately.

2.1 � Deep learning networks for action recognition

With the great advance in deep learning, models based 
on deep convolutional neural networks have been widely 
used in action recognition. Deep learning networks with 
2D-CNNs [5, 6, 12] have been used to get great performance 
in extracting local spatial information. The 2D convolutional 
operation performs on the single frame. Nowadays, most 
of the action recognition tasks are on long-term videos in 
which the interrelationships of frame sequences need to be 
built. To solve the problem, deep learning networks that 
can get long-term temporal information are proposed. Cur-
rently, recurrent neural networks (RNNs), two-stream net-
works with 2D-CNNs and 3D convolutional neural networks 
(3D-CNNs) are employed to capture fine motion, temporal 
ordering, and long-range dependencies.

RNNs such as [13–15] could utilize the previous infor-
mation to understand the information. Donahue et al. [16] 
combined 2D-CNNs with long short-term memory (LSTM), 
in which 2D-CNNs aimed to extract the spatial features 
frame by frame and the goal of LSTM was to capture tem-
poral dependencies. But recent academic researches based 
on LSTM find that the gradient still disappears when the 
sequence length exceeds the limit. At the same time, LSTM 
has some difficulties in parallelization. To represent spatial 
and temporal information in videos, two-stream networks 
such as [8] effectively learned the spatiotemporal charac-
teristics by using RGB frames and optical flow frames as 
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appearance representations and motion representations to 
describe videos. The single-stream was trained indepen-
dently, and the features were sent to different streams to 
get the classification. Based on the traditional two-stream 
networks, features fusion methods are proposed to fuse dif-
ferent types of features effectively. Feichtenhofer et al. [17] 
introduced a residual connection from the motion stream to 
the appearance stream, and at the same time, it fine-tuned 
the network to learn spatiotemporal features. By building 
multiplicative interaction of appearance features and motion 
features coupled with identity mapping kernels, [18] could 
learn the long-term temporal information. The method used 
in these feature fusion models is to replace the two-stream 
structure with the features fusion structure directly. How-
ever, the RGB branch and optical flow branch which can 
provide sufficient information are also important.

Wang et al. designed a 3D convolutional network [19], 
which was effective in long-term tasks. By 3D convolu-
tion and pooling, the temporal and spatial features were 
achieved. Nevertheless, it still needed to optimize the 
parameters, and the performance should be supported 
by large-scale datasets in the experiments. Carreira et al. 
proposed [20] to combine 3D-CNNs with the structure of 
two-stream networks. It proposed a very efficient spati-
otemporal model and achieved significant development by 
using the Kinetics dataset. However, this method had an 
excessive amount of 3D convolutional parameters and the 
optimization time was long. Qui et al. [21], Tran et al. [22] 

and Zhongxu et al. [23] attempted to go beyond 3D con-
volution and further figured out the problem of the heavy 
computation by joint spatiotemporal analysis. These meth-
ods could get a good balance between speed and accuracy 
by decomposing the 3D convolution filters into separate 
spatial and temporal operations. However, the large-scale 
datasets and calculation complexity of model bring huge 
training pressure on the network. Compared to 3D-CNNs, 
two-stream networks with 2D-CNNs show superiority on 
the challenging medium-scale datasets. Therefore, the two-
stream structure with 2D-CNNs is still worth studying.

Basing on the two-stream structure with 2D-CNNs and 
features fusion stream, we propose a three-stream network 
with RGB appearance stream, optical flow motion stream 
and MFF stream. Different from the previous two-stream 
features interaction mechanisms which use the final out-
put fusion and score fusion, this paper explores the effect 
of features interactions in different high-levels. RGB 
frames are employed in the appearance stream to achieve 
appearance representation, and the optical flow pattern is 
extracted as the motion representation. We also use the 
optical-flow-like pattern extracted by TVNet to compare 
the effects of different motion patterns in our experiments, 
and these data are shown in Fig. 1. The third stream is 
the MFF stream. In the MFF stream, we fuse the appear-
ance information and the motion information by merging 
the multi-level features of the appearance stream and the 

Fig. 1   Visualizations of the different motion patterns extracted by TV-L1 and TVNet. The action categories on the left are ApplyEyeMakeup, 
ApplyLipstick, Nunchucks and PushUps. The categories on the right are PlayingDaf, PlayingFlute, PommelHorse and SoccerJuggling
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motion stream to obtain useful features that can supple-
ment the original two-stream network.

2.2 � Spatial and temporal attention mechanisms

Attention mechanisms have played an important role in 
human visual perception. Human vision does not capture 
the information of the entire scene at once, and it selectively 
captures the significant parts at first. In the process of action 
recognition, we not only need to pay attention to people’s 
behavior in the videos but also need to capture and focus on 
representative objects which can provide sufficient infor-
mation. For example, Fig. 2 shows actions such as walking 
with the dog, playing bowling, blowing candles, and so on. 
Dogs, bowling pins, and candles are also important in these 
actions. Therefore, how to focus on important areas to get 
the right classification is a challenging task. Now many net-
works with attention mechanisms are used for visual tasks to 
focus on the effective areas, which can achieve better results.

In the early stage, Wang et al. [24] designed the residual 
attention networks with encoded modules to improve the 
performances of convolutional neural networks (CNNs). 
Some attention models were proposed to get channel 
dependencies by modeling context information. By squeeze 
and excitation, [11] used the global average fusion function 
to calculate the channel attention weights. To accomplish 
spatial features aggregation and information redistribution 
in local areas, Hu et al. [25] took gather operator and excite 
operator to get channel descriptors. At the same time, Zhao 
et al. [26] tried to connect each position with all the other 
positions by a self-adaptively learned attention mask. By 
combining the channel attention mechanism with the spatial 

attention mechanism, Woo et al. [27] first proposed to infer 
attention maps in the two separate dimensions.

The previous methods used convolutions and iterative 
operations to construct attention blocks. To capture long-
range dependencies, we need to repeat the convolutional 
operations and iterative operations in the local neighbor-
hoods of space and channels, which have very limited pro-
cess fields. To get non-local relationships between pixels of 
images in the spatiotemporal dimension, [28] directly cap-
tured the remote dependency by calculating the relation-
ship descriptors between every two locations. Fu et al. [29] 
proposed two types of attention modules that could get the 
semantic interdependencies in spatial and channel dimen-
sions. In the spatial module, the attention mechanism 
selectively aggregated the feature of each position with 
a weighted fusion at all positions. The channel module 
emphasized interdependent channel features by integrating 
associated features among all channel maps. To allow each 
neuron to adjust the size of its convolutional kernel adap-
tively, Li et al. [30] used a dynamic selection mechanism for 
the convolutional kernels in CNNs. Li et al. [31] generated 
attention weights for every position in each semantic group 
and adjusted the weights in each sub-feature. To model the 
temporal information better, temporal attention methods 
have been proposed. To get better temporal modeling, Zhou 
et al. [32] proposed a method, in which Bi-directional long 
short-term memory (BiLSTM) used attention mechanisms 
to establish temporal relationships.

Inspired by the spatiotemporal attention mechanism, we 
propose three attention modules to guide and enhance the 
network. The attention mechanism used in action recogni-
tion rarely explores the effects of attention weights on dif-
ferent levels. In this paper, the OSCGA module and HCGA 

Fig. 2   The original RGB images 
and the heatmaps of important 
areas obtained by training RGB 
images in UCF101 dataset. 
Deep learning networks focus 
on different objects which are 
important to make judgement
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module entirely use the spatial context and model the chan-
nel characteristics obtained by spatial context aggregation 
in different levels. To evaluate the importance of each frame 
and achieve effective segment consensus, the results of tem-
poral modeling are used as temporal attention weights of 
frames in the TEA module.

3 � Our work

In this section, we first propose the overall structure of ST-
AEFFNet with the features fusion stream MFF in Sect. 3.1. 
The architecture is in Fig. 3. To obtain long-term temporal 
information from video sequences, we divide each input 
video into T segments and conduct sparse sampling. In the 
streams, these frames are input into the network in order. 
Firstly, the original input is sent into the OSCGA module, 
and spatial context features are modeled to get attention 
maps. The expression of OSCGA is shown in Sect. 3.2. 
The output of OSCGA is sent into InceptionV3, which is 
adopted as the backbone to extract semantic information. 
Next, these high-level features are sent into the HCGA mod-
ule and TEA module separately. HCGA module can obtain 
effective spatial semantic information by channel attention 
mechanism, and the structure of HCGA is in Sect. 3.3. TEA 
module and segment consensus are employed on the tempo-
ral sequences to model the temporal information and are pro-
posed in Sect. 3.4. In this section, the output of the HCGA 
module and the output of the TEA module are combined as 

the spatiotemporal attention enhanced features in the single 
stream. Segment consensus is used to fuse features from 
different segments, which can get the video-level prediction. 
Finally, these features are input into the linear classification 
layer to obtain classification scores.

3.1 � Overall architecture

3.1.1 � RGB Appearance Stream and Optical Flow Motion 
Stream

In RGB appearance stream and optical flow motion stream, 
the original inputs are expressed as X∗ ∈ RT∗×C∗×H∗×W∗

,∗∈ {A,M} . Here T∗ is the number of the segments. C∗ is 
the channel dimension of frames in every segment. H∗ and 
W∗ are numbers of pixels in the height and width of frames. 
In RGB appearance stream, we select one frame in every 
segment. Different from RGB appearance stream, the serial 
stacked optical flow frames in x direction and y direction 
are selected in optical flow motion stream. OSCGA∗(⋅) , 
HCGA∗(⋅) and TEA∗(⋅) are the three spatiotemporal attention 
functions. INC∗(⋅) is InceptionV3 function. In INC∗(⋅) func-
tion, features chosen from three high levels are expressed 
as Fi

INC∗
∈ RT∗×Ci×8×8, i ∈ {1, 2, 3} and its last layer output 

after global pooling is expressed as F4
INC∗

∈ RT∗×C4×1×1 . i 
represents the selected three high levels. Here, F4

INC∗
 is sent 

into HCGA∗(⋅) and TEA∗(⋅) . After extracted and enhanced 
by spatiotemporal attention functions, F∗ ∈ RT∗×C

�×1×1 is 

Fig. 3   The overall architecture of ST-AEFFNet. The orange repre-
sents an RGB appearance stream with stacked RGB frames. The blue 
represents an optical flow motion stream with an optical flow pat-
tern. And red represents a multi-level fusion stream that trains RGB 
patterns and optical flow patterns jointly with MFF Blocks (Block1 

and Block2). Spatiotemporal attention modules OSCGA, HCGA and 
TEA are added to the three-stream network for the features guidance 
and enhancement. Finally, the green represents a weighted fusion of 
the scores obtained as a fusion result of three streams
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obtained. C′ is the channel dimension of F∗ . The formula to 
calculate F∗ is expressed as follows:

The features FA and FM  can be expressed as 
Fi
A
=

{

F1
A
,F2

A
,… ,F

TA
A

}

 , i ∈ {1, 2,… , TA} , Fi
A
∈ R1×C� and 

Fi
M
=

{

F1
M
,F2

M
,… ,F

TM
M

}

 , i ∈ {1, 2,… , TM} , Fi
M
∈ R1×C� 

separately. Next, average segment consensus is performed on 
Fi
A
 and Fi

M
 to get video-level prediction FLA ∈ R1×C� and 

FLM ∈ R1×C� over the whole video. The formulas to calculate 
FLA and FLM are expressed as follows:

After getting FLA and FLM in the streams, we input these 
features into the linear classification layer to get the scores 
SA and SM separately.

3.1.2 � Multi‑level features fusion stream

In the traditional two-stream networks, the RGB appearance 
stream and optical flow motion stream were trained sepa-
rately. In the process of training, the network may overfit 
to the features in the single stream. Therefore, multi-level 
features fusion (MFF) stream is proposed to train the two 
streams jointly and achieve complementary features. To be 
specific, we select the features from three high levels and the 

(1)

F∗ = HCGA∗

(

INC∗

(

OSCGA∗

(

X∗

)))

+ TEA∗

(

INC∗

(

OSCGA∗

(

X∗

)))

= HCGA∗

(

F4
INC∗

)

+ TEA∗

(

F4
INC∗

)

(2)

FLA =
1

TA

TA
∑

i=1

Fi
A

FLM =
1

TM

TM
∑

i=1

Fi
M

last level in InceptionV3 backbone from the RGB appear-
ance stream and optical flow motion stream. By fusing these 
features by Block1 and Block2, we can obtain more com-
plementary features. These two fusion blocks are shown in 
Fig. 4.

The reason for the different structures of Block1 and 
Block2 is that various high-level features have different 
information. In general, in the higher level of a deep learn-
ing network, these are less detailed information such as tex-
ture information, and more semantic information. High-level 
semantic information can represent the information which 
is closest to human understanding. Therefore, the resolution 
ability of semantic features is stronger than that of detailed 
features. But sometimes the detailed information also plays 
a role in the judgment, and it is necessary to design different 
fusion blocks in different levels.

In Block1, features fusion is performed by add operation 
and convolution operation. The shallower high-level features 
can obtain sinformation in this block. However, this informa-
tion is in the middle layers of the deep learning network, so 
in addition to containing semantic features, they also provide 
more information such as texture features. For example, the 
texture information of cats and dogs maybe the same, and 
high-level semantic information is needed to distinguish 
between two categories. By stacking the features which the 
network considers to be effective, we can obtain cross-layer 
information that can complement each other. The global 
pooling operation in Block1 uses the global max-pooling 
operation. This operation can reduce the deviation of the 
estimated mean caused by the parameter error in convolution 
layer. Besides, global max pooling can also be regarded as a 
feature selection function. By selecting the maximum value, 
the features with better classification recognition are chosen.

Block2 serves to fuse the last-layer high-level seman-
tic features extracted by InceptionV3. High-level semantic 

Fig. 4   Illustrations of Block1 and Block2 in multi-level fusion blocks (MFF blocks). We describe the effective fusion functions between RGB 
appearance features and optical flow motion features extracted by InceptionV3 backbone
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features generally summarize the attributes of entities. Fea-
tures at this layer have the essential semantic information 
obtained by deep learning networks, and most of the net-
works use the output of this layer for classification. Mean-
while, when the appearance features are integrated into the 
motion features in the fusion stream, the training loss of the 
motion stream reduces faster and ends with a lower value. 
It makes the fusion stream focus too much on appearance 
information. Therefore, differing from fusing the last-layer 
high-level semantic features of the appearance stream and 
motion stream in Block1, the structure of Block2 adds the 
motion features again to retain the characteristics of the 
motion stream most.

Features from three high levels in RGB appearance 
stream are expressed as Fi

INCA
, i ∈ {1, 2, 3} , and correspond-

ing features in optical flow motion stream are expressed as 
Fi
INCM

, i ∈ {1, 2, 3} . We adopt Block1 with convolution 
operation Conv(⋅) , activation function ReLU(⋅) and global 
pooling operation G(⋅) to combine Fi

INCA
 with Fi

INCM
 . Block1 

is shown in Fig. 4a. J1 is the fusion result of these features 
from three high levels. The formula is expressed in Eq. (3):

 
F4
INCA

 and F4
INCM

 are the last level outputs after global 
pooling of InceptionV3 backbone in RGB stream and optical 
flow stream separately. In the fusion of the two streams, we 
adopt Block2 which is shown in Fig. 4b. The definition of 
the attention-enhanced fusion result J2 is indicated in Eq.(4):

By adding J2 to J1 , we obtain the multi-level fusion feature J 
in MFF stream. We input the obtained J into HCGA module 
and TEA module. The spatiotemporal attention enhanced 
feature in MFF is expressed as FMFF . HCGAMFF(⋅) and 
TEAMFF(⋅) are HCGA function and TEA function in MFF 
stream. The formula to get FMFF is expressed in Eq. (5):

Then, average segment consensus is performed on 
Fi
MFF

=

{

F1
MFF

,F2
MFF

,… ,F
TMFF

MFF

}

 ,  i ∈ {1, 2,… , TMFF} , 
Fi
MFF

∈ R1×C� to get video-level prediction over the whole 
video. In MFF stream, the number of segments in RGB 
frame sequences is TMFF which is the same as that in optical 
flow frame sequences. The feature FLMFF ∈ R1×C� in MFF 
stream which is obtained after segment consensus is calcu-
lated in the following formula:

(3)

Ji
1
= G

(

ReLU
(

Conv
(

Fi
INCA

+ Fi
INCM

)))

i ∈ {1, 2, 3}

J1 =

3
∑

i=1

Ji
1

(4)
J2 = Conv

(

ReLU
(

Conv
(

F4
INCA

+ F4
INCM

))

+ F4
INCA

)

+ F4
INCM

(5)FMFF = HCGAMFF(J) + TEAMFF(J)

After getting FLMFF in the fusion stream, we input it into the 
linear classification layer to get the classification score SMFF.

3.1.3 � Score fusion

The scores SA , SM and SMFF are obtained in the three streams 
and a weighted fusion method is used to fuse these scores. 
Weights of the three streams are defined as �A , �M and �MFF 
separately. SLast is the final prediction of our ST-AEFFNet 
and the formula is in Eq. (7).

3.2 � Original spatial context guided attention 
module

Generally, the original input contains a large number of 
details, which have messy backgrounds and fuzzy seman-
tics. Applying this detailed information without processing 
cannot provide appropriate guidance to the following net-
work. Most of the models send original features into the 
convolutional filters without processing so that the detailed 
information in the original input cannot be used effectively. 
In the OSCGA module, we use the spatial relationship of 
different location features to generate spatial attention maps. 
The generated spatial attention map is focused on where 
the informative part is. Inspired by the popular squeeze-
excitation (SE) network [11], we enhance the original fea-
tures by summarizing the same features from all locations. 
Firstly, we apply the average pooling and maximum pool-
ing to generate an efficient feature descriptor. Secondly, we 
construct a context modeling function which aggregates the 
features of all locations to form a global context feature. 
The purpose of the above two functions is to enhance the 
features of query locations by aggregating information from 
other locations. Finally, the above two feature descriptors are 
merged into features at all positions in the space to get the 
attention maps. By getting where the informative part is with 
the attention map, the following feature extraction network 
can be guided to extract useful information. Therefore, the 
OSCGA module is designed to model the spatial context 
information and guide the following network. The illustra-
tion of OSCGA is in Fig. 5.

In the OSCGA module, we do not consider the pro-
cessing on the temporal dimension T and only operate on 
the features with the size of C × H ×W  . C is the channel 
dimension. H and W are numbers of pixels in the height 
and width of the original input. By modeling the infor-
mation of original input and processing the cluttered 

(6)FLMFF =
1

TMFF

TMFF
∑

i=1

Fi
MFF

(7)SLast = �A × SA + �M × SM + �MFF × SMFF
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backgrounds and fuzzy context information, representative 
information is obtained along channels. These represen-
tations are used as weights to evaluate the importance of 
every channel and guide the following network. The origi-
nal input is expressed as O ∈ RC×H×W , and O1 ∈ RC×H×W , 
O2 ∈ RC×H×W , O3 ∈ RC×H×W are three same inputs copied 
from O. Here two types of feature compression processing 
are adopted to squeeze the spatial information into channel 
descriptors.

One adopted processing is to transform every two-
dimensional feature into a channel descriptor by combin-
ing the results of global average pooling and global maxi-
mum pooling. Pavg ∈ RC×1×1 and Pmax ∈ RC×1×1 are the two 
generated descriptors obtained by global average pooling 
and global maximum pooling separately. The formula of 
A ∈ RC×1×1 is as below:

The other processing is to model the spatial context by the 
simplified non-local function which is proposed in [33]. 
With the non-local function, we can model the spatial con-
text and extract effective information. Here O2 is the original 
input. We perform the 1 × 1 convolutional operation Conv(⋅) 
on O2 ∈ RC×H×W and input the convolutional result into soft-
max activation function softmax(⋅) to obtain a vector with the 
size of R1×HW . HW is to multiply H and W. Then the vector 
is reshaped to B2 ∈ RHW×1 . Here, we describe the calculation 
of the parameters for each subsequent position in details. 
Our update formula can be expressed in Eq. (9). The inter-
relationships are established between every location in O2 . 
The superscript i is the index of the position that needs to be 
processed in the feature map and Bi

2
 is the output value at i 

position obtained after the function. j is the index of position 
that enumerates all the possible positions and Oj

2
 is the value 

of j position in O2 . �k and �v are the linear transformation 
matrices. N is the number of positions in the feature map.

(8)A = Pavg + Pmax

Then we aggregate the values of all locations to form a chan-
nel descriptor by simplified non-local function. B1 ∈ RC×HW 
is the vector reshaped from O2 . Next we multiply B1 and 
B2 to achieve a vector with the size of RC×1 and reshape it 
to B ∈ RC×1×1 . The features obtained by these two meth-
ods respond to the channels. S ∈ RC×1×1 is the fusion result, 
which is obtained by combining A with B. Finally we add S 
to O3 ∈ RC×H×W and get new vector U ∈ RC×H×W as the input 
of following network.

OSCGAA(⋅) is the OSCGA function of RGB appear-
ance stream in Eq. (1). In OSCGA module, it takes original 
input XA as input O of OSCGA, and output U corresponds 
to OSCGAA(XA) . OSCGAM(⋅) is the OSCGA function of 
optical flow motion stream in Eq. (1). It uses original input 
XM as input O of OSCGA, and output U corresponds to 
OSCGAM(XM).

According to the automatically acquired importance 
of each channel, useful features are enhanced, and others 
are suppressed for the current task. Then the output of the 
OSCGA module is sent into InceptionV3 backbone for 
depth feature extraction, and we obtain high-level features 
with rich semantic information. Next, we will introduce the 
HCGA module, which can handle high-level characteristics.

3.3 � High‑level channel grouped attention module

In this section, we process the high-level features obtained by 
the InceptionV3 backbone. High-level features are extracted 
and generated along the channels in the convolutional neural 
networks, and they have rich semantic information. Modeling 
the interrelationships of channel features that are obtained by 
aggregating high-level spatial features is an efficient way to 

(9)

B2 = softmax(Conv(O2))

Bi
2
= �v

N
�

j=i

exp
�

�kO
j

2

�

∑N

h=1
exp

�

�kO
h
2

�
O

j

2

Fig. 5   Illustration of OSCGA 
module. It utilizes global pool-
ing modeling and simplified 
non-local modeling to achieve 
original input channel descrip-
tors. The results of OSCGA 
module are input into the fol-
lowing network as guidance
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improve the network with less computation. In the features 
obtained by the InceptionV3 backbone, different channels are 
sensitive to different spatial semantic information and provide 
diverse important information. Therefore, we have to design 
an effective channel enhancement function. With the devel-
opment of CNNs, grouped methods such as grouped convo-
lutions are designed to fuse and process features along the 
channel dimension. The illustration of the HCGA module is 
in Fig. 6.

To establish the connection between channels in the HCGA 
module, we operate on the grouped channels and global groups 
in order. Within each group, we use the 1 × 1 convolutional 
operation. We can obtain the fused channel features which 
are the representations of each group. To get global channels 
modeling, we need to establish the interrelationships between 
groups. The results of channel modeling are used as atten-
tion weights to enhance the important channels and suppress 
the influence of unimportant channels on the final evaluation 
results.

Firstly, these spatial features with rich semantic informa-
tion are extracted by InceptionV3 backbone. After extracting 
features in RGB appearance stream and optical flow motion 
stream, feature maps with the size of T × C × 1 × 1 are 
achieved after global pooling. T is the number of segments and 
C is the channel dimension. Because of not considering tem-
poral processing, HCGA module is performed on the aggre-
gated spatial feature E ∈ RC×1×1 . And the extracted feature E 
is divided into G groups along channels. These groups are rep-
resented as E =

{

E1,E2,… ,EG

}

 . We achieve the enhanced 
features by aggregating the features in every group. Conv(⋅) is 
a 1 × 1 convolutional operation to fuse the channel informa-
tion to a vector which represents the corresponding group. 
Q ∈ RG×1×1 reflects the fused representation of all channels 
in each group. � is a sigmoid function gate. The formula of Q 
is in Eq. (10).

(10)Q = �(Conv(E))

Then we adjust the shape of Q to get Q1 ∈ RG×1 and 
Q2 ∈ R1×G . H ∈ RG×G with two dimensions is achieved by 
multiplying Q1 and Q2 and it represents the relationships 
between every two groups. This method enables us to estab-
lish relationships between all the groups. We use ReLU(⋅) as 
the activation function. The formula to obtain H is presented 
in Eq. (11):

Then the convolutional operation is used to reshape the 
grouped channel feature which is obtained by multiplying 
H and Q. F ∈ RC×1×1 is the feature after a 1 × 1 convolutional 
operation Conv(⋅) . The formula is presented in Eq. (12):

Finally, we obtain F and treat them as attention weights. We 
multiply E and F to get the output of HCGA module which 
is expressed as I.

HCGAA(⋅) is HCGA function of RGB appearance stream 
in Eq. (1). In HCGA module, it takes output F4

INCA
 which is 

the last layer output of InceptionV3 as input E, and output I 
corresponds to HCGAA(F

4
INCA

) . HCGAM(⋅) is HCGA func-
tion of optical flow motion stream in Eq. (1). It uses the last 
layer output of InceptionV3 F4

INCM
 as input E, and output 

I corresponds to HCGAM(F
4
INCM

) . HCGAMFF(⋅) is HCGA 
function of MFF stream in Eq. (5). It uses the multi-level 
fusion feature J as input E of HCGA, and output I corre-
sponds to HCGAMFF(J).

We enhance features by the HCGA module and obtain 
useful high-level semantic features. Next, we will introduce 
the TEA module for segment consensus.

3.4 � Temporal enhanced attention module 
and segment consensus

Features have been extracted and enhanced in the net-
work by the OSCGA module and HCGA module to get 

(11)H = ReLU(Q1 × Q2)

(12)F = Conv(H ⋅ Q)

Fig. 6   Illustration of pro-
posed HCGA module. In the 
green dotted box, channels are 
divided into several groups 
and the channel feature fusion 
is performed in every group. 
Then the relationships between 
the groups are established, and 
the weights of each channel are 
obtained by this module
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sufficient and effective spatial semantic features. The next 
step is how to make full use of the features from different 
segments and promote the effect of segment consensus. 
In the segments we divide, frames in different temporal 
periods have different contributions to the classification. 
Consensus function is an important part of our network. 
The consensus function should have excellent modeling 
ability to aggregate the features of segments to get the final 
prediction over the whole video effectively. We optimize 
the entire network by using the differences between long-
range segments.

Methods such as RNN and LSTM have been applied to 
action recognition tasks successfully. These methods can 
model the temporal information of the frame sequences. 
Through these temporal modeling methods, the obtained 
features can effectively represent the spatiotemporal vari-
ation of temporal series. However, as the distance between 
RNN increases, there is an issue that the gradient disap-
pears and long-term temporal information cannot be 
learned. To overcome this problem, the LSTM model is 
proposed. Though LSTM has a memory door, it cannot 
completely remember all the past information. Compared 
with these previous methods, temporal convolutional 
network (TCN) [34] can retain long-range memory and 
minimize temporal information loss more realistically. At 
the same time, the TCN model is simpler than LSTM. 
Therefore, TCN is utilized in temporal modeling.

Here, the TEA module is designed as the function to 
operate on the ordered frame sequences. It is an adaptive 
weighted method based on the TCN model. In this module, 
we adaptively assign attention weights to each frame. In 
the process of training, the temporal relationships are built 
by the attention module. The attention mechanism can 
highlight important frames, and the segment consensus is 
enhanced by the TEA module. The structures of the TEA 
module and segment consensus are illustrated in Fig. 7. 
We reshape the feature extracted by InceptionV3 back-
bone after global pooling which has the shape of RT×C×1×1 
to X ∈ RT×C×1 . X is used as the input of the TEA module. 
TCN(⋅) can effectively model the temporal information, 

and the outputs of TCN are used as weights to evaluate 
the importance of each frame. By highlighting important 
frames in segment consensus, we can get better predic-
tions in a single stream. The formula for calculating the 
temporal features Y ∈ RT×C×1 is as follows. We use ReLU(⋅) 
as the activation function.

After getting the attention weights, we add these values to 
the feature I� ∈ RT×C×1 . I′ is reshaped from the output I of 
the HCGA module in Sect. 3.3. Then average segment con-
sensus AVG(⋅) is used on the selected frames. Important seg-
ments are given higher weights by temporal attention mod-
ule, which makes them play a crucial role in the segment 
consensus. In this way we can obtain the consensus feature 
representation L ∈ R1×C×1 . The formula is in Eq. (14):

In RGB appearance stream, TEAA(⋅) is the TEA function in 
Eq. (1). It takes output F4

INCA
 which is the last layer output 

of the InceptionV3 as input X, and output Y corresponds to 
TEAA(F

4
INCA

) . The result HCGAA(F
4
INCA

) is reshaped as I′ . 
The features Z and L correspond to FA and FLA , respectively. 
In optical flow motion stream, TEAM(⋅) is the TEA function 
in Eq. (1). It uses the last layer output of InceptionV3 as 
input X of TEA, and output Y corresponds to TEAM(F

4
INCM

) . 
The result HCGAM(F

4
INCM

) is reshaped as I′ . The features 
Z and L correspond to FM and FLM , respectively. In MFF 
stream, TEAMFF(⋅) is the TEA function in Eq. (5). It uses 
the multi-level fusion feature J as input X of TEA, and out-
put Y corresponds to HCGAMFF(J) . The features Z and L 
correspond to FMFF and FLMFF , respectively. The specific 
formulas of AVG(⋅) in three different streams are shown in 
Eqs. (2) and (6).

Then we use linear classification function to calculate 
the category score for the obtained consensus feature L, and 
get the score of the corresponding category in each stream. 
Finally, a weighted fusion method fuses scores of the three 
streams in Eq. (7).

(13)Y = ReLU(X ⋅ TCN(X))

(14)L = AVG
(

Y + I�
)

Fig. 7   Illustration of the 
proposed TEA module and 
segment consensus. Temporal 
series information is modeled 
by TCN and the importance 
of each frame is evaluated to 
enhance the role of effective 
frames in segment consensus
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4 � Experiments

To evaluate our proposed methods, experiments are per-
formed on two publicly available human action datasets: 
UCF101 dataset and HMDB51 dataset. Firstly, we briefly 
introduce the datasets employed in the experiments. Next, 
the implementation details are described, and a series of 
ablation experiments are performed on the UCF101 dataset 
to explore the effects of the spatiotemporal attention mod-
ules we proposed. Furthermore, the validity of our features 
fusion stream with different blocks is tested, and a lot of 
experiments based on score fusions of different patterns are 
performed. Finally, our model is compared with state-of-the-
art methods to discuss and analyze the experiment results for 
action recognition.

4.1 � Datasets

4.1.1 � UCF101 dataset

It is an action recognition dataset containing 13,320 video 
clips and 101 categories of actions. Each video contains one 
action. It has 101 types of actions, each of which is per-
formed by 25 people and everyone performs 4–7 groups sep-
arately. The categories of actions are mainly human–object 
interaction, human–human interaction, physical movements, 
playing instruments and doing sports.

4.1.2 � HMDB51 dataset

The videos in this dataset are selected from movies, public 
databases and video libraries such as YouTube. It contains 
51 action categories with 6849 video sequences. HMDB51 
dataset is challenging because it has different scales, dif-
ferent view angles, multiple activities, as well as complex 
backgrounds.

4.2 � Implementation details

Firstly, our network processes appearance features and 
motion features. We use RGB frames extracted by OpenCV 
in the appearance stream. To get motion representation, we 
use two different models: TV-L1 model and TVNet model. 
Meanwhile, the MFF stream is proposed to train the appear-
ance frames and the motion frames together to complement 
features.

In the RGB appearance stream and optical flow motion 
stream, to handle the long-term temporal information, the 
single video is divided into seven segments. In the RGB 
appearance stream, we randomly select frames from each 
segment to form frame sequences that can describe the whole 

video. In the optical flow motion stream, we select stacked 
optical flow frames from each segment to describe continu-
ous action information. We clip the images of the dataset 
with a scale of 350 × 240 to a uniform size of 299 × 299 . 
Our network is trained and tested on the UCF101 dataset 
and HMDB51 dataset. We report the Top-1 accuracies on 
the test dataset. We load the weights of the InceptionV3 
backbone, which are pre-trained on ImageNet. On both the 
UCF101 dataset and HMDB51 dataset, the learning rate is 
0.01 at the beginning. The learning rate decreases by 10 
times every 30 rounds in the appearance stream, and in the 
motion stream, it decreases by 10 times every 120 rounds. 
The training in the appearance stream stops at 120 rounds 
and in the motion stream stops at 400 rounds. Our network 
is trained through Stochastic Gradient Descent (SGD) [35] 
with the momentum of 0.9. The dropout radio is set to 0.8, 
and the batch size is set to 24. In the branch of the MFF 
stream, to balance the computation and effect, the video is 
divided into 3 segments. The backbone weights which are 
obtained by appearance stream and motion stream are loaded 
as the pre-trained weights of the InceptionV3 backbone in 
the MFF stream. The learning rate is 0.01 at the beginning. 
It decreases by 10 times every 50 rounds, and the training 
stops at 200 rounds. We set the dropout radio to 0.8 and 
batch size to 48.

A weighted fusion method is used to fuse the scores of 
three streams. We tried different weights to get the best 
results and finally set the weights of appearance stream, 
motion stream and MFF stream to 1:0.5:0.5. Our studies are 
implemented with PyTorch [36]. All the model evaluation 
experiments are performed on four NVIDIA GTX1080Ti 
cards.

4.3 � Ablation experiments

In ablation experiments, we will conduct the following stud-
ies on the UCF101 dataset. Firstly, we verify the validity of 
the three spatiotemporal attention modules in the two-stream 
network of RGB appearance stream and optical flow motion 
stream. Secondly, we analyze the experiments on the MFF 
stream, in which Block1 and Block2 are discussed to verify 
the effectiveness of the features fusion stream.

4.3.1 � Spatiotemporal attention modules

Considering the period of ablation experiments on the three 
splits of the UCF101 dataset, we refer to the advanced meth-
ods such as TSN [10] and I3D [20] to conduct the ablation 
experiments on the split1. This method is proved to be rep-
resentative and credible. More detailed experiments on these 
three attention modules are performed.

In Table 1, we can see that the three spatiotemporal 
attention modules have improved the accuracy in different 
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streams of the traditional two-stream network. When each 
module is used independently in the network, the prediction 
accuracy can be improved. By the combination of the three 
modules, it achieves a 1.41% improvement in appearance 
stream and a 1.16% improvement in motion stream com-
pared with the original model. As shown in the table, the 
OSCGA module slightly improves accuracy. It indicates that 
although original data contains a lot of noise, it can provide 
useful guidance for the following network by processing 
spatial context. Then, the HCGA module, which is added 
to the original model for efficient aggregation of high-level 
spatial features, improves the network more effectively. It 
indicates that the HCGA module can improve the represen-
tation of semantic information efficiently. The TEA module 
enhances the RGB appearance stream and the optical flow 
motion stream. It shows that temporal information is vital for 
RGB video action recognition and classification.

While using two or three attention modules, we find that 
the effect of the combination is not necessarily positive. The 
improvement from combining modules maybe not as good as 
expected. Some combinations have a smaller improvement 
on the model, and some are even lower than using a single 
module. For example, in the RGB stream, the accuracy of 
using OSCGA is 87.77% and using TEA is 87.85%, while 
the accuracy of combining OSCGA and TEA is 87.91%. 
There is only little improvement after the combination. But 
compared to the original model which does not use the atten-
tion mechanism, the accuracy has been improved. We ana-
lyze and explain the reasons for this phenomenon.

Firstly, the three different attention modules may focus on 
the same important features, which means that these mod-
ules are valid for the same category and video objects. In 
Fig. 8, we list different categories including ApplyEyeM-
akeup, ApplyLipstick, BoxingPunchingBag, TaiChi, Ten-
nisSwing, PullUps, PlayingViolin, PommelHorse, Rafting, 
Mixing. The following conclusions can be drawn from the 

figure. In categories such as ApplyLipstick, PlayingViolin, 
Rafting, etc., all the three attention modules can reduce the 
error rate. When the three modules are combined, we can 
achieve a lower error rate. It shows that the three modules 
can improve the classification effect and they focus on the 
same category, which may cause the improvement of com-
bining three modules not as good as expected. Meanwhile, in 
some categories such as TiChi, the HCGA module improves 
recognition better. After the combination of three attention 
modules, the recognition error rate is slightly increased com-
pared to using the HCGA module alone. For the Apply-
EyeMakeup category, HCGA and TEA modules effectively 
reduce the error rate, the OSCGA module increases the error 
rate. In such cases, the effect of the combination is reduced. 
But the error rate of combining three modules is still lower 
than that of the original model. It shows that although the 
recognition ability of some categories after combining 
attention modules maybe not good enough as expected, our 
model can further improve the recognition effect generally.

Secondly, different combination strategies of the modules 
are crucial. For example, in the CBAM [27] method, the best 
combination strategy is obtained by comparing sequential 
combination and parallel combination, and the accuracy is 
further improved. In our paper, OSCGA is to aggregate the 
original spatial information and should be placed in the low 
layer of the network. HCGA is used for the global response 
to high-level channel features to strengthen important 
semantic features, and it should be placed after InceptionV3. 
Meanwhile, researches such as S3D [23] have found that the 
processing of temporal features is generally more effective at 
high levels. Therefore, the TEA module is also placed after 
InceptionV3. We strive to achieve positive results through a 
great combination strategy.

Since both HCGA and TEA are placed on the high level 
of the network, we verify that our strategy that combines 
HCGA and TEA modules in parallel is effective by experi-
ments. We conduct experiments on split1 of UCF101. In 
Table 2, we find that if the HCGA and TEA modules are 
combined in sequence, compared to models that without 

Table 1   Top-1 accuracies on split1 of UCF101 dataset show the 
influence of OSCGA (O), HCGA (H) and TEA (T) modules on RGB 
appearance stream (RGB) and optical flow motion stream (optical 
flow)

RGB Optical flow
Recognition accu-
racy (%)

Recognition 
accuracy (%)

Original model 87.32 87.12
Our model (O) 87.77 87.31
Our model (H) 88.21 87.86
Our model (T) 87.85 87.47
Our model (O + H) 87.54 87.52
Our model (O + T) 87.91 88.19
Our model (H + T) 88.05 87.63
Our model (O + H + T) 88.73 88.28

Table 2   Top-1 accuracies on split1 of UCF101 dataset show the 
influence of combination strategies on HCGA (H) and TEA (T) 
modules on RGB appearance stream (RGB) and optical flow motion 
stream (optical flow)

H + T is combined HCGA and TEA in parallel

Description RGB Optical flow
Recognition accu-
racy (%)

Recognition 
accuracy (%)

Original model 87.32 87.12
Our model (H&T in order) 87.50 87.52
Our model (T&H in order) 87.71 87.18
Our model (H + T) 88.05 87.63
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two attention modules, there is a little improvement. How-
ever, when the parallel combination is applied, the accu-
racy of the entire model is greatly improved (88.05% vs. 
87.32% in RGB appearance stream). It shows that enhanc-
ing spatial information and temporal information at the 
same time can improve the expressiveness of high-level 
features.

In the previous experiments, we have verified the effec-
tiveness of the HCGA module. By using the HCGA module, 
we achieve higher accuracies. Next, we discuss the influence 
of group numbers in the HCGA module. Different numbers 
of groups are tested in the two-stream network with three 
spatiotemporal modules to find out which achieves better 
results. As shown in Table 3, we find that the best accuracy 
is obtained when the number of groups is 4. As the number 
of groups increases, the recognition effect continues to dete-
riorate. Because when the number of groups increases, local 
features are enhanced in a small local area, which makes the 
difference between local features increase. When the number 
of groups is 4, the coordination between the ability to mine 
local features and the enhancement of different effective 
local features is optimal.

For qualitative analysis on three spatiotemporal attention 
modules, referring to CBAM [27], Grad-CAM is applied to 
our networks on the UCF101 dataset. Grad-CAM is a visu-
alization method that uses gradients to calculate the impor-
tance of different spatial locations in convolutional layers. 
The Grad-CAM results can clearly show the important areas 
obtained by the network. By observing areas that the net-
work considers are important for prediction, we try to study 
the ability of our designed attention modules on extracting 
features. In Fig. 9, we compared the visualization results of 
our attention integrated model (InceptionV3 + OSCGA + 
HCGA + TEA) to that of the original network (InceptionV3) 
in RGB stream. In the figure, we can see that the Grad-CAM 
masks of attention integrated network can cover the target 
object areas. It shows that the designed attention modules 
can use the information in essential areas and aggregate fea-
tures from these areas.

4.3.2 � Multi‑level features fusion stream

In the MFF stream, features from different levels are com-
bined to complement the original two-stream network. 
Block1 and Block2 are used to fuse the features. These 
two blocks have different functions, and we then verify the 
effectiveness of these two blocks. The results of the ablation 
experiments on the MFF stream are in the Table 4. After 
using Block1 in four layers, it has only a 0.15% improve-
ment compared to the original method of adding the features 
up. But such an improvement is not enough. Considering 
the rapid attenuation of optical flow characteristics during 
training, we designed Block2. However, the effect of using 
Block2 on the four layers is not ideal. The above two experi-
mental results show that these fusion methods ignore the 

Fig. 8   Illustration of classification error rates. O stands for the 
OSCGA module, H stands for the HCGA module, and T stands for 
the TEA module. The light blue bars represent the recognition error 
rates in categories obtained by the network without using three atten-
tion modules. The orange bars represent the recognition error rates 
achieved by the network using all the three attention modules. The 

grey bars indicate the recognition error rate using only OSCGA mod-
ules. The yellow bars indicate the recognition error rates using only 
the HCGA module, and the dark blue bars represent using only the 
TEA module. These categories are ApplyEyeMakeup, ApplyLipstick, 
BoxingPunchingBag, TaiChi, TennisSwing, PullUps, PlayingViolin, 
PommelHorse, Rafting, Mixing

Table 3   Top-1 accuracies 
on UCF101 dataset show the 
influence of group numbers 
(N) in two-stream network with 
OSCGA (O) module, HCGA 
(H) module and TEA (T) 
module

N Two-stream accu-
racy (%) (O+H+T)

1 94.87
4 95.01
8 94.90
16 94.71
32 94.90
64 94.50
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difference in features between different levels, and there is 
a lot of interference information such as texture informa-
tion in the shallower three layers. By using Block1 in the 
shallower high levels and adding the last-level features, the 
fusion stream gets 92.45% accuracy. It shows that the three 
high levels provide useful auxiliary judgment information, 
and at the same time, it has less interference with the final 
classification result. While only using one Block2 to fuse 
the features of the last layer, the accuracy reaches 92.77%, 
which shows that it is better to use Block2 for the features 
fusion of the last layer. Therefore, the shallower three lay-
ers extract auxiliary information by Block1, and the last-
layer features obtained by the InceptionV3 backbone are 
fused with Block2 to get more significant effects. By using 
Block1 and Block2 together, better improvement is achieved 

(93.27%). In the process of fusion, the semantic information 
of features is enriched in the MFF stream. The visualiza-
tion comparisons in RGB stream and our MFF stream are 
showed in Fig. 10. As can be seen in the figure, although 
the individual RGB streams can focus on important objects 
for recognition, the focused area is scattered. In the MFF 
stream, due to the fusion with optical flow motion charac-
teristics, the focused area of network is more concentrated. 
For example, in the process of jumping the balance beam, 
the MFF network believes that the balance beam is a more 
important feature for recognition. This shows that using the 
MFF stream is effective to supplement the original stream.

4.4 � Results of score fusion

In this section, we explore the impacts of different combina-
tions of appearance stream and motion stream. The results in 
Table 5 show that the multi-stream network is more efficient 
than the single stream network. By fusing scores from differ-
ent streams, the network can make a better judgment. There-
fore, we compare the combinations of RGB stream, optical 
flow stream, optical-flow-like stream, and MFF stream.

In the two-stream network, RGB frames are used to 
express appearance information in the appearance stream. To 
express motion information, two different motion representa-
tions are used. One is an optical flow pattern extracted by 
TV-L1, and the other is an optical-flow-like pattern extracted 
by TVNet [37]. With the same number of segments divided, 
the prediction result of a single optical flow motion stream 

Fig. 9   Grad-CAM masks of 
the target object areas in RGB 
stream. The pictures in the 
first line are the original RGB 
images, the pictures in the 
second line are images with the 
Grad-CAM masks obtained by 
the original RGB stream, and 
the third line is images with the 
Grad-CAM masks obtained by 
the RGB stream with the atten-
tion modules

Table 4   Top-1 accuracies on UCF101 dataset show the influences of 
Block1 and Block2 in MFF stream

Models UCF101
Video accuracy (%)

Basic fusion stream 91.58
Basic fusion stream (with 4 Block1) 91.73
Basic fusion stream (with 4 Block2) 90.71
Basic fusion stream (with 3 Block1) 92.45
Basic fusion stream (with 1 Block2) 92.77
Basic fusion stream (with 3 Block1 and 1 

Block2)
93.27
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is better than that of an optical-flow-like motion stream. 
The accuracy of the two-stream network with the optical 
flow motion pattern is nearly 1% higher than that with an 
optical-flow-like motion pattern. Therefore, in the basic 
two-stream network, we still use optical flow as the motion 
representation.

Based on the two-stream network with RGB pattern and 
optical flow pattern, the MFF stream and TVNet optical-
flow-like motion stream are taken into account to supply 
more effective features. We perform experiments to find out 
which approach is more effective. In the table, we can see 
that both of the two streams have a little improvement. The 
three-stream network using TVNet optical-flow-like motion 

pattern is 0.1% higher than the two-stream network. And in 
the three-stream network with the MFF stream, the improve-
ment is 0.2%. The optical-flow-like features extracted by 
TVNet do not perform well in two-stream and three-stream 
networks, while traditional optical flow performs well. This 
shows that the traditional optical flow is still superior in 
action recognition tasks and can represent motion features. 
At the same time, although the MFF stream can extract RGB 
appearance features and optical flow motion features at the 
same time, the result still cannot exceed the two-stream 
architecture. It shows that the separate RGB stream and 
optical flow stream can extract more targeted appearance 

Fig. 10   Grad-CAM masks of 
the target object areas in the 
RGB appearance stream and 
MFF stream. The first line is 
the original RGB images, the 
second line is the images with 
the Grad-CAM masks in the 
appearance stream. The third 
line is the images with the 
Grad-CAM masks in the MFF 
stream. It shows that the net-
work of the MFF stream focuses 
on the important areas better

Table 5   Top-1 accuracies on UCF101 dataset show the result of 
single stream and fusion results of different combinations of RGB 
stream (RGB), optical flow stream (Optical flow), optical-flow-like 
pattern stream (TVNet) and MFF stream (MFF)

Streams UCF101
Video accuracy (%)

RGB 88.01
Optical flow 89.90
TVNet 86.15
MFF 93.27
RGB + Optical flow 95.01
RGB + TVNet 94.06
RGB + Optical flow + TVNet 95.10
RGB + Optical flow + MFF 95.20

Table 6   Results of different weights of RGB appearance stream, 
optical flow motion stream and MFF stream (Three-stream) in the 
weighted fusion method (weighted)

Bold value indicates the best score of the weighted fusion method

Models UCF101
Video accuracy (%)

Three-stream + weighted (0.5:0.5:1) 93.73
Three-stream + weighted (0.5:1:0.5) 94.24
Three-stream + weighted (0.5:1:1) 93.61
Three-stream + weighted (1:0.5:0.5) 95.20
Three-stream + weighted (1:0.5:1) 94.71
Three-stream + weighted (1:1:0.5) 95.01
Three-stream + weighted (1:1:1) 94.78
Our model 95.20
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features and motion features, so they cannot be discarded. 
The features extracted by the MFF stream contain additional 
information to supplement the original two streams.

In Table 6, the score fusions of different streams with 
different ratios are tried. RGB appearance stream, optical 
flow motion stream and MFF stream are chosen for score 
fusion because of the good fusion performance. The three-
stream network includes spatiotemporal attention modules: 
OSCGA, HCGA and TEA. The highest precision is achieved 
in the weighted fusion method. In the score fusion, differ-
ent streams have different importance degrees for predic-
tions. Each stream is given a weight of 0.5 or 1 for fusion. 
When the ratio of RGB stream, optical flow stream and MFF 
stream is 1:0.5:0.5, the best fusion result is achieved in our 
experiment. This shows that the RGB features are the most 
important in the three-stream network. RGB features provide 
rich color information and detailed information. The optical 
flow stream and fusion stream can provide important motion 
and supplementary information.

4.5 � State‑of‑the‑art comparisons

First, we analyzed the statistics of ST-AEFFNet to evaluate 
the complexity of the model and compared it with other typi-
cal methods. Second, ST-AEFFNet can effectively improve 
the accuracies of action recognition and we compare this 
network with state-of-the-art methods.

4.5.1 � Computational complexity

The comprehensive statistics such as corresponding FLOPs, 
run times, the number of network parameters and the clas-
sification results are important criteria for evaluating the 
model.

In Table 7, 3D-CNNs or the mixup of 2D and 3D CNNs 
such as C3D, S3D-G and I3D have excellent performance for 
action recognition in recent years. Due to the high computa-
tional cost of these networks, the FLOPs of these methods 
is usually higher than other methods, but their parameter 
amounts are relatively low. Compared to the 3D-CNNs, the 

algorithmic complexity of our ST-AEFFNet is lower. At 
the same time, it has achieved better performance in accu-
racy improvements. Among all the existing methods, the 
most typical one is TSN and its FLOPs is 33G. Compared 
to TSN, the proposed ST-AEFFNet uses the InceptionV3 
backbone, which increases the algorithmic complexity, but 
its performance has been improved. Compared to R-STAN 
which also uses attention mechanisms to get useful features, 
ST-AEFFNet with the spatiotemporal attention mechanism 
has higher Flops and more parameters, but it improves the 
accuracy (88.01% vs. 86.62%).

4.5.2 � Accuracy comparison

On the UCF101 dataset and HMDB51 dataset, we compare 
our network to state-of-the-art methods. By comparing 
these different methods, the effects of our model are shown 
more comprehensively. Our model is compared to manual 
feature-based methods, deep learning-based methods and 
attention mechanism-based methods. In our comparisons, 
spatiotemporal attention enhanced network (ST-AENet) 
represents original two-stream architecture with OSCGA, 
HCGA and TEA spatiotemporal modules. Our whole net-
work ST-AEFFNet represents three-stream architecture 
with MFF stream and OSCGA, HCGA, TEA spatiotempo-
ral modules. On the UCF101 dataset, ST-AENet achieves 
95.0% and ST-AEFFNet improves the accuracy to 95.2%. 
The results of the UCF101 dataset are shown in Table 8. On 
the HMDB51 dataset, ST-AENet and ST-AEFFNet achieve 
71.3% and 71.9% accuracy, respectively. The results on the 
HMDB51 dataset are in Table 9.

In recent years, some manual feature-based methods are 
still competitive. Compared to traditional methods such as 
IDT and MIFS, ST-AEFFNet has a significant advantage 
on the UCF101 dataset and HMDB51 dataset due to the 
diversity of data. Meanwhile, it is found that although the 
deep learning networks are very useful, they may still fail to 
pay attention to the most representative features for recogni-
tion during the process of feature extraction. By combining 
spatiotemporal attention modules on different levels, it can 

Table 7   The comprehensive 
statistics comparisons with 
the classic models in RGB 
appearance stream, including 
corresponding FLOPs, run 
times, the number of network 
parameters and the classification 
results in RGB stream

Methods Frames Backbone GFLOPs Params (M) Speed (fps) UCF101 
accuracy 
(%)

C3D-RGB [19] 16 – 38.5 – 20 85.2
Res3D-RGB [38] 12 – 19.3 – 106 85.8
TSN-RGB [23] 8 BNInception 33 24.3 14 86.4
I3D-RGB [20] 64 Inception 107.9 12.1 <14 84.5
R-STAN-RGB [39] 12 ResNet152 11.4 – 14 86.62
S3D-G [23] 64 Inception 71.4 11.56 – –
ST-AEFFNet-RGB 8 InceptionV3 43.3 30.3 10 88.01
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make the network focus on important areas. Many studies 
introduce various attention mechanisms to optimize features. 
These networks such as STRN and STACNet have intro-
duced the spatiotemporal attention mechanism to improve 
the network. Compared to these models, our accuracy is 
improved, which shows the effectiveness of spatiotemporal 
attention modules with different functions.

5 � Conclusion

Based on the two-stream network, a novel three-stream 
network architecture ST-AEFFNet with spatiotemporal 
attention mechanism enhanced and the MFF stream com-
plemented is proposed. RGB appearance features and opti-
cal flow motion features are used in our network. Firstly, 
the MFF stream complements the two-stream network by 
combining different representative multi-level features to 
obtain supplemental information. To achieve better improve-
ment in features fusion method, attention fusion function is 
added in the MFF stream. Secondly, we observe that original 
inputs have detailed information with noise, and features in 
high levels have rich semantic information. Therefore, the 
OSCGA module is designed to utilize the spatial context 
modeling of original inputs and guide the following network. 

Table 8   Comparisons with the state-of-the-art models on the 
UCF101 dataset

We compare our model to manual feature-based methods, deep 
learning-based methods and attention mechanism-based methods. 
Spatiotemporal attention enhanced network (ST-AENet) represents 
original two-stream architecture with OSCGA, HCGA and TEA 
spatiotemporal modules and without MFF stream. The results of ST-
AENet and ST-AEFFNet are listed in the table
Bold values indicate the best scores of our ST-AENet and ST-AEF-
FNet on UCF101 dataset

Models UCF101
Video accuracy (%)

IDT + FV [40] 85.9
IDT + HSV [41] 87.9
MIFS [42] 89.1
Two-stream (SVM) [8] 88.0
Two-stream LSTM [43] 88.6
TDD [44] 90.3
C3D [19] 85.2
TSN (2 modalities) [10] 94.0
ST-ResNet [17] 93.4
Convolutional two-stream [9] 92.5
ST-Pyramid network [45] 94.6
Multiplier [18] 94.2
CO2FI + ASYN [46] 94.3
Hidden two-stream [47] 93.1
STRN [48] 93.2
PBNet [49] 94.9
D-Res-LSTM [50] 92.3
STMN ResNet + IDT [51] 94.5
Key volume mining [52] 93.1
AdaScan + IDT + C3D [53] 93.2
CatNet Two-Stream [54] 93.8
Two-stream TCLSTA [55] 94.0
TS FCAN-comp [56] 92.0
Two-stream TCLSTA [57] 94.0
STAN [58] 93.6
R-STAN [39] 94.5
ST-HConvLSTM [59] 95.0
STACNet [60] 94.3
TFV + LDS [61] 91.6
DDSPP [62] 92.5
ST-AENet 95.0
ST-AEFFNet 95.2

Table 9   Comparisons with the state-of-the-art models on the 
HMDB51 dataset

We compare our model to manual feature-based methods, deep learn-
ing-based methods and attention mechanism-based methods. The 
results of ST-AENet and ST-AEFFNet are listed in the table
Bold values indicate the best scores of our ST-AENet and ST-AEF-
FNet on HMDB51 dataset

Models HMDB51
Video accuracy (%)

IDT [40] 61.7
MIFS [42] 65.4
C3D [19] 51.6
TDD + IDT [44] 65.9
Transformation [63] 62.0
Two-stream fusion [9] 65.4
Two-stream fusion [9]+IDT 69.2
TSN [10] 69.4
ST-ResNet + IDT [17] 70.3
Res3D [38] 54.9
Long-term ConvNets [64] 70.3
ST Multiplier [18] 68.9
CO2FI + ASYN [46] 69.0
STRN [58] 64.9
DMC-Net [65] 61.8
IP TSN [66] 69.1
SemIN (2 modalities) [67] 70.1
Key volume mining [52] 63.3
AdaScan + IDT + C3D [53] 66.9
TS FCAN-comp [56] 66.7
Two-stream TCLSTA [55] 68.7
STACNet [60] 69.14
MFCD-Net [68] 66.9
XDC [69] 67.4
ST-AENet 71.3
ST-AEFFNet 71.9
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HCGA module is used to enhance high-level spatial seman-
tic information by modeling the channel interrelationships. 
Thirdly, we propose a TEA module to improve the effective-
ness of segment consensus by modeling temporal informa-
tion and assigning different weights to different frames. We 
demonstrate the effects of MFF stream and spatiotemporal 
attention modules by performing a variety of experiments 
on the datasets. At the same time, compared with other 
advanced action recognition models, our network has good 
performance on both the UCF101 dataset and the HMDB51 
dataset.
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