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Abstract
Recent works have demonstrated that the convolutional descriptor aggregation can provide state-of-the-art performance for 
image retrieval. In this paper, we propose a multi-center convolutional descriptor aggregation (MCDA) method to produce 
global image representation for image retrieval. We first present a feature map center selection method to eliminate the 
background information in the feature maps. We then propose the channel weighting and spatial weighting schemes based 
on the centers to boost the effect of the features on the object. Finally, the weighted convolutional descriptors are aggregated 
to represent images. Experiments demonstrate that MCDA can produce state-of-the-art retrieval performance, and the gener-
ated activation map is also effective for object localization.

Keywords Multi-center · Descriptor aggregation · Feature map · Feature weighting

1 Introduction

Image retrieval has been evolving rapidly over the last dec-
ade. Many existing methods adopt some low level descrip-
tors, and encode them using bag-of-words (BoW) or some 
others methods. After the seminal work of Krizhevsky [1], 
deep learning has demonstrated the advantages in many 
areas of artificial intelligence [2–5].

Many works have applied pre-trained convolutional neu-
ral networks (CNNs) models to extract generic features for 
image retrieval and obtained excellent performances [5–7]. 
In all these methods, the activations in the convolutional lay-
ers or pooling layers which can capture semantic features are 
used to represent images. Usually there are three steps, first, 
the descriptors are extracted and selected, and second, these 
descriptors are aggregated to represent images. Finally, the 
retrieval results are obtained by calculating the similarities 
between images. In addition, the activation map, which is 

generated by summing the feature maps in the same layer, is 
effective to describe the object region in the image.

Although CNN has been successful applied on image 
retrieval, a few questions still remain unaddressed. First, the 
positions of the top few highest responses in a CNN activa-
tion map usually correspond to different object regions in 
an image, and previous work [6] also demonstrated that the 
positions with the top few highest responses in some feature 
maps also correspond to the object regions. Therefore, it is 
questionable whether it is best to use the responses in the 
feature maps to localize the objects. Second, some methods 
select a few descriptors and then weight and aggregate them 
to represent images; however, the background elements in 
the descriptors are not eliminated. Whether descriptors can 
be better represented by all the responses or some of the 
responses across all the channels is also not clear.

To meet these challenges, we propose a simple way of 
producing image representation via feature map center selec-
tion. The proposed multi-center convolutional descriptor 
aggregation (MCDA) method can localize the object by 
selecting few high responses in each feature map and also 
weight the descriptors based on these responses for image 
representation. Figure 1 demonstrates that MCDA activa-
tion map can localize the object more accurately than CNN 
activation map.

As many previous works, the convolutional descriptors 
are extracted based on pre-trained CNN model. Exten-
sive experiments were conducted on three challenging 
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image retrieval dataset, i.e., Holiday [8], Oxford Paris [9], 
Oxford5K [10] and Oxford 100K [10], and the retrieval 
experiments verify the effectiveness of MCDA. The major 
contributions are summarized as follow.

1. We present an effective method to localize the object. 
Different from most existing methods, which localize the 
object by using few highest responses in the activation 
map, MCDA attempts to localize the object by using few 
highest responses in the feature maps.

2. We present an optimal feature map center selection 
method based on the descriptor dissimilarity among 
the high response positions and the spatial relationship 
among these positions.

3. We present channel weighting and spatial weighting 
schemes based on the selected feature map centers to 
boost the contribution of the object features in image 
representation.

This paper is organized as follows: in Sect. 2 we briefly 
introduce the related work, while in Sect. 3 we present a 
Multi-center Convolutional Descriptor Aggregation method 
to localize the object and represent images. In Sect. 4 we 
present experimental results for visual search and object 
localization, and we conclude this paper in Sect. 5.

2  Related work

Machine learning is developing very fast in recent years. 
Wang [11] studied the relation between generalization and 
uncertainty of classifiers, and some guidelines are also 
given for enhancing the generalization ability of classifiers. 
Wang [12] combined the frequency and segment strategies 
for splitting the nodes with continuous valued attributes in 

decision trees. In addition, active learning is a hot topic in 
machine learning, an ambiguity-based multiclass active 
learning strategy [13] is proposed for informative unlabeled 
samples selection. The diversity of the training bag is usu-
ally neglected in active learning, in the following work [14], 
clustering-based diversity and fuzzy rough set based diver-
sity are proposed for bag selection. These works become 
the theoretical bases of some image classification and image 
retrieval methods.

Most of the traditional image retrieval methods are pro-
posed based on local features, which are used to construct 
histogram. These researches mainly focus on the construc-
tion of descriptor and the integration of different kinds of 
information into BoW framework. Other feature aggregation 
methods such as VLAD [15] and FV [16] can generate com-
pact image representations and have also obtained excellent 
retrieval results.

Deep learning based models have been widely applied 
to almost every computer vision related task. Recent 
studies showed that deep descriptors extracted from pre-
trained deep network can be aggregated and have achieved 
state-of-the-art results in image retrieval. Babenko et al. 
[17] first investigated the use of neural codes in image 
retrieval and a similar work of Razavian et al. [18] intro-
duced a basic pipeline of the aggregation of the responses 
from fully connected layer and convolutional layer for 
image representation. Ng et al. [7] encoded the convolu-
tional features from different layers into a single vector by 
VLAD, and the experiments demonstrated that intermedi-
ate or higher layers can produce better retrieval results, 
compared to the last layer. However, the descriptors were 
aggregated without considering the relationship among 
local responses. Gong et al. [19] extracted CNN activa-
tions for local patches at multiple scale, the activations 
at each level were pooled by VLAD and concatenated to 

Fig. 1  Comparison between CNN activation map and MCDA activation map. CNN activation map highlights the regions of both the Eiffel and 
background, while MCDA activation map can describe the Eiffel more accurately
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represent images. These methods aggregated all the deep 
features without judging the importance of them, while 
some works attempted to highlight the deep features in 
the object region so as to enhance the discrimination of 
image representation.

The objects tend to be located close to the centers of 
images, Babenko et al. [20] presented the SPoC descriptor, 
and the distance between each position and the image center 
was used to compute the Guassian weight for the descriptor 
corresponding to the position. Due to the fact that objects 
can be in any area of an image in reality, activation map is 
used to localize the objects in some works. Wei et al. [6] 
discovered that the higher response a particular position is, 
the more possibility of its corresponding region being part 
of the object in the activation map, and the positions whose 
responses are higher than the mean value are considered as 
the location of the object. Kalantidis et al. [5] applied L2 
normalization and power-scaling to activation map for com-
puting the spatial weights, which can boost the features on 
the object. The large weights were assigned to the positions 
with high responses in the activation map. These researches 
utilized the relationship between responses in activation map 
and object location to assign reasonable weights for all the 
local descriptors.

It has been discovered that the high response positions 
in each feature map may indicate object locations, but can 
also indicate some background locations [6]. Therefore, it 
is difficult to directly localize the object using the feature 
maps. Nevertheless, high responses in feature maps are 
effective for image representation. Maximum response of 
each feature map can effectively encode an image. Tolias 
et al. [21] sampled square regions at different scales, and 
the maximum activations of convolutions (MAC) in these 
regions were then used for image presentation. Radenović 
et al. [22] showed that patches corresponding to the MAC 
vector components have the highest contribution to the pair-
wise image similarity. However, the question how to select 
the positions in feature maps to localize the object was not 
discussed in these papers.

Channel sparsity is an easy and effective way to evaluate 
the importance of each feature map in image representation, 
because channel sparsities are highly correlated for images of 
the same category and less correlated for images of different 
categories. Kalantidis et al. [5] evaluated the channel spar-
sity based on the proportion of zero responses of each feature 
map, however, the difference among non-zeros responses were 
neglected in this way. Channel sparity was obtained through 
retraining the network weights in recent works [23], however, 
this method is hard to be deployed on resource constrained 
devices. Spatial weighting can be used to evaluate the impor-
tant of a position. Boscaini et al. [24] used anisotropic heat 
kernels as spatial weighting functions, and Kalantidis et al. 
[5] used normalized total response across all channels to 

compute the spatial weight. The weight computation is mainly 
dependent on the responses in the feature maps, so it is bet-
ter to neglect small responses to compute the weights more 
accurately.

Overall, compared to the works mentioned above, we 
select few high response positions from each feature map as 
feature map centers to weight local descriptors and represent 
images.

3  Approach

We aim to provide a simple method of extracting, weighting 
and encoding convolutional features for image retrieval. In 
this section, we first introduce the background knowledge 
about the activations in CNN, and then introduce the feature 
map center selection method and how to use these centers 
to compute the channel weights and spatial weights; lastly, 
we aggregate the weighted descriptors to represent images.

3.1  Background

Given a pre-trained deep network, an image I of size HI ×WI 
is input into this network, the activations of a convolutional/
pooling layer, which is denoted as S, form a 3-D tensor of 
H ×W × K dimensions, where H and W represent the spatial 
dimension of the layer and K represents the number of chan-
nels. S contains K feature maps, and each si, i = 1,… ,K 
represents the feature map of the ith channel. S can also 
be considered as having H ×W  positions, and each posi-
tion corresponds to a K-D descriptor. Here we denote the 
descriptor of position p as d(p).

MAC [25] represents an image by concatenating the high-
est response in each channel

fi is the highest response over all the positions in the ith 
feature map, si(p) is the response of position p , and Hi ×Wi 
is the size of the feature map. The positions corresponding 
to the MAC vector components have the highest contribu-
tion to the pairwise image similarity, because each filter is 
interested in one kind of feature and the highest response 
can be considered as having a highest possibility to possess 
this feature.

Activation map is constructed by summing the feature 
maps in the same layer as Eq. 2. Activation map is widely 
used to describe the region of an object. The higher response 
a particular position is, the more possibility of its corre-
sponding region being part of the object

(1)F = [f1 ⋯ fi ⋯ fK], with fi = max
p∈Hi×Wi

(si(p)),

(2)S� =

K∑
i=1

si.
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Because the zero responses in the feature maps are sparse, 
if a position has a high response in a feature map, it is likely 
that the response of this position in the activation map is 
also high, and the position is likely to correspond to an 
object region. Therefore, high response positions in feature 
maps are important for both image representation and object 
localization.

3.2  Feature map center selection

In our opinion, the position with the highest response can 
be considered as the center of this feature map, so MAC can 
be considered as a single center method. On the contrary, 
our MCDA method selects positions with the top few high-
est responses from each feature map to be the feature map 
centers. Compared with MAC, MCDA can be considered as 
a multi-center method.

As shown in Fig.  2, we color the positions whose 
responses are higher than zero on feature maps, red, green, 
blue and black regions represent the positions with the 
first, second, third and fourth highest responses respec-
tively. MCDA selects some high response positions in 
each feature map as centers. The responses of centers are 
preserved, and at the same time, the rest of the responses 
are set to be zeros. Note that, the positions of centers cor-
respond to the object region in the original image. The 
descriptor of a center is represented by concatenating all 
the responses that have the same position as the center 
across all the channels.

In order to discover these centers, we rank all the 
responses in each feature map in descending order, and 
the positions corresponding to the top ni, i = 1, 2,… ,K 
highest responses are considered as the centers of the ith 
feature map, where K is the number of feature maps. Note 

that 0 ⩽ ni ⩽ �(i) , where �(i) is the number of non-zero 
responses in the ith feature map.

To obtain n for each feature map, we formulate an objec-
tive function as

where D(⋅, ⋅) is the Euclidean distance between two vectors. 
Here D(pj, pl) is the distance between a pair of centers, and 
D(d(pj), d(pl)) is the distance between the descriptors of two 
centers. Usually, the pixels on the object are close to one 
another. Therefore, the center positions should also be close. 
Minimizing the first term aims to make the range of centers 
relatively concentrated. On the other hand, MCDA hopes to 
explore all the features on the object, and the descriptors of 
the centers should cover all parts of the object. Minimizing 
the second term is to obtain the centers with diverse char-
acteristics. � is used to leverage the contribution of the two 
terms. We experimented with different � for the objective 
function, and we achieved the best retrieval performance 
when we choose � = 0.7.

Given the number of non-zero responses in each feature 
map, this can be cast as an optimization problem over dis-
crete variables, and this optimization problem can be solved 
by coordinate descent approach [26] to update the number 
of centers for each feature map, as in Eq. 4, n(t)

q
 and n(t+1)

q
 

denote the updated center numbers for the qth feature map 
in the tth and (t + 1)th iteration. All the possible numbers of 
centers in a feature map should be enumerated in the itera-
tion. During this process, the position of a possible center 
is denoted as p′

(3)
min

ni=0,…,𝜑(i)

T−1∑
j=1

T∑
l>j

(𝛼D(pj, pl) − (1 − 𝛼)D(d(pj), d(pl))),

s.t. T =
∑

i
ni,

Fig. 2  The difference between 
CNN feature maps and MCDA 
feature maps
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3.3  Channel weighting

With the assumption that similar images have similar occur-
rence frequencies of a given feature, channel sparsity, which 
is the proportion of zero responses in a feature map, is then 
used to measure the channel weight [5]. A small response 
means that the confidence of having a certain characteris-
tic is very low in the corresponding position, however, the 
response difference is not considered in the computation of 
sparsity.

(4)

n
(t+1)

1
= arg

𝜑(1)

min
r=0

T (t)−1∑
j=n

(t)

1
+1

T (t)∑
l>j

(𝛼D(p
(t)

j
, p

(t)

l
) − (1 − 𝛼)D(d(p

(t+1)

j
), d(p

(t+1)

l
)))

+

r∑
i=0

T (t)∑
j=n

(t)

1
+1

(𝛼D(p�i, p
(t)

j
) − (1 − 𝛼)D(d(p�i), d(p

(t+1)

j
)))

+

r−1∑
i=0

r∑
j>i

(𝛼D(p�i, p
�
j) − (1 − 𝛼)D(d(p�i), d(p

�
j)))

⋯

n(t+1)
q

= arg
𝜑(q)

min
r=0

n
(t)

1
+⋯+n

(t)

q−1
−1∑

j=1

n
(t)

1
+⋯+n

(t)

q−1∑
l>j

(𝛼D(p
(t)

j
, p

(t)

l
) − (1 − 𝛼)D(d(p

(t+1)

j
), d(p

(t+1)

l
)))

+

T (t)−1∑
j=n

(t)

1
+...+n

(t)

q−1
+1

T (t)∑
l>j

(𝛼D(p
(t)

j
, p

(t)

l
) − (1 − 𝛼)D(d(p

(t+1)

j
), d(p

(t+1)

l
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+

n
(t)

1
+...+n

(t)

q−1
−1∑

i=1

T (t)∑
j=n

(t)

1
+...+n

(t)
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+1

(𝛼D(p
(t)

i
, p

(t)

j
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i
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j
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+
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(t)

1
+...+n

(t)
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j=1

r∑
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(𝛼D(p
(t)

j
, p�l) − (1 − 𝛼)D(d(p

(t+1)

j
), d(p�l)))

+

T (t)∑
j=n

(t)

1
+...+n

(t)

q−1
+1

r∑
l=0

(𝛼D(p
(t)

j
, p�l) − (1 − 𝛼)D(d(p

(t+1)

j
), d(p�l)))

+

r−1∑
i=0

r∑
j>i

(𝛼D(p�i, p
�
j) − (1 − 𝛼)D(d(p�i), d(p

�
j)))

⋯

n
(t+1)

K
= arg

𝜑(K)

min
r=0

T (t)−n
(t)

K
−1∑

j=1

T (t)−n
(t)

K∑
l>j

(𝛼D(p
(t)

j
, p

(t)

l
) − (1 − 𝛼)D(d(p

(t+1)

j
), d(p

(t+1)

l
)))

+

r∑
i=0

T (t)−n
(t)

k
−1∑

j=1

(𝛼D(p�i, p
(t)

j
) − (1 − 𝛼)D(d(p�j), d(p

(t+1)

j
)))

+

r−1∑
i=0

r∑
j>i

(𝛼D(p�i, p
�
j) − (1 − 𝛼)D(d(p�i), d(p

�
j))).

Here we compare the regions of two images with the 
same object, and the corresponding regions with the top 
five highest responses in different channels are shown in 
Fig. 3. There are two things to be noted, first, the first 4 pairs 
of regions can be matched in the 12th channel while only 
the first pair of regions can be matched in the 45th chan-
nel. Second, the matching results decrease as the responses 
decrease. Figure 3 indicates that the channel weights cal-
culated depending on the number of zero responses are not 
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accurate enough, because the small non-zero responses can 
decrease the ability to describe the feature of objects.

Feature map center selection can eliminate small 
responses from each feature map. As a result, the channel 
sparsity can be computed more accurately using the number 
of centers, and finally used to evaluate the weight for each 
channel. For each feature map si , only the responses of ni 
centers are preserved, and the rest of the responses are set to 
zeros, so we denote the sparsity as spi =

Wi×Hi−ni

Wi×Hi

 . Infre-

quently occurring features can also provide important infor-
mation. Motivated by boosting the contribution of these 
features, we present a channel weighting scheme based on 
the channel sparsity, and the weight wci is e−(1−spi).

3.4  Spatial weighting

Inspired by [5], we propose a spatial weighting method 
based on the normalized activation map and the number 
of centers in the position across all channels. Let S′ be the 
matrix of activation map as Eq. 2. For a given position, 
there are two factors can lead to an increase in spatial 
weight. First, the response of this position in activation 
map should be high. Second, the number of centers of this 
position across all the channels should be large. A large 
number means this position has large contribution to local-
ize the object. We use L2 normalization and power-scaling 
to generate the spatial weight as

(5)wsij =

⎛⎜⎜⎝
S�ij ∗ kij�∑

m,n (S
�
mn ∗ kmn)

a
�1∕a

⎞⎟⎟⎠

1∕b

,

where kij is the proportion of the centers across all the chan-
nels at position (i, j), and the parameters a = 0.5 and b = 2 
[5].

3.5  Image representation

After feature map center selection, MCDA first weight the 
responses by the channel weight and spatial weight, and 
then all the descriptors are aggregated by sum pooling 
to construct image representation. The dimensionality of 
the image representation is the same as the number of 
channels.

4  Experiments

Our experiments aim to show the effectiveness of MCDA 
in image retrieval. We experiment on three challenging 
image retrieval datasets. INRIA Holiday [8] consists of 
1491 images of 500 scenes or objects, which are collected 
from the personal holiday trip. Oxford5K [10] consists of 
5062 Oxford landmarks images, which are collected from 
Flicker. There are 11 categories of landmarks, and five que-
ries are selected from each category. Furthermore, additional 
100,071 distractor images are combined with this dataset to 
be Oxford105K. Oxford Paris [9] consists of 6412 images 
of the landmarks of Paris.

For Oxford datasets, we follow the protocol that the 
cropped queries are used as the inputs of CNN. We employ 
the pre-trained deep model VGG16 [27] and the feature 
maps of the last pooling layer (pool5) are used to extract 
deep descriptors, and then the L2-normalized descriptors 
are weighted and aggregated for image representation, 

Fig. 3  Visualization of the corresponding regions of the top five highest responses. On the left we show two Eiffel images. On the right we show 
the comparison of the corresponding regions in the 12th (right top) and 45th (right bottom) channels
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the dimensionality of the image representation is 512. 
We adopt the Euclidean distance to measure the similar-
ity between each pair of images, and mAP to measure 
the retrieval performance. In addition, we simply use the 
query expansion technology with MCDA features, we 
sum the MCDA features with the top M = 10 most simi-
lar retrieval results, and then L2-normalize this feature 
for re-query.

4.1  Image search

Max pooling and sum pooling are usually adopted for 
descriptor aggregation. We analyze and test our method 
by using these two schemes. When we use max pooling 
scheme to select the highest response from each channel, 
and the method is similar to MAC, we denote this method as 
MCDA_M. Here we denote our method based on sum pool-
ing scheme as MCDA. The comparison of mAP is shown 
in Table 1. Note that, MCDA consistently outperforms 
MCDA_M in all the datasets greatly. This is because more 
responses are preserved in MCDA, so MCDA can contain 
the global information of the object. It is worth noting that 
the center number of a feature map can be zero, which means 
that the feature map is useless to represent the object. On the 
contrary, MCDA_M has to choose one response from each 
feature map. Information is lost in the feature maps where 
more than one response contains the object information, and 
also useless information is preserved in the feature maps 
where there is no response can contain the object informa-
tion. Therefore, MCDA_M can be considered as a special 
case of MCDA.

We compare our results with some state-of-the-art meth-
ods, which are proposed based on pre-trained CNN model 
in Table 2. The convolutional descriptors in different layers 

are encoded using standard VLAD encoding in [7]. The 
object region and importance of descriptors are not consid-
ered in this method, so the performance is inferior to most 
of the methods. The method in [7] outperforms MCDA in 
Holiday, but MCDA outperforms [7] in all the other three 
datasets. Holiday dataset contains many scene images; all 
the contents are important to represent images. The method 
in [7] uses all the descriptors in different levels, so all the 
information is preserved. While MCDA only selects some 
descriptors to represent images and therefore some infor-
mation is lost.

SPoC [20] assigns large weights to the descriptors close 
to the image center. However, the objects can be located in 
any part of an image. MCDA can find the object descriptors 
based on feature map centers. Moreover, SPoC weights and 
aggregates all the descriptors, including both the object and 
the background, whereas, MCDA aggregates the descrip-
tors corresponding to the object region. Therefore, MCDA 
outperforms SPoc in all the datasets. R-MAC [21] samples 
squares in different scales, and the image representation 
is constructed by summing and normalizing the region 
descriptors. These region descriptors contain the con-
text information, however, the descriptors of overlapping 
regions may contain duplicate information, and the impor-
tance of descriptors is not considered. MCDA can represent 
the deep features without duplicate information and assign 
reasonable weights for the descriptors. Similar to MCDA, 
CroW [5] uses spatial weight and channel weight to high-
light the descriptors corresponding to the object region. All 
the responses in the feature maps are used for the weight 
computation. Compared with Crow, our spatial weight and 
channel weight are proposed based on feature map centers, 
so these two weights can be computed more accurately. As 
a result, MCDA achieves a greater than 1% improvement 
in mAP.

CroW [5] assigns weights based on the responses of 
the feature maps, and the time complexity is O(WHK) . 
The time complexity of R-MAC [21] is O(WHR) , where 
R is the number of sampled regions. In contrast, MCDA 
spends extra time in solving the center selection problem, 
and the time complexity of each iteration is O(WHKT �2) , 
where T ′ is the initial number of centers in the iteration. T ′ 
is usually larger than K  and R , so the time complexity of 
MCDA is usually larger than CroW [5] and R-MAC [21]. 
Because of the optimization, MCDA outperforms some 
state-of-the-art methods in Table 2 and some retrieval 
examples are shown in Fig. 4. Note that these images are 
under different viewpoints and lightings. The retrieval 
results demonstrate that MCDA is robust to viewpoint 
and lighting variance.

Table 1  Comparison of the mean average precision when using dif-
ferent aggregation method for MCDA

Method Holiday Oxford5k Oxford105k Paris

MCDA_M 0.701 0.585 0.573 0.789
MCDA 0.839 0.768 0.717 0.862

Table 2  Comparison with state-of-the-art on Oxford and Holiday

Method Holiday Oxford5k Oxford105k Paris

Neural Codes [17] 0.749 0.435 0.329 –
Ng et al. [7] 0.840 0.581 – 0.688
Razavian et al. [28] 0.716 0.533 0.489 0.670
SPoC [20] 0.802 0589 0.578 –
R-MAC [21] – 0.669 0.616 0.830
CroW [5] 0.828 0.749 0.706 0.848
MCDA 0.839 0.768 0.717 0.862
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4.2  Object localization

The activation map of MCDA can localize the object at any 
location, we select some images from Paris, Oxford 5K and 
Holiday, and the corresponding activation maps are shown 
in Fig. 5.

� is employed to adjust the difference in importance 
between the position similarity and descriptor similarity 

during the feature map center selection, and its value is 
tuned over the values {0, 0.1, 0.2,..., 0.9}. The reason that 
� cannot be 1 is that no center will be selected in each 
channel in this case. A larger � means that MCDA wants 
the selected centers to be more compact. In Fig. 6 we pre-
sent mAP when varying the value of � . When we choose 
� = 0.7 , the best results can be obtained in all the datasets. 
In Fig. 7 we present the activation maps when varying the 

Fig. 4  Retrieval examples using MCDA on Oxford Paris dataset. The query images are shown on the leftmost, and the objects are marked with 
bounding boxes
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value of � . It is obviously that the object region can be bet-
ter localized when we choose � = 0.7 . We can also observe 
that, there is a sharp decrease in localization accuracy when 
� is larger than 0.7.

Descriptors are usually extracted from the last pooling 
or convolutional layer in most of the methods. We test the 
retrieval performance on these two cases, and find that the 

mAP of pool5 layer consistently outperforms that of conv5-
3. In addition, the size of the feature maps in conv5-3 is 
14*14, while the size is only 7*7 in pool5, therefore, the 
feature map center selection process on pool5 is much faster 
than on conv5-3. It is effective and efficient to use pool5 
instead of Conv5-3 in our method.

Fig. 5  Activation maps of MCDA
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5  Conclusion

In this paper, we propose a feature map center selection 
method for aggregating and weighting the deep features. 
The experiments demonstrate that our MCDA method can 
achieve state-of-the-art retrieval results. Moreover, the acti-
vation maps generated using these centers are also effective 
for object localization. However, our image representation 
is constructed based on the pre-trained network VGG16, 
and the parameters are learned from ImageNet. Tuning 
these parameters for a particular retrieval task is a prom-
ising future direction. We will perform research in tuning 
the parameters based on feature map center selection and 
ranking loss for image retrieval in the future. In addition, 
semi-supervised [29, 30] and unsupervised [31–33] learn-
ing based methods has shown their advantages in machine 
learning, we will also try to perform research based on these 
excellent methods.

Fig. 6  Mean average precision on Holiday, Oxford and Paris when 
varying the value of �

Fig. 7  The activation maps when varying the value of �
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