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Abstract

Remote monitoring of patients is considered as one of the reliable alternatives to healthcare solutions for elderly and/or
chronically ill patients. Further, monitoring interaction with people plays an important role in diagnosis and in managing
patients that are suffering from mental illnesses, such as depression and autism spectrum disorders (ASD). In this paper, we
propose the Kinect sensor-based interaction monitoring system between two persons using the Bidirectional long short-term
memory neural network (BLSTM-NN). Such model can be adopted for the rehabilitation of people (who may be suffering
from ASD and other psychological disorders) by analyzing their activities. Medical professionals and caregivers for diagnos-
ing and remotely monitoring the patients suffering from such psychological disorders can use the system. In our study, ten
volunteers were involved to create five interactive groups to perform continuous activities, where the Kinect sensor was used
to record data. A set of continuous activities was created using random combinations of 24 isolated activities. 3D skeleton
of each user was detected and tracked using the Kinect and modeled using BLSTM-NN. We have used a lexicon by analyz-
ing the constraints while performing continuous activities to improve the performance of the system. We have achieved the
maximum accuracy of 70.72%. Our results outperformed the previously reported results and therefore the proposed system
can further be used in developing internet of things (IoT) Kinect sensor-based healthcare application.

Keywords Activity recognition - Depth sensors - Bidirectional long short-term memory neural network - Healthcare -
Autism spectrum disorders - Internet of things
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automate experts-guided tedious tasks. Further, it has a vari-
ety of applications like pattern recognition, computer vision,
network security and internet of things (IoT). Recently, ML
has been applied to the IoT-based systems, such as health-
care [16]. internet of things (IoT) is considered as a group
of interrelated computing devices, mechanical and digital
machine that are equipped with unique identifiers and has
the ability to transfer data over a network without requiring
human-to-human or human-to-computer interaction [3, 7].
Example of such an activity is shown in Fig. 1, where two
persons are performing concurrent activities such as danc-
ing, clapping, boxing, walking and hand waving. Besides,
ML.-based IoT is a novel area having a great impact on soci-
ety as such techniques have the capability to automatically
monitor the performance of the IoT.

Healthcare plays a pivotal role in the effective monitoring
of patients requiring constant supervision. Such systems are
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Fig. 1 A scenario of an interac-
tion of 2 persons performing
activities

| 1

also helpful to provide facilities such as emergency notifi-
cations, real-time data, data exchange, live streaming and
location information etc. Individuals who suffer from autism
spectrum disorder (ASD), stroke or psychological disorders,
tend to avoid interactions with other peoples in the society.
ASDs are early onset neuro-development disorders charac-
terized by disturbances in social behavior and communica-
tion, such as eye contact, intonation, and facial expressions,
and the presence of repetitive behaviors and restricted inter-
ests [2]. Therefore, to keep track of their progress, doctors
always prefer remote monitoring of patients by keeping track
of their daily activities or while they interact with others.
Therefore, in the IoT, ML may facilitate the doctors in auto-
matic monitoring of their patients. Previous researches have
shown that children and adults can improve their skills with
computer-based rehabilitation tools and techniques such as
gaming, robotics, educational and speech therapy [23]. How-
ever, such techniques require extra hardware and installation
cost, thus may not always be affordable.

Psychological disorders can severely affect human lives.
It can create a significant disturbance in an individual’s
cognitive, emotion regulation and behavior that reflects a
dysfunction in the psychological, biological, or develop-
mental process underlying mental functioning [1]. Several
different psychological disorders have been identified and
classified, including eating disorders (anorexia nervosa),
mood disorders (depression), personality disorders (anti-
social personality), psychotic disorders (schizophrenia)
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and sexual disorders (sexual dysfunction) etc. One person
can suffer from multiple psychological disorders. Some of
them may require hospitalization and psychological treat-
ment. However, even after discharge, they need continuous
medical supervision and support to rehabilitate back to the
society as well as to prevent possible recurrences. Monitor-
ing of interaction and participation in activities provides an
opportunity to evaluate symptoms and risks of developing
psychological disorders. IoT solutions based on wearable
sensors and smartphone have been proposed by researchers
to monitor and evaluate the mental health [25, 30]. Lanata
et al. [21] have proposed a T-shirt with embedded sensors
to analyze the mental states of the patients suffering from
various mental illness. The sensors need to be connected to
a smartphone that collects electrocardiogram heart rate vari-
ability (HRV), respiration activity, and movement recogni-
tion and it can send to a centralized server for processing.
However, wearable sensors are battery powered, thus they
require regular maintenance for functioning. Additionally,
wearable sensors require the compliance of the person wear-
ing, to ensure that the sensors are used as intended [15].
Development of low-cost depth-sensing technology such
as Microsoft Kinect has created ample opportunities for
developing human-computer-interaction (HCI) applications
and multimedia computing. The sensor is equipped with an
RGB camera and an infrared camera as a depth sensor. It is
possible to capture both RGB and depth images simultane-
ously at a frame rate of 30 fps [37]. The depth images are
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useful in mitigating some of the inherent problems of RGB
images in operations such as background segmentation,
object detection, and activity recognition. In addition, the
sensor is able to provide a 3D representation of the human
skeleton consisting of 20 skeleton joints. In skeletal track-
ing [9], a human body is represented by a number of 20
joints of the human body including head, neck, shoulders,
and arms. Each joint is represented by its 3D coordinates
with respect to a fixed position of the sensor. The skeletal
tracking of the Kinect sensor has successfully used in vari-
ous applications including gaming, sign language, human
activity [7] and handwriting recognition. The interactive
activity recognition is possible due to the availability of
such devices. The interaction of two person can be thought
as the recognition of their activities e.g. two person eating/
drinking together, the fight between them can also be viewed
as their interaction as involves the activities like boxing and
kicking between them. Yun et al. [36] have proposed a two-
person activity recognition system using Kinect. The authors
have recognized eight different types of interactions between
two persons involving seven users and they have achieved
an accuracy of 80.3% using support vector machine (SVM)
classifier. However, the authors have not considered inde-
pendent activities between two persons while interacting
with each other.

In this work, we present the Kinect sensor-based two-per-
son interaction monitoring system using the BLSTM neural
network in healthcare. The primary motivation is to track the
progress of individuals who may be suffering from ASD or
other psychological disorders. The Kinect could help ana-
lyze the activities of ASD people to recover from such dis-
ease. It records the activities of such persons in its field of
view. During the interaction, each person is tracked using
3D skeletal and each user is registered using a unique ID for
decision making and long-run study to model the activities
performed by the couple individually and in response to each
other. In short, our study can be summarized as follows:

1. We present a two-person interaction monitoring frame-
work using the Kinect. In our framework, each individ-
ual has been tracked using 3D skeletal while performing
continuous activities.

2. We used bidirectional long short-term memory neural
network (BLSTM-NN) classifier to recognize individ-
ual’s activities at the time of interaction. In addition, a
lexicon approach has been applied that improved the
performance.

3. We compared our results with the previous works and
observed that our performance can be compared with.

The remainder of the paper is organized as follows. In
Sect. 2, we discuss the existing research work in this field
of study. The proposed methodology is presented in Sect. 3.

Results are presented in Sect. 4. Finally, we conclude in
Sect. 5 by discussing future extensions of the presented
work.

2 Related works

In this section, we discuss the work of various activity
recognition and monitoring systems proposed by different
researchers involving 2D images, videos, wearable sensors,
smartphones and depth sensors. In [12], the authors have
proposed an activity monitoring system for chronically ill
patients through the fusion of data captured using Kinect,
smartphone’s sensors, and social media inputs. The authors
have used SVM with the kernel: radial basis function (RBF)
to identify individuals using Kinect data, whereas for social
media analysis they have used polarity score to get the emo-
tional information about individuals. In [8], the authors have
developed an assistive tool for monitoring physical activities
of older adults using Kinect. The motion analysis has been
performed by analyzing relative joints position, velocity
and the angular velocity of the human skeletal. The sys-
tem is able to recognize seven basic activities. Garcia et al.
[11] have proposed a Kinect based system to evaluate the
reaction time of stepping tasks. The system was referred to
as choice stepping reaction time (CSRT) and used to pre-
dict falls among older adults. Their approach is based on
measuring physical abilities, such as strength and balance,
and cognitive abilities like attention and speed of process-
ing. Similarly, a health monitoring system based on the gait
analysis has been proposed in [27]. The authors have used
SVM with RBF kernel to perform posture analysis and gait
recognition to predict fall detection among senior individu-
als using Kinect. A continuous activity recognition frame-
work for single person has been proposed in [29]. Authors
have used two-stage methodology for the recognition. In the
first stage, the activities have been segmented into sitting,
and standing postures followed by final recognition in the
second stage. However, no interaction of users have been
studied in their work.

Kulkarni et al. [17] have proposed a continuous activity
recognition system in videos using dynamic time warping
(DTW) algorithm. The authors have used the algorithm for
aligning test sequences, whereas the recognition has been
performed on the per-frame basis. It has been observed that
different individuals perform similar activities with vary-
ing speeds resulting variations within intra-activities. An
action recognition system using Kinect sensor based 3D
skeletal tracking has been presented in [5]. The authors have
extracted six different features including pairwise joint posi-
tion difference, joint velocity, velocity magnitude, joint angle
velocity in xy and xz planes, and 3D joint angles between
three distinct joints. Recognition rate has been computed in
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Fig.2 Flow diagram of the
proposed two-person interaction
recognition system
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terms of performed frame-based actions with F1 scores of
46.66% and 61.17%, respectively. In [31], the authors have
utilized 3D representation of various joints of the skeletal as
features to recognize activities using Kinect. However, their
system has failed to recognize complex human actions when
performed by multiple persons. Local occupancy patterns
(LOP) based features to represent joint angles has been pro-
posed in [33] by partitioning the 3D point cloud representing
joints on a spatial grid. The approach has been tested on
two 3D action datasets with recognition rates of 88.2% and
87.75%, respectively.

In addition, sensors including accelerometer, global posi-
tioning system (GPS), body sensors, microphone, and smart-
phone have also been used for monitoring activities of indi-
viduals. Ward et al. [35] have proposed activity recognition
system using accelerometer and microphone sensors. The
authors have performed segmentation of activities by analyz-
ing the sound intensity. Linear discriminant analysis (LDA),
and hidden Markov model (HMM) classifiers have been used
to perform the recognition of activities on audio and accel-
eration data, respectively. In [34], the authors have proposed
human activity recognition system using wearable sensors.
Time-frequency domain features have been extracted from
the sensor data and fed into a deep belief network (DBN)
for the recognition purpose. In [6], authors have proposed
an interaction monitoring architecture called affective inter-
action through wearable computing and cloud technology
(AIWAC) for modeling interaction using wearable sensors
and cloud computing. The architecture has been composed
of three modules, namely collaborative data collection, senti-
ment analysis and emotional interaction using wearable sen-
sors, facial videos, and social network analysis. Murali et al.
[26] have developed a wearable device for physiological and
psychological health monitoring of individuals. Physiologi-
cal signals such as ECG, respiration, impedance cardiogram
(ICG), blood pressure and skin conductance have been col-
lected using the device and the Valence-Arousal model has
been used to classify various emotional states of the users.
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The processed data has been transmitted to the users mobile
phone using Bluetooth connectivity.

Authors of [16] proposed a self-diagnosis and awareness
system using two circular layers. The inner layer is disease
awareness layer aware of user’s state giving a possible diag-
nosis alert. The outer layer is health awareness layer for
motivating the patients so that he/she can recover from the
disease. Deep networks has also been exploited for activ-
ity recognition [4, 24]. Authors of [24] has used CNN for
anomaly detection in Hockey Videos. Similarly, Authors of
[4] has used 3D CNNss to extract spatio temporal features to
recognize human actions in videos. Such ontologies may be
implemented using ML models discussed above to develop
IoT-based system to monitor patients.

3 Proposed system

In this section, we present the details of the proposed Kinect
based two person interaction monitoring framework.

For data acquisition, we have used Xbox 360 Software
Development Kit (SDK) that provides 3D skeletal tracking
of humans appearing in the device’s viewing field. The skel-
etal view consists of twenty 3D joints computed with the
help of its depth-sensing camera. Using this, we have tracked
the 3D skeletal view of two persons while they interact with
each other by performing different activities. The proposed
work flow is depicted in Fig. 2, where two persons are inter-
acting with each other. A unique identification (ID) number
was allocated to each skeletal structure during the interac-
tion. Using this, two different channels of data were pro-
cessed, where information about the 3D joints of each user
along with their unique IDs were recorded in the dataset.
With unique IDs, we extracted features, such as joint posi-
tions, distance between the joints and, angle between two
vectors (using joints). Using such features set, BLSTM-NN
classifier is then trained and tested to recognize activities.
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Fig.3 Feature computation:

a selected joints position b
distance features with respect to
the reference point F'¢

3.1 Feature extraction

For feature extraction, we recorded instantaneous positions
of all twenty 3D joints of the human skeleton. In this work,
four different features have been extracted, namely

— Jjoint position (F)),

— angular vector (F,),

— velocity vector (F,) and
— distance (F),

and they all form a set, F, = {Fj, F,F,F,}.

3.1.1 Joint position feature (Fj)

We recorded all twenty joint positions of the skeletal
structure. Inspired from previous work [10], since some
of them repeated similar information, i.e. redundancies,
we have excluded them from our set. As a consequence,
we have a set of 11 joints including a reference point F’¢/
that represents the ‘Spine’ location in the 3D skeletal, as
shown in Fig. 3. Altogether, these joints collectively form
a 33-dimensional feature vector (F;) as mentioned before,
and F; = {F\,F,, ..., Fy }.

3.1.2 Distance feature (F,)
It represents the distance of 3D joints position from the

reference point F'¥. It has been computed as d,
d;, = \/(x% —x)? + (2 — y)? + (22 — z;)?) between ith joint

(x;,¥;, z;) and the reference point (x,,y,, z,). Using this, we
have computed 10 distance features as shown in Fig. 3b.

(b)

Altogether, these features collectively form a 10-dimen-
sional feature vector F; as (F; = {d,,d,, ..., d}y}).

3.1.3 Angular feature (F,)

Angular features (F,) have been computed with the help
of vectors drawn between the reference point and the
selected joints. For each vector, we have computed three
different angles, namely (', 9;, 49;) with the coordinate
axes for the ith joint. A pictorial representation of angular
feature for the joint Fj5 is depicted in Fig. 4. Using this, 10

3D features have been computed that collectively represent
as F,.

Fig.4 Computation of angular feature for the joint F/,5 with respect to
the reference point F'¢

@ Springer
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Fig.5 Basic bidirectional RNN block: communication (both direc-
tions) using separate hidden layers at time # — 1 and ¢

3.1.4 Velocity feature (F,)

Different activities have been performed with varying
speeds. For example, an activity ‘walking’ is generally per-
formed with slower speed in comparison with the activity
‘running’. Therefore, velocity features have been computed
to distinguish such activities during testing. It has been done
by computing the distance between two successive points of
the trajectory, such as (x;,y;,z;) and (x;,1, Yiy1» Ziq1)- Using
this, we have computed the velocity of each joint sequence
that belongs to the feature vector F;. We get a the feature
vector F,.

3.2 Continuous activity recognition

BLSTM-NN classifier is a bidirectional recurrent neural
network (RNN) that is widely used by researchers in mod-
eling temporal sequences for hand-writing [13] and gesture
recognition problems [22]. The classifier has the capability
to process an input sequence in both directions, i.e. forward
and backward with the help of its two hidden layers. Both
the hidden layers share a common output layer that contains
a node for each activity. Along with one node per activity
the output layer has a special node denoted by €. This special
node is used to indicate ‘no — activity’ to mean no decision
has been made at that position. The connectionist temporal
classification (CTC) objective function (O) as defined in (1),
where T is the training set and the pair (p, g) denotes the
input and target sequence used in our implementation,

o=-mn( [] r@p |=- D Wm@lp). M

(p.9€eT (. €T

The objective function O models the label sequence with
the given inputs. With the help of long short-term memory
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Table 1 Description of the activities performed during data collection

Boxing Eating Bending
Dancing Read sitting Clapping
Jumping Sit still Hand wave
Kicking Sitting Phone call
Read standing Typing Paper toss
Running Write sitting Push/pull
Standing Walking Thinking
Stand still Write standing Drinking

(LSTM) hidden layers memory blocks, the model success-
fully resolves the problem of vanishing gradient, where the
influence of the given input sequence decays the output
exponentially over time. The memory blocks allow the units
to store and access the information for a longer time [13, 14].
Figure 5 shows the basic bidirectional-RNN that processes
the input in both the directions, i.e. forward and backward at
time # — 1 and ¢. It has separate hidden layers for both direc-
tions. Finally, Softmax layer is used to estimate the scores
for each activity class which is 24 in our case.

4 Results
4.1 Dataset

In this work, 10 volunteers were involved in data collection.
Twenty four basic activities were selected since these activi-
ties are usually performed by users in daily life. The dataset
consists of continuous activity sequences as 3D skeleton
made up of 20 body joints, where each joint itself is a 3D
point in 3-dimensional euclidean space. Thus, each frame
in an activity sequence is of 60-dimensions. The dataset has
been made available for further research!. A description of
all the selected activities is shown in Table 1.

Using the different combinations of 24 activities, a
total of 111 activity sequences were prepared. The mini-
mum and maximum length of any continuous activity were
kept between two and six, respectively. A distribution of
sequence lengths as per the number of activities involved is
shown in Fig. 6, where 44.14% of the sequences consist of
combinations of 4 different activities. As per the proposed
framework, interactions between various pairs were recorded
while performing different activities with each other. Five
pairs from the 10 volunteers recorded such data. Using this,
atotal of 1110, i.e. 111 X 10, continuous activity sequences
were recorded. The pictorial representation of example

! https://drive.google.com/open?id=1KKTMryAzI-G8cwc3v7Hv
ueH6Ufgadqx6.
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a pair of users have been selected and tested in parallel on
the classifier as per their skeletal ID. The network has been
trained with a learning rate of 1e — 4, momentum of 0.9, and
initialized with a Gaussian distribution of zero mean and a
standard deviation of 0.1. In the 3D test sequence, activity
based recognition has been performed using CTC network
without providing lexicon. The learning rate of the network
is shown in Fig. 9. The learning curve shows the error vari-
ation in training and validation data. After 163 epochs, the
variations in the validation network becomes constant, thus
marked with a dashed vertical line in the figure.
Performance of each of the five interactive groups has
been computed separately by testing each pair while keep-
ing rest of the four groups in training (Fig. 10), where an
average accuracy of 58.50% has been recorded. Likewise,

Fig.7 Pictorial representa- Running

Stand still Thinking Walking |

tion of few example activities
involved in the dataset

Write Standing

Standing Eating Read Sitting

£

Write Sitting Sitting Typing

activities is depicted in Fig. 7, where a user is performing
different activities. To show the variations among activities,
two instances of each activity are shown in Fig. 7, where the
first instance depicts the start posture and another one shows
the end posture of the user while performing the activity.
Similarly, the interactions between these two persons are
shown in Fig. 8, where both users are performing a set of
different activities. The experiments have been conducted in
fivefolds cross validation protocol, where, training has been
done using the data of 4-user groups and the other pair has
been used for testing.

4.2 Two-person interaction recognition
The interaction between each pair of persons has been rec-

ognized using the BLSTM-NN classifier. The classifier has
been trained on the collected dataset. In the testing phase,

the activity recognition rates have also been computed for
each of the involved participants. The recognition results are
depicted in Fig. 11, where the performance of four users has
been recorded below the set average.

4.3 Continuous action constraint

In continuous activity recognition during the interac-
tion, the transition between different activities is often
constrained by various factors. Consider an example of a
person who is sitting on a chair and starts walking. One
logical evaluation of such an event may result in a series of
three activities, i.e. ‘sit — still’, ‘standing’ and ‘walking’.
It is practically not possible to observe ‘walking’ without
observing ‘standing’ first. Hence, in this case ‘standing’
constitutes a transition constraint between ‘sit — still’ and

@ Springer
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Fig.8 Examples of two-person
interaction while performing

continuous activities during 2
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data collection. Each user is
detected using 3D skeletal ID
[marked as (1) and (2)] and the
description of activities is also
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Fig. 10 Continuous activity recognition results during the interaction
of each group
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Fig. 11 Continuous activity recognition performance of each user

‘walking’. However, sometimes the framework recog-
nized the sequence as ‘sit — still’, ‘walking’. A pictorial
representation of this transition constraint is depicted in
Fig. 12, where transitions between multiple activities are
shown by double-headed arrows. In order to effectively
incorporate such transitions, we have prepared a lexicon
of activities that helps in improving the recognition per-
formance. BLTSTM takes the output and the lexicon and
uses the EDIT distance to predict the final recognition.
The activity recognition rates have been computed for
each interactive group using lexicon-based approach of
BLSTM-NN as shown in Fig. 14, where the lexicon based
accuracies of each group are better than without lexicon
based performance.
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Fig. 12 An example of constraint while performing continuous activ-
ity
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Fig. 13 Performance comparison among continuous activities having
different sequence length when tested with and without lexicon-based
approach

W Without Lexicon W With Lexicon
90
80
70
F o]
3
S 50 -
<
40 -
30
20 "
G1 G2 G3 G4 G5
Group ID

Fig. 14 Performance comparison of each interactive group when
tested with and without lexicon-based approach

Distribution of activities in continuous activity
sequences varies from 2 to 6 activities. Therefore, the

recognition of activities has been carried out as per dif-
ferent sequence lengths of continuous activities using both
approaches, i.e. with and without lexicon. The accuracies
of both the approaches are depicted in Fig. 13, where max-
imum accuracies have been recorded with the sequences
with two and six activities. On the other hand, sequences
that consist five activities have minimum recognition rates.

The recognition rates for each interactive group have
been evaluated with the lexicon as depicted in Fig. 14. As
compared to without lexicon approach, recognition of each
group is better using lexicon based classification.

Performance of the proposed system with and with-
out lexicon has also been evaluated. The system has an
accuracy of 58.51% without lexicon. The performance
increases to 70.72% with a margin of 12.21% when tested
with lexicon. The recognition rates for different top
choices have also been evaluated as depicted in Fig. 15,
where the maximum performance was recorded at top 5
choices with an accuracy of 89.90%, whereas the accuracy
at top 1 choice was recorded as 70.72%.

4.4 Error analysis

In this section, we present the details of the continuous
activity sequences that are not correctly recognized by the
proposed framework during an interaction. The analysis
is performed by referencing the Fig. 11 that depicts the
recognition results as per the involved participants. It can
be seen from the figure that, activity recognition rates of
two users are below average accuracy. It is because these
users have performed certain activities very fast which
results in less number of recorded frames. For example,
activities such as ‘kicking’, ‘boxing’ and ‘toss — paper’
are performed in lesser time, therefore, results into confu-
sion during recognition process and ultimately leads to the
lower performance of the overall system.

@ Springer
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4.5 Comparative analysis

The comparative analysis is performed to compute the
two-person interaction recognition using other sequential
classifier. For this, we have used left-to-right HMM classi-
fier [28] which is widely used by researcher in activity and
hand-writing recognition problems [18, 20]. The model (&)
can be described as,

6=(H,0,A B, 1), 2)
where H is the number of hidden states, O are the observa-
tions sets of length m, A and B are the state transition and
emission matrices. The term x is the initial state distribu-
tion matrix for class ¢ (¢ =1,2,3... C) and Zle x = 1. For
modeling the observation sequence (O) to one of the class

¢, ¢y, ..., C, the posterior probability P(6;|0) is estimated
as,
C" =arg max P(5,.|0). 3)

We have compared the proposed method on the datasets
namely, KARD [10], and CAD-60 [32]. The KARD dataset
consists off 18 activities like kicking, drinking, phone call,
etc. The authors have used k-means clustering, SVM, and
HMM models for the final prediction. K-means algorithm
has been used to cluster the postures during the activities.
SVM has been used to validate the recognition of postures.
Finally, the activity recognition has been modeled as a
sequences of postures and recognized using the HMM clas-
sifier. The recognition rate as 95% has been recorded by the
authors on the KARD dataset. The CAD-60 dataset consists
of 12 daily life activities like rinsing mouth, brushing teeth,
etc. The authors have used maximum entropy based models
to recognize the activities. The body pose, hand position like
features have been extracted in their study. The recognition
rate of 76.67% have been recorded using their approach. We
have compared the proposed approach with the methods in
[10, 32]. First, we have extracted the features (as discussed
in Sect. 3.1) from the tracked skeleton data and trained
the HMM, and BLSTM classifiers. For fare comparison,
we have kept the evaluation protocol same as the authors
used in their work. The average accuracies as 95.56%, and
96.67% has been recorded using HMM, and BLSTM clas-
sifier, respectively using KARD dataset. Whereas, the aver-
age accuracies as 78.42%, and 79.58% has been recorded
using HMM, and BLSTM classifier, respectively using the
CAD-60 dataset. The confusion matrix using the BLSTM
classifier is shown in the Fig. 16. It can be noticed that the
proposed method performs well as compared to [10, 32]. We
have performed statistical significance test (t-test) between
the with and without lexicon based recognition results. The
t-test [19] is performed to ensure if the mean values of two
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Fig. 16 Confusion matrices for a KARD, and b CAD-60 datasets
using BLSTM classifier

sets significantly differ. We have noticed the p-value is less
than 0.037.

5 Conclusion

The proposed system covers a wide variety of applications
including healthcare, surveillance, and security. In health-
care, it allows a medical professional to monitor the interac-
tion of their patients with others. Since, patients suffering
from ASD or psychological disorders generally avoid social
interaction. Therefore, patients may be shifted from doctor-
centric care to patient-centric environment allowing medical
professionals to keep track their patients remotely. There-
fore, we have proposed a two-person interaction monitoring
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system using the Kinect sensor. The system is able to recog-
nize continuous activities performed by two persons while
interacting with each other. A dataset of 10 users in 5 groups
has been recorded while they have been interacting with
each other by performing sequences of continuous activi-
ties. During an interaction, each individual has been detected
with a unique skeletal ID. Recognition of activities has been
performed in parallel using BLSTM-NN classifier. The over-
all performance of the system has been recorded as 70.72%
when tested with the lexicon-based approach using BLSTM-
NN classifier. We believe, recognition can be improved by
exploring novel features and multi-classifier fusion based
approaches.
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