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Abstract
With the advancement in technology, the society demands a robust method for person authentication. Traditional authentica-
tion methods are based on the person’s knowledge such as PIN, passwords, and tokens etc. However, such methods are prone 
to steal and forgotten risks. Therefore, an efficient method for person identification and verification is required. In this paper, 
we present a novel biometric approach for online handwritten signature recognition and verification using Dempster–Shafer 
theory (DST). DST has been used effectively for combination of different information sources which provide incomplete, 
and complementary knowledge. Initially, signature identification and verification processes have been carried out using two 
different classifiers, namely, Hidden Markov Model (HMM) and Support Vector Machine (SVM). Next, the performance in 
terms of accuracy and the reliability of the system has been increased using DST by combining the probabilistic outputs of 
SVM and HMM classifiers. The feasibility of the approach has been tested on MCYT DB1 and SVC2004 biometric public 
databases for Latin script and a new online signature dataset for Devanagari script. To our knowledge there exist no dataset 
on online signature available in Devanagari script. Experimental results shows that the present approach is efficient in rec-
ognition and verification of signatures and outstrips existing work in this regard till date.

Keywords  Online signature · Latin script · Indic script · SVM · HMM · Dempster–Shafer theory

1  Introduction

Signature is one of the popular biometric method as it repre-
sents the behavioral properties of a person instead of physi-
cal properties, such as fingerprint, iris, and face etc. Signa-
ture posses static (e.g. shape) and dynamic features (e.g. 
elevation and pressure) which make them unique for each 
person. Therefore, signatures are widely accepted by the 
public for person authentication and are successfully used 
in applications including Banking, offices, mobiles and retail 
industry [39]. The online mode of signature acquisition is 

considered more robust in comparison to its offline mode 
because of the associated dynamic features like speed, pres-
sure, elevation, and azimuth signals in addition to order of 
strokes [21, 31]. It is easier for skilled forgers to imitate the 
shape of the genuine signature, however, they fail often in 
producing the dynamic properties of the original one.

The signature biometric problem is usually divided into 
two sub-problems, namely, signature recognition and signa-
ture verification. Signature recognition systems require an 
individual to supply his/her signature sample that serve as 
a basis of their identity [23, 33]. The purpose is to identify 
the test signature in the database using feature-matching, 
whereas, in signature verification, features of the test sig-
nature are compared with the features of a set of reference 
signatures whose identity is claimed [13, 18]. The decision 
of accepting or rejecting a user is generally governed on the 
basis of some threshold. Guru et al. [10] have proposed an 
online signature recognition and verification methodology 
using interval-valued symbolic features. The authors have 
proposed parameter-based features using global analysis 
of signatures and feature-dependent threshold for achiev-
ing lower equal error rate. Best verification results were 
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achieved using writer-dependent threshold when tested with 
a distance-based classification model.

In literature, there exist a number of fusion techniques 
for improving the performance of the system, including 
data level, feature level and decision level fusion [2, 15, 40, 
46, 48, 51]. In data level, fusion information from multi-
ple sources are combined before feature extraction. Feature 
level fusion combines the features extracted from multiple 
data sources which is used for pattern recognition, however, 
this approach requires features to be commensurate. Finally, 
the decision level fusion, combine the results processed by 
different classifiers using some combination techniques or 
rule such as Bayesian method, weighted fusion, probability 
fusion, and Dempster–Shafer Theory (DST). DST is con-
sidered both robust and accurate tool for classifier fusion 
and indecisive data. An evidence based combination is per-
formed using this theory. This theory involves combining 
multiple source evidences and arriving at a degree of belief 
that takes into account all the available evidences. The the-
ory is specifically effective in combining information from 
multiple sources involving incomplete, biased and conflict 
knowledge which allows one to implement this theory on 
the combination of various classifiers. On the other hand, 
other classifier fusion strategies are not evidence based. 
They simply rely on either fusion of weightages of results 
produced by multiple classifiers or fusion of probabilistic 
outputs provided by different classifiers, whereas combina-
tion using DST is achieved by converting the probabilistic 
outputs of each classifier into a mass function and calculat-
ing the conjunction of all these mass functions. Kessentini 
et al. [14] have used DST to improve the performance in 
terms of accuracy and reliability of the handwritten text rec-
ognition systems by combining the output of multiple HMM 
classifiers. In this paper, we present a robust and efficient 
signature recognition and verification system using DST 
by combining the decisions of two different classifiers. The 
main contributions of the paper are as follows.

1.	 Our first contribution is combining the decisions of two 
classifiers, namely, HMM and SVM based on the DST 
approach for improving the accuracy of the authentica-
tion system.

2.	 To the best of our knowledge, no benchmark dataset 
exists on online signature in Indic scripts. We have 
developed a dataset of online signature for Devanagari 
script. This dataset can be used for further research on 
authentication purpose in Indic scripts.1

The rest of the paper is organized as follows. Section 2 
narrates the relevant and contextual works. In Sect. 3, we 

present the details of the proposed system followed by the 
preprocessing and feature extraction techniques. Section 4 
deals with the combination of classifiers using DST for 
improvement in recognition and verification performance. 
The experiment results of recognition and verification are 
discussed in Sect. 5. Finally, in Sect. 6 we conclude with 
future possibilities of this work.

2 � Related work

Online signature recognition and verification is a promis-
ing research area, many relevant studies are available in the 
literature in non-Indic scripts such as English [6], Chinese 
[22], etc. In this section, we discuss the works of various 
authors in the field of signature recognition and verification. 
The details are as follows.

Parizeau et al. [27] have proposed a comparative analysis 
for signature verification using three different algorithms, 
namely regional correlation, Dynamic Time Warping 
(DTW) [34, 37], and skeleton tree matching. The authors 
have used position, velocity and acceleration as features. 
The analysis was done on three different scripts in terms 
of verification error rates, execution time, and number and 
sensitivity of algorithm parameters where regional corre-
lation based algorithm was observed fastest than the other 
two algorithms. In [20], the authors have used wavelet 
transform for handwritten signature verification using the 
back-propagation neural network. The authors extracted x 
and y velocity, pressure, angle and angular velocity from 
the signature and applied Daubechies-6 wavelet transform. 
The authors reported False Rejection Rate (FRR) of 0.0% 
and False Acceptance Rate (FAR) of 0.1% by testing in a 
dataset of 41 Chinese and 7 Latin script writers. In [41], the 
authors have performed a logarithmic spectrum analysis on 
signatures for developing a verification system. The mean 
value corresponding to the extracted coefficients using scat-
ter matrices were used as reference templates for similarity 
matching. FRR and FAR of 1.4% and 2.8% were recorded 
based on the experiments performed on 27 registered users.

Garcia et al. [25] have proposed a signature verification 
system by characterizing a signature as a time function using 
HMM classifier. Each signature was represented by 5 time 
sequence based dynamic properties, namely x, y coordinate 
position, pressure, azimuth, and altitude. The authors have 
considered a signer-dependent threshold where an ERR of 
0.35% has been considered. Generally function-based sys-
tems show improved performance in comparison to paramet-
ric-based systems but have high matching/comparison pro-
cedures. The authors in [8] have shown that both approaches 
are equally competitive. Lee et al. [19] have used dynamic 
programming to perform boundary segmentation of signa-
tures using geometric extrema. The signature verification 1  https​://sites​.googl​e.com/site/iitrc​sepra​deep7​/.

https://sites.google.com/site/iitrcsepradeep7/
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was performed using a back-propagation neural network 
by integrating global features and dynamic programming 
results.

Rua et al. [31] have performed the analysis and suitabil-
ity of feature set, role of dynamic information order, and 
the importance of inclination angles and pressure in online 
signatures. They have considered two different HMM mod-
els for the study, namely user-adapted universal background 
models and user-specific HMM. The authors have reported 
that US-HMM system performed better if they include low-
est order dynamics in the feature set, otherwise, UA-UBM 
performed better with likelihood ratio. In [3], the authors 
have analyzed the power of velocity and pressure signals 
in online signature for building a verification system. They 
have partitioned the signature trajectories to represent areas 
with high and low speed of signature and pen pressure. 
Weights have been assigned to the partitions that were later 
used in classification phase. Neuro-fuzzy system has been 
used to perform the signature verification task where it has 
been shown that areas with high signature velocity and low 
pen pressure were important. A two-stage normalization 
approach for DTW has been proposed in [9]. The approach 
detects simple forgeries in the first stage whereas deals with 
skilled forgers in the second stage. An average EERs of 1% 
and 3% have been recorded for random and skilled forger-
ies, respectively. Xinghua et al. [42] proposed two methods 
of feature extraction of each signature-one is based on full 
factorial experiment design and another is based on optimal 
orthogonal experiment design. In another recent study [43], 
a signature alignment method based on Gaussian Mixture 
Model has been proposed to obtain the best matching. Das 
et al. [1] has proposed a DST based method to perform natu-
ral scene labelling. Authors have performed superpixel level 
semantic segmentation considering three various levels as 
neighbors for semantic contexts. They have used the DST of 
uncertainty to analyze confusion among various classes. In 
[49], the authors have discussed guidelines for improving the 
generalization ability of classifiers by adjusting uncertainty 

based on the problem complexity. A non-naive Bayesian 
classifier approach has been proposed in [47] to improve 
the performance of Bayesian classifiers by removing the 
independence assumption and including the joint probability 
density function. The authors in [50] have proposed an deep-
learning approach to train multilayer feed-forward neural 
networks using restricted Boltzmann machine (RBM). The 
weights were not updated iteratively which results in quick 
learning and better generalization.

3 � Proposed methodology

In our framework, the online signatures are recorded using 
graphic tablet like Wacom tablet touchpad device with 
digital stylus [11]. The recorded signatures are preproc-
essed using smoothing to interpolate missing points and to 
remove various noises such as stains, unexpected marks, etc. 
After preprocessing, different features are extracted from 
the signature trajectories which helps in better recognition. 
The featured data are fed into two different classifier, i.e., 
HMM and SVM for recognition purpose. Next, the recogni-
tion scores for each test trajectory has been computed from 
these two classifiers and DST has been applied for score 
combination. Finally, signature recognition and verification 
results are evaluated based on the outcome obtained from the 
DST. For recognition purpose, genuine signatures are used 
whereas for verification purpose forged signatures are used. 
A flow diagram of the proposed approach is shown in Fig. 1.

3.1 � Preprocessing

In online handwriting recognition systems, handwritten texts 
are collected using various graphical tablets and light pen. 
Here, a sensor records the movement of pen-nib x(i), y(i) and 
switching of pen-up and pen-down. Online signature collec-
tion process provides various information like temporal data 
of plotted points, direction of pen-nib movement, starting 

Fig. 1   The block diagram of 
the proposed framework of 
signature identification and 
verification
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point, stopping point and temporal sequence of strokes are 
obtained. Raw online signature captured by the hardware 
undergo various steps of preprocessing before extraction 
of features. This is done to reduce negative effect during 
recognition process carried out later. Some of these factors 
involved in this regard, namely speed, accuracy, overwritten 
samples etc.

Preprocessing phase consists of interpolation, smooth-
ing, resampling, headline–baseline calculation and size nor-
malization [12]. More details about different preprocessing 
steps may be found in [12]. Figure 2 shows a Devanagari 
online signature image before and after applying different 
preprocessing steps.

3.2 � Feature extraction

This phase plays an integral role in recognition and verifica-
tion of signatures. In this phase, features or characteristics 
discriminating different signatures are extracted [35]. In the 
proposed system, the Writing Direction, Slope, Curvature, 
Curliness and Linearity features in varying numbers are 
extracted in the proximity of each plotted point of the entire 
signature sample [12, 28, 36, 38]. As the proposed system 
focuses on recognition and verification of online handwritten 
signatures and during capturing of online data, information 
such as current position, direction of pen movement and 
temporal information of plotted points are obtained, so we 
are focusing on the aforesaid features. The details are as 
follows.

(a)	 Writing direction: The writing direction of a point 
D(xi, yi) is computed with the help of its two immedi-
ate neighbor points on either side i.e. C(xi−1, yi−1) and 
E(xi+1, yi+1) . These two neighbor points C and E form 

����⃗CE which creates an angle � with the x-axis. The cos(� ) 
and sin(� ) are used as writing direction of point D.

(b)	 Slope: The slope of point D is calculated as cos(�t ), 
where �t is the angle made by the straight line connect-
ing point A with the last proximity point (Z).

(c)	 Curvature: The curvature of D is calculated with the 
help of sin(� ) and cos(� ), where the angle � is gener-
ated with the support of two neighbor points of D i.e. 
B and F.

(d)	 Curliness: It is calculated by dividing the length of the 
stroke by maximum side in the vicinity of the point D.

(e)	 Linearity: Linearity is calculated as the average square 
distance between the straight line connecting two end 
points in the proximity of D and each point in the prox-
imity. These features are illustrated in Fig. 3. More 
details about these features can be found in [12].

Different combination of features is tested in our frame-
work. For this purpose, the features extracted from strokes 
are first quantized into one of 8 possible values. In this 
scheme, if the value lies between 0◦ and 45◦ then it is quan-
tized as bin1, if the value lies between 46◦ and 90◦ then 
it is quantized as bin2 and so on. The feature values are 
normalized by dividing the count of each bin by the total 
number of points in the signature sample. Finally, 8 nor-
malized feature values are recorded for each feature. Thus, 
a total of 8 × 5=40 feature values are calculated for 5 dif-
ferent features. Other bin divisions are also tested, but the 
one using � /4 provides the best accuracy. The feature vari-
ation for two different samples of two different signatures 
in Latin script and Devanagari script are depicted in Fig. 4.

Fig. 2   Examples of preproc-
essing steps for two different 
signatures in Devanagari script 
(column-wise): a input raw 
signature; b after interpolating; 
c after smoothing the trajectory 
of the stroke
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3.3 � Signature recognition and verification

Here, we present the details of the classifiers that have been 
used to implement our signature recognition and verifica-
tion system. In our system, this process has been carried out 
using HMM and SVM classifiers. The details are as follows.

3.3.1 � HMM based signature recognition and verification

HMM is a stochastic sequential classifier that has been popu-
lar for modeling temporal sequences. HMM is defined using 
( �,A,B ), where � is the initial state probabilities, A is state 
transition matrix denoted as aij , where aij represents the tran-
sition probability between two states, e.g., from state i to 
state j. The term B refers the output probability matrix with 
density function bj(x) . Here x represents the k dimensional 
feature vector [17, 30]. Gaussian mixture model (GMM) 
is defined separately for each state of model. Recognition 
of the sequences is performed using the Viterbi decoding 
algorithm. Baum–Welch algorithm is used for computing 
the state transition probabilities [16].

For each signature data sample, the features are extracted 
stroke-wise and the resultant feature sequence is processed 
using left-to-right HMMs. In the proposed system, each 
individual signature model is a HMM. For each sequence 
of feature vectors, the likelihood of the belongingness of the 
sequence to different classes is computed. The class to which 
the HMM achieves the highest likelihood is considered as 
the final class of the feature vector sequence. Figure 5 shows 
the formation of signature in Devanagari script with different 
stroke combinations. As HMM performs stochastic match-
ing of a model and the test signature sample using an order 
of probability distributions of the features of the signature 
sample, so HMM is able to imbibe the variability and simi-
larity between the patterns. Due to this capability of HMM, 
the performance of the proposed system has been evaluated 
using HMM also apart from SVM.

3.3.2 � SVM based signature recognition and verification

SVM has found its successful usage in the field of pattern 
recognition and regression tasks. In general, SVM employs 
the principle of Structural Risk Minimization (SRM) [41] 
along with structural learning theory to solve a problem. 

Fig. 3   Illustration of different 
feature extraction steps

Fig. 4   Feature vectors are illustrated for two different signature sam-
ples—a for the signature in Latin script of one individual and b for 
the signature in Devanagari script of another individual. In this figure, 
X-axis represents the feature vector and Y-axis represents their values
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SVM was primitively delineated for two-class problems, 
where it searches for the hyper-planes that maximize the 
distance between the positive and negative data samples.

If TD denotes the training dataset in pairs of ( xi , yi ), i = 
1, 2,… , n, where xi ∈ Rn and yi ∈ (− 1,1). The term xi is the 
feature vector corresponding to the input ith sample with yi 
target value. The decision function for an input pattern x is 
given by (1), where b, �i and K(x, xi) are the bias, Lagrange 
multiplier and kernel function, respectively.

To carry out signature recognition and verification using 
SVM, instead of extracting stroke wise features, features are 
extracted from the whole signature sample. Unique classes 
are created from samples of an individual signature. Differ-
ent combinations of temporal order of strokes for a signature 
are stored during training.

4 � Proposed approach of classifier 
combination

In this section, we discuss the approach to combine multiple 
classifiers using their individual probabilities, plausibility 
and belief which eventually help in making final decision. 
In this work, we have tested this approach on two classifiers 
namely, SVM and HMM. However, the approach is highly 
scalable and can be used to combine more classifiers as well. 
The details are as follows.

4.1 � Basics of Dempster–Shafer theory (DST)

Dempster–Shafer Theory (DST) is a framework for dealing 
with uncertainty. The theory involves combining evidence 
from different sources and arriving at a degree of belief that 

(1)f(x) = sign

(
n∑

i=1

yi�iK(x, xi) + b

)

takes into account all the available evidences. It is effec-
tively used for combining multiple information sources with 
incomplete, imprecise, biased, and conflict knowledge. In 
[14, 45], the authors have shown that DST can be employed 
to improve the accuracy of existing stand-alone handwriting 
recognition system. Similarly, the strategy can be further 
implemented on the combination of various classifiers. For 
this, a combination method has been proposed that combine 
the probabilistic outputs of various classifiers.

A DST based approach can be illustrated as follows. If 
� = { w1,...,wv } be a finite set, also known as frame, formed 
by exclusive classes for each individual signature. A mass 
function, referred as � , can be defined on the power set of 
� , represented as P(� ), that maps onto [0, 1] so that 

∑
 �

(A) = 1 where A ⊆ � and �(� ) = 0. Thus, � is approximately 
a probability function defined on P(� ) in lieu of � . It pro-
vides a broader description as the support of the function is 
enhanced: If ‖ � ‖ is the cardinality of � , then P(� ) contains 
2 exp ‖ � ‖ elements [14].

The belief function bel is defined using (2).

bel(A) refers to the probabilistic lower bound (i.e. all evi-
dences that imply A). Similarly, the plausibility function pl 
is defined using (3).

It refers to the probability of all the evidences that do not 
contradict A. Consequently, the difference between plausibil-
ity and belief i.e. pl(A) − bel(A) corresponds to the impreci-
sion associated with subset A of �.

Two mass functions �1 and �2 based on the evidences of 
two independent sources can be combined into a consonant 
mass function using (4).

(2)bel(A) =
∑

𝜇(B); ∀A ⊆ 𝛺, where B ⊆ A,B ≠ 𝜙

(3)pl(A) =
∑

𝜇(B); ∀A ⊆ 𝛺, where B ∩ A ≠ 𝜙

(4)M(Z) =

∑
A∩B=Z �1(A) × �2(B)

1 −
∑

A∩B=� �1(A) × �2(B)

Fig. 5   Signature modeling 
of the Devanagari signature 
‘RAJIB’. The signature is writ-
ten by user in three different 
stroke combinations
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where, Z ≠ � , Z ⊆ � , and A, B denotes two different sources. 
Evidential combination strategy [14] aims at combining the 
outputs of various classifiers, being utilized, in the best pos-
sible way. For this, the steps are—(1) building the frame, (2) 
calculating the mass function by finding the probabilistic 
output for each Q, (3) computation of conjunctive combi-
nation of Q mass functions, and (4) designing a decision 
function with the help of pignistic transform.

4.1.1 � Preparation of dynamic frames

Since each signature is labeled with a class number. There-
fore, number of classes are very large in comparison to the 
classical DST problems. If there are V number of signatures 
then there will be V number of classes. The mass functions 
for V classes involved 2V values and the conjunctive com-
bination of two mass functions required 22V multiplications 
and 2V additions. Hence, the cost for computation grows 
exponentially with the size of the signatures set. For mak-
ing an efficient system, it is necessary to either cut-down 
the complexity or to reduce the size of the classes involved 
during computation of mass functions.

4.1.2 � Probability computation

For combining and decision making, we must have the 
individual class probability from each classifier i.e. HMM 
and SVM classifiers. SVM gives the probability for every 
class that can be directly used for combination in DST. The 
probability score is calibrated using Platt scaling [29] from 
SVM score. Whereas HMM does not provide the probability 
directly for every class. Instead, it gives the log likelihood 
for every class [14]. This log likelihood score can be con-
verted to probability by using a sigmoid function defined 
in (5).

where � is defined in (6).

where Lq , �i and ¬Lq are the log likelihood, set of all lexi-
cons and the median of Lq(�i) ∀q , respectively.

4.1.3 � Mass function computation

After individual probability calculation, the probabilistic 
outputs of the two classifiers have been converted to a more 
complex mass function. The initial probability distribution p 
is converted into a consonant mass function � with the help 
of inverse pignistic transform [5]. If pi is the probability 

(5)pq(�i) =
1

1 + e−�(lq(�i)−¬lq)
,

(6)� =
1

maxi|Lq(�i) − ¬lq|

value in a particular frame � corresponding to particular 
class. Initially, the elements of � has been ranked in decreas-
ing order of probabilities defined in (7)

Next, mass function � is described using (8) and (9),

In our framework, top four choices have been consid-
ered, hence, |�| = 4 . �1(ei) , �1(ei, ei+1) , �1(ei, ei+1, ei+2) , 
�1(ei, ei+1, ei+2, ei+3) have been obtained from the result-
ant probability set of SVM classifier. Here, each subset 
of �1 is represented by X. Similarly, �2(ej) , �2(ej, ej+1) , 
�2(ej, ej+1, ej+2) , �2(ej, ej+1, ej+2, ej+3) have been obtained 
from the resultant probability set of HMM classifier. Here, 
each subset of �2 is represented by Y. The above mass func-
tions are combined using (10).

where, A ≠ � and A ⊆ � . For decision making, belief, plau-
sibility and conflict have been computed for each of the 
classes C using (11) and (12).

The calculated belief and plausibility have been used for 
further calculation of degree of conflict. Thus, the conflict 
of a class C is calculated using (13).

At this point, the pignistic transform has been directly used 
to decide the best possible class of the signature sample to 
be classified. The class C with the lowest conflict value has 
been selected as the final class of the signature sample.

5 � Experiment results and discussions

For our experiment of signature recognition and verification, 
we considered genuine and forged signatures in Devanagari 
and Latin scripts. The feature vectors of genuine signatures 
have been used to develop the training model. For validat-
ing the authenticity of online signatures, two separate sets 
have been created, one for genuine signatures and other for 
forged signatures.

(7)p(e1) > ⋯ > p(e|𝛺|).

(8)�({e1, e2,… , e|�|}) = �(�) = |�| × p(e|�|)

(9)∀i < |𝛺|,𝜇({e1, e2,… , ei}) = i × [p(ei) − p(ei+1)]

(10)M(A) =

∑
X∩Y=A �1(X) × �2(Y)

1 −
∑

X∩Y=� �1(X) × �2(Y)

(11)belief(C) =
∑

A⊆C

M(A)

(12)plausibility(C) =
∑

A∩C≠�

M(A)

(13)conflict(C) = plausibility(C) − belief(C)
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5.1 � Dataset description

The handwriting was sampled using a Wacom Bamboo Pad 
cth301k, touchpad with digital stylus. A total of 100 native 
Hindi writers were involved in the study for data collec-
tion. Each individual was prompted to provide 50 signa-
tures, out of these, 25 were genuine and 25 were forgeries. 
Therefore a total of 2500 (i.e. 100 × 25) genuine and 2500 
forged online signatures were collected. For signature recog-
nition and verification in Latin script, two publicly available 
datasets, namely, MCYT biometric public database [26] and 
SVC2004 Task1 [44] were used. In MCYT, signature sub-
corpus-100 dataset (DB1) was used that consist signatures 
of first 100 individuals. The dataset consists of 50 signatures 
from each individual, out of which, 25 are genuine and 25 
are forgeries. On the other hand, in SVC2004 Task1 data-
set, online signatures were collected from 40 different users, 
where each individual has contributed 40 signatures in all, 
Out of which, 20 were genuine and 20 were forgeries.

As followed in [10], each signature dataset was divided 
into training and test sets. The results were computed in 
two phases. First, the system was trained by randomly 
selecting 20% of genuine signatures and keeping the rest 
dataset for testing. Secondly, the system was trained using 
80% randomly selected genuine signatures and keeping the 
rest for testing. Both first and second phase are denoted as 
Skilled20% and Skilled80%, respectively. An overview of 
the Skilled20% and Skilled80% is shown in Table 1. The test 
set consists of the remaining samples of genuine signatures 
and all the forgery signatures in both phases.

5.2 � Signature recognition performance

Here, we present the results of the signature recognition 
on all the three datasets. The results have been computed 
using SVM and HMM classifiers for both Skilled20% and 
Skilled80% datasets as shown in Table 1.

5.2.1 � Signature recognition using SVM

Signature recognition performance using SVM was carried 
out using different kernels, namely, Linear, the (Gaussian) 

Radial Basis Function (RBF) and Polynomial. The recogni-
tion accuracy of SVM-based system is shown in Table 2, 
where accuracies of 92.36%, 92.72% and 91.06% were 
recorded on Devanagari, SVC2004 Task1 and MCYT DB1 
Skilled20% datasets, respectively. Similarly, recognition 
accuracies of 97.86%, 97.34% and 96.64% were recorded 
on Skilled80% datasets for Devanagari, SVC2004 Task1 and 
MCYT DB1, respectively. It can be seen from the Table 2 
that the maximum recognition performance was recorded 
using SVM with linear kernel. In addition to this, the recog-
nition performance was also evaluated by varying number 
of features for Skilled80% dataset using SVM with linear 
kernel. The optimal set of values of various hyper param-
eters in SVM is shown in Table 3. Bayesian optimization 
technique has been performed to find this optimal set. To 
evaluate the proposed system with varying number of fea-
tures, we have applied a specific feature selection method, 
named ’Exhaustive Search’. This method has generated 

Table 1   Details of the training and testing signature datasets

Script Dataset No. of users Sample details Skilled20% Skilled80%

Devanagari Own 100 No. of train samples 500 genuine 2000 genuine
No. of test samples 2000 genuine, 2500 forgeries 500 genuine, 2500 forgeries

Latin MCYT DB1 100 No. of train samples 500 genuine 2000 genuine
No. of test samples 2000 genuine, 2500 forgeries 500 genuine, 2500 forgeries

SVC2004 Task1 40 No. of train samples 160 genuine 640 genuine
No. of test samples 640 genuine, 800 forgeries 160 genuine, 800 forgeries

Table 2   Signature recognition results (in percentage) for Skilled20% 
category using SVM with different kernels

Script Dataset (Gaussian) 
RBF kernel

Linear kernel Poly-
nomial 
kernel

Skilled20%
 Devanagari Own 89.42 93.36 90.73
 Latin SVC2004 

Task1
88.56 92.72 89.12

MCYT DB1 88.21 91.06 88.61
Skilled80%
 Devanagari Own 94.76 97.86 95.89
 Latin SVC2004 

Task1
93.78 97.34 94.26

MCYT DB1 93.12 96.64 93.56

Table 3   Optimal set of values of various hyper parameters in SVM

Soft-margin constant 
(C)

Width of (Gaussian) 
RBF kernel ( �)

Degree of polynomial 
kernel

8 2.2 2
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various feature subsets, the results using some of those are 
shown in Table 4, where maximum accuracies were recorded 
using all feature set combinations.

5.2.2 � Signature recognition using HMM

In HMM, the models were trained with all five features 
defined in Sect. 3.2. Experiments were carried out by tuning 
the parameters e.g. number of state and number of Gauss-
ian mixture components per state. The number of states was 
varied from 2 to 6 and the numbers of Gaussian mixture 
components were considered from 4 to 128. In the present 
work, online stroke-based classes are not considered, rather 
than features are extracted from the entire online signature 
sample which leads to the framing of entire signature-based 
classes. As a consequence, in the present study, stroke-based 
HMMs are not considered, rather than each individual sig-
nature model is a HMM. So, in the present work, estimat-
ing the number of states does not depend on the size of the 
signature. Maximum accuracies for all three datasets were 
recorded at 3 HMM states with 64 and 32 Gaussian mixtures 
components for Skilled20% and Skilled80% data categories, 
respectively. The recognition results are depicted in Fig. 6a, 
b for Skilled20% and Skilled80% datasets, respectively.

Table  5 shows the signature recognition rates for 
Skilled80% category for both the scripts with varying num-
ber of features. Signature recognition results based on the 
top 5 choices were also computed for Skilled80% category 
for both the scripts as shown in Fig. 7, where SVM classifier 
results outperform HMM in all three datasets.

5.2.3 � Signature recognition using classifier combination

In this section, we present the signature recognition rates 
using the proposed DST approach of classifier combi-
nation as discussed in Sect. 4.1. The performance was 
evaluated on both Skilled20% and Skilled80% datasets 
by combining the results of SVM and HMM classifiers. 

Table 4   Signature recognition results for Skilled80% category data-
sets using SVM with linear kernel with varying number of features

Script Dataset Features Accuracy (%)

Devanagari Own WD, SP, CV, CR, LR 97.86
WD, SP, CV, LR 95.62
WD, CV, CR, LR 85.56

Latin SVC2004 Task1 WD, SP, CV, CR, LR 97.34
WD, SP, CV, LR 95.86
WD, CV, CR, LR 84.32

MCYT DB1 WD, SP, CV, CR, LR 96.64
WD, SP, CV, LR 94.86
WD, CV, CR, LR 85.32

Fig. 6   Signature recognition performance using HMM with varying 
GMM components: a for Skilled20%; b for Skilled80% category

Table 5   Signature recognition results for Skilled80% datasets using 
HMM with varying number of features

Script Dataset Features Accuracy (%)

Devanagari Own WD, SP, CV, CR, LR 93.23
WD, SP, CV, LR 90.62
WD, CV, CR, LR 85.78

Latin SVC2004 Task1 WD, SP, CV, CR, LR 92.12
WD, SP, CV, LR 89.66
WD, CV, CR, LR 83.26

MCYT DB1 WD, SP, CV, CR, LR 90.91
WD, SP, CV, LR 87.56
WD, CV, CR, LR 81.52

Fig. 7   Signature recognition performance using SVM and HMM for 
Skilled80% category for both the scripts. The results are shown con-
sidering different Top choices
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Figure 8 shows the comparative performance analysis of 
signature recognition results using SVM, HMM and DST 
for Skilled80% category. Figure 9(a) shows the recogni-
tion results using DST for Skilled20% dataset when com-
puted for the first three top choices where accuracies of 

95.12%, 95.04% and 94.52% were recorded on Devanagari, 
SVC2004 Task1 and MCYT DB1 datasets, respectively. 
Similarly, Fig. 9b shows the recognition results using DST 
for Skilled80% dataset for the first three top choices where 
99.51%, 99.17% and 98.81% accuracies were recorded on 
Devanagari, SVC2004 Task1 and MCYT DB1 datasets, 
respectively.

The DST approach based results are also compared with 
the existing classifier fusion strategies such as Sum rule, 
Product rule, Borda count rule, Simple weighted averaging 
and Majority voting rule. The comparison of these results 
are shown in Fig. 9, where the proposed DST approach 
outperforms the other strategies. In addition to this, we 
have also computed the results using DST and the afore-
said classifier fusion methods by varying number of fea-

tures as shown in Table 6 on Skilled80% dataset by consid-
ering the topmost choice only. It can be seen from the table 
that best accuracies were recorded using the proposed DST 
approach on all three datasets based on five feature set.

Fig. 8   Comparative performance analysis of signature recognition 
results using SVM, HMM and DST for Skilled80% category

Fig. 9   Comparative signa-
ture recognition performance 
analysis of various classifier 
combination methods, namely, 
(i) Product, (ii) Borda Count, 
(iii) Sum, (iv) Simple weighted 
averaging, (v) Majority voting, 
(vi) Proposed approach (using 
DST), a for Skilled20%, b for 
Skilled80% category
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Statistical analysis has also been performed to validate 
the performance of the proposed method using DST. Cor-
respondingly, a parametric test using one-way ANOVA has 
been performed to validate the performance of the proposed 
system. In this test, each classifier fusion strategy has been 
considered as one group and top three choices based on 
posterior probabilities have been included in each group. 
Results of the one-way ANOVA test are reported in Tables 7, 

8 and 9 for both the scripts which has been found statistical 
significant.  

5.3 � Signature verification results

The experiment of signature verification are performed using 
Skilled20% and Skilled80% categories of three different 
datasets i.e. Devnagari, SVC2004 Task1 and MCYT DB1. 

Table 6   Signature recognition 
using DST and other classifier 
fusion strategies for Skilled80% 
category with varying number 
of features

Script Dataset Strategies Features

WD, SP, CV, 
CR, LR (%)

WD, SP, 
CV, LR 
(%)

WD, CV, 
CR, LR (%)

Devanagari Own Product 87.33 85.48 84.32
Borda count 85.89 84.28 82.33
Sum 83.43 81.28 80.41
Simple weighted averaging 89.31 87.48 85.17
Majority voting 82.31 80.34 78.47
Proposed approach (using DST) 99.51 97.38 96.04

Latin SVC2004 Task1 Product 85.89 84.51 82.94
Borda count 83.94 82.18 80.54
Sum 82.13 80.33 78.42
Simple weighted averaging 87.34 85.58 83.37
Majority voting 81.08 79.43 77.72
Proposed approach (using DST) 99.17 97.91 96.08

MCYT DB1 Product 85.67 84.12 82.59
Borda count 83.72 81.88 80.54
Sum 81.89 80.13 78.06
Simple weighted averaging 87.18 85.51 83.91
Majority voting 80.74 79.94 77.54
Proposed approach (using DST) 98.81 97.64 95.61

Table 7   Results of one-way ANOVA in Devanagari script

Anova: single factor

SUMMARY​

Groups Count Sum Average Variance

Product 3 2.5713 0.8571 0.00023
Borda Count 3 2.525 0.841667 0.000318
Sum 3 2.4512 0.817067 0.000242
Simple weighted averaging 3 2.6196 0.8732 0.00043
Majority voting 3 2.4112 0.803733 0.000369
Proposed approach (using DST) 3 2.9293 0.976433 0.000306

ANOVA

Source of variation SS df MS F P value F crit

Between Groups 0.057212 5 0.011442 36.22347 7.78E−07 3.105875
Within Groups 0.003791 12 0.000316
Total 0.061002 17
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First, the results have been computed using traditional veri-
fication approach which is followed by the proposed DST 
based signature verification performance.

5.3.1 � Signature verification using individual classifier

The authenticity of genuine signatures is performed by test-
ing forged signatures. A common threshold value is com-
puted for the lowest value of Conflict (c) defined in (13). 
Our experimentation suggests that, for Skilled80% category 
datasets, this threshold value should be lesser than or equal 
to 0.4 to mark a test signature sample as accepted. Similarly, 
for Skilled20% category datasets, this threshold value should 

be lesser than or equal to 0.2 to for being a test signature as 
accepted. Two types of errors were obtained in automatic 
signature verification, namely false acceptance of forged sig-
natures [i.e. False Acceptance Rate (FAR)] and false rejec-
tions of genuine signatures [i.e. False Rejection Rate (FRR)]. 
FAR indicates the rate of accepting forgeries as genuine sig-
natures whereas FRR indicates the rate of false rejections 
of genuine signatures. For measuring FAR, we have used 
forged signatures in test dataset. A trade-off between both 
errors usually has to be established by adjusting a decision 
threshold. Figure 10 shows the signature verification results 
in terms FAR and FRR for both SVM and HMM classifiers 
in both categories of dataset—Skilled20% and Skilled80%.

Table 8   Results of one-way ANOVA on SVC2004 Task1 dataset in Latin script

Anova: single factor

SUMMARY​

Groups Count Sum Average Variance

Product 3 2.5334 0.844467 0.000218
Borda Count 3 2.4666 0.8222 0.000289
Sum 3 2.4088 0.802933 0.000344
Simple weighted averaging 3 2.5629 0.8543 0.000396
Majority voting 3 2.3823 0.7941 0.000282
Proposed approach (using DST) 3 2.9316 0.9772 0.000241

ANOVA

Source of variation SS df MS F P value F crit

Between Groups 0.067014 5 0.013403 45.41848 2.19E−07 3.105875
Within Groups 0.003541 12 0.000295
Total 0.070555 17

Table 9   Results of one-way ANOVA on MCYT DB1 dataset in Latin script

Anova: single factor

SUMMARY​

Groups Count Sum Average Variance

Product 3 2.5238 0.841267 0.000237
Borda Count 3 2.4614 0.820467 0.000255
Sum 3 2.4008 0.800267 0.000368
Simple weighted averaging 3 2.566 0.855333 0.000267
Majority voting 3 2.3822 0.794067 0.000277
Proposed approach (using DST) 3 2.9206 0.973533 0.000262

ANOVA

Source of variation SS df MS F P value F crit

Between Groups 0.065405 5 0.013081 47.0977 1.79E−07 3.105875
Within Groups 0.003333 12 0.000278
Total 0.068737 17
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Apart from these two parameters, another measurement, 
called Equal Error Rate (EER) is also used to measure the 
overall error of the system. EER is defined as the error rate 
when FRR = FAR.

5.3.2 � Signature verification using DST approach

This section presents the results that have been computed 
using the proposed DST approach of classifier combination. 
For measuring FAR, we have used forged signatures in test 
dataset. Figure 11 shows the signature verification results 
in terms of FAR, FRR and EER after combining classifiers 
for both Skilled20% and Skilled80% datasets. The detailed 
description of the EER on all three datasets is shown in 
Table 10 for both Skilled20% and Skilled80% category.

To measure the performance of the proposed system 
when DST is applied, we use Receiver operating character-
istic (ROC) analysis, and F1-Score as performance measure-
ment parameters. ROC curve is generated by plotting the 

True Positive Rate (TPR) against the False Positive Rate 
(FPR). F1-Score is defined using (14). ROC analysis, and 
F1-Score are shown in Figs. 12 and 13 respectively.

Fig. 10   Signature verification using HMM and SVM classifiers

Fig. 11   Signature verification performance using DST approach for both Skilled20% and Skilled80% category (row-wise) for : a Devanagari 
Scrip; b SVC2004 Task1 (Latin Script); c MCYT DB1 (Latin script)
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5.4 � Comparative study

To our knowledge, there exist no benchmark verification 
system for online signatures in Devanagari script. For signa-
ture recognition and verification in Latin script, two publicly 
available datasets, namely MCYT biometric public database 
and SVC2004 Task1 database have been used in this work. 
Both datasets have been used by many researchers [8, 10, 26] 
to get the same platform. Therefore, in this section, a com-
parative analysis of signature recognition and verification 
have been presented with some state of the art techniques. 
Table 11 shows the comparative analysis performance for 
signature verification in terms of EER where the proposed 
approach performs better in comparison to other existing 
techniques.

6 � Conclusion

In this paper, we have proposed a novel and efficient 
approach for online signature biometric system. The pro-
posed recognition and verification system involves DST 
based classifier combination to improve the traditional 
stand-alone systems. The approach has been applied on two 
different scripts, namely, Latin and Indic script Devanagari. 

(14)F1-Score =
2 × Precision × Recall

Precision + Recall

Table 10   Signature verification performance (in percentage) using 
DST approach for both Skilled20% and Skilled80% categories

Script Dataset EER EER
Skilled20% Skilled80%

Devanagari Own 0.65 0.14
Latin SVC2004 Task1 0.68 0.19

MCYT DB1 0.63 0.23

Fig. 12   ROC analysis of the proposed system for: a Devanagari 
script; b Latin (MCTY-DB1)

Fig. 13   F1-Score of the proposed system for Devanagari and Latin

Table 11   Comparison of signature verification results (in percentage) 
with existing state-of-the-art works in Latin script

References Dataset EER

Guru et al. [10] MCYT DB1 5.84
Garcia et al. [26] MCYT DB1 1.21
Nanni et al. [24] MCYT DB1 9.7
Aguilar et al. [8] SVC2004 Task1 2.41
Liu et al. [21] SVC2004 Task1 3.98
Xinghua et al. [42] MCYT DB1 2.17

SVC2004 Task1 2.60
Xinghua et al. [43] MCYT DB1 2.15

SVC2004 Task1 2.63
Diaz et al. [4] MCYT DB1 13.56

SVC2004 Task1 18.25
Zanuy et al. [7] MCYT DB1 4.86

SVC2004 Task1 5.5
Dutta et al. [32] MCYT DB1 5.66

SVC2004 Task1 11.91
Proposed methodology MCYT DB1 0.23

SVC2004 Task1 0.19
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DST has been used to combine the decisions of signature 
identification and verification made by two classifiers, i.e. 
HMM and SVM. The theory has been proved to be remark-
ably advantageous in improving the overall efficiency of 
the system. The robustness of the system has been tested 
on three different datasets where, two of them are publicly 
available and the third dataset collected in Indic script. From 
experiments, the results outperform other existing studies. 
The proposed approach is expected to explore a new direc-
tion of research with the help of uncertainty based models 
towards online signature recognition in other cursive scripts.
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