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Abstract
Recently, formal concept analysis has become a potential direction of cognitive computing, which can describe the processes 
of cognitive concept learning. We establish a concept hierarchy structure based on the existing cognitive concept learn-
ing methods. However, none of these methods could obtain the following results: get the concept, recognize objects and 
distinguish between two different objects. In this paper, our focus is to construct an attribute-oriented multi-level cognitive 
concept learning method so as to improve and enhance the ability of cognitive concept learning. Firstly, the view point of 
human cognition is discussed from the multi-level approach, and then the mechanism of attribute-oriented cognitive concept 
learning is investigated. Through some defined special attributes, we propose a corresponding structure of attribute-oriented 
multi-level cognitive concept learning from an interdisciplinary viewpoint. It is a combination of philosophy and psychology 
of human cognition. Moreover, to make the presented attribute-oriented multi-level method easier to understand and apply 
in practice, an algorithm of cognitive concept learning is established. Furthermore, a case study about how to recognize the 
real-world animals is studied to use the proposed method and theory. Finally, in order to solve conceptual cognition prob-
lems, we perform an experimental evaluation on five data sets downloaded from the University of California-Irvine (UCI) 
databases. And then we provide a comparative analysis with the existing granular computing approach to two-way learning 
[44] and the three-way cognitive concept learning via multi-granularity [9]. We obtain more number of concepts than the two
-way learning and the three-way cognitive concept learning approaches , which shows the feasibility and effectiveness of our 
attribute-oriented multi-level cognitive learning method.

Keywords  Cognitive computing · Concept learning · Formal concept analysis · Granular computing · Multi-level cognitive

1  Introduction

Cognitive computing is derived from the artificial intel-
ligence of a computer system simulating the human brain 
[38]. One goal of cognitive computing is to let the comput-
ing system learn, think and make the right decisions like 
the human brain. Cognitive computing attempts to address 

inaccurate, uncertain and partially real problems in bio-
logical systems to achieve varying degrees of perception, 
memory, learning, language, thinking and problem solving. 
Based on its own data of the cognitive system, cognitive 
computing is able to continue self-improving [17]. At pre-
sent, with the development of science and technology, and 
the arrival of large data age, how to know more meaningful 
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knowledge (for example: concept) from vast amounts of 
information is an urgent need.

Formal concept analysis theory [5, 41, 42] is an area of 
applied mathematics, and it mainly focuses on cognitive concept 
based on the mathematization of concept and conceptual hierar-
chy in a certain formal context. As the central notion in formal 
concept analysis, concept lattice theory has been researched 
by most academics, also formal concept analysis theory and 
concept lattice theory have been applied to inducing decision 
trees [3], attribute reduction [7, 15, 20, 23, 31] and the corre-
sponding rule mining [10, 13]. A formal context is an important 
part of the theory of formal concept analysis, which is used to 
express and record the relationship between objects and attrib-
utes. Generally speaking, formal context [5] is a triple which is 
composed of an object set, an attribute set, and a binary rela-
tion between object set and attribute set. In this sense, concept 
mainly includes two parts: extension (its meaning: an object 
set) and intension (scope of application: an attribute set), which 
can be determined with each other [4, 9, 11, 16, 22, 23, 37, 42, 
46, 49]. So far, different kinds of concepts are put forward to 
meet different requirements of the problem analysis in practice, 
which included but not limited to abstract concept [37], Wille’s 
concept [42], property-oriented concept [4], object-oriented 
concept [46, 49], approximate concept [11] and three-way con-
cept [6, 9, 22–25, 27]. Nowadays, Li et al. [12] studied concept 
learning from the cognitive viewpoint via granular computing. 
Kumar et al. [8] made use of formal concept analysis to repre-
sent memories and to perform some of the cognitive functions 
of human brain. Singh et al. [29] computed the weight of fuzzy 
formal concepts based on Shannon entropy, then the number 
of fuzzy formal concepts was reduced at chosen granulation of 
their computed weight. By employing two kinds of multi-level 
formal concepts they introduced, Shao et al. [26] proposed two 
pairs of rough approximation operators, then they discussed the 
properties of the proposed approximation operators in details. In 
addition, Yao [47] analysed interval sets and three-way concept 
in incomplete contexts. Shivhare et al. [28] established cognitive 
relations between the pair of objects and attributes by integrat-
ing the idea of cognitive informatics. Zhao et al. [51] studied 
the cognitive concept learning from incomplete information. In 
Moreton et al. [18], linguistic and non-linguistic pattern learn-
ing have been studied separately, and then the authors provided 
a comparative approach between them. These concepts can be 
distinguished from one another based on their intensions and 
actual demand. Furthermore, Professor Wang’s team has done 
a series of researches on active learning and different classifiers. 
For example, Wang et al. [34] proposed a non-naive Bayesian 
classifier based on the estimation of joint probability density 
for classification problems with continuous attributes. In order 
to make the best use of the individual classifiers and their com-
binations, Wang et al. [35] proposed a new scheme of classifier 
fusion based on upper integrals. Later, Wang et al. [36] investi-
gated essential relationships between generalization capabilities 

and fuzziness of fuzzy classifiers in ensemble learning. Then 
two diversity criteria are proposed for multiple-instance active 
learning by utilizing a support vector machine based multiple-
instance learning classifier [32]. Recently, by choosing extreme 
learning machines as the classification algorithms, Wang et al. 
[33] studied the relationship between generalization and uncer-
tainty from the viewpoint of complexity of classification.

In order to improve the efficiency of cognitive concept 
learning, the viewpoint of granular computing is particu-
larly worth mentioning. Granular computing is also an 
important issue within academic. Pedrycz [19] investi-
gated hybrid methods and models of granular comput-
ing based on the foundations of granular computing. Yao 
[40, 50] proposed the formal and mathematical modeling 
of rule mining based on granular computing. Also, Yao 
examined a conceptual framework for concept learning 
from the viewpoints of cognitive informatics and granular 
computing. Then within this framework, he interpreted 
concept learning based on a layered model of knowledge 
discovery [48]. In fact, information granule is the basic 
unit of granular computing. Bargiela and Pedrycz [2] 
examined the basic motivation for information granula-
tion and cast granular computing as a structured combi-
nation of algorithmic and non-algorithmic information 
processing that mimics human, intelligent synthesis of 
knowledge from information. Li et al. [14] proposed a 
framework of distance-based double-quantitative rough 
fuzzy set with logic operation by forming a distance-
based fuzzy similarity relation in an information system 
with continuous data. Ever since the presentation of infor-
mation granule, formal concept analysis has grown by 
leaps and bounds over these years. It has developed tight 
connection with knowledge discovery, data analysis and 
visualization as an effective and powerful mathemati-
cal tool. Formal concept analysis theory has established 
its presence in academia and practice. For example, Wu 
et al. [43] examined granular structure of concept lattices 
with application in knowledge reduction in formal con-
cept analysis. Xu et al. [45] established a novel cognitive 
system based on formal concept analysis, then necessary, 
sufficient, sufficient and necessary information granules 
are addressed to exactly describe the human cognitive 
processes. Furthermore, by using formal concept descrip-
tion of information granules, Xu and Li [44] proposed a 
novel granular computing method of machine learning, 
and trained an arbitrary fuzzy information granule to 
become necessary, sufficient, or necessary and sufficient 
fuzzy information granule. Li et al. [12] discussed con-
cept learning via granular computing from the point of 
view of cognitive computing.

Based on the existing cognitive concept learning meth-
ods, the basic idea of formal concept analysis is to establish a 
concept hierarchy structure (i.e., concept lattice) based on the 
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relationship between objects and attributes. However, we may 
encounter the following problems: When we learn something in 
real life, sometimes our aim is to make clear what the concept is, 
(that is to say, what characteristics certain concept owns), with-
out understanding the whole concept lattice. Another important 
thing in our real life is how to distinguish one object from the 
other object. For example, if we have two animals (a duck and a 
chicken), then how can we separate the duck from the chicken? 
What characteristics do we need to differentiate the duck from 
the chicken? While, none of the existing methods could obtain 
the following results: get the concept (to achieve the purpose of 
cognition); distinguish between two different objects (to achieve 
the purpose of a deep understanding of the concept). Also, based 
on the human recognizing psychology and philosophy, the pro-
cess of human recognizing a new entity is layer by layer, and has 
a hierarchical structure. However, these well defined concepts 
do not reflect the hierarchical structure of human cognition. So, 
we need to look beyond the process of human cognition, then 
we define a multi-level concept which results in a representation 
of hierarchical structure of human cognition. The main theme 
of our paper is to address this problem. It is worth noting that 
the difference between the formal concept analysis based con-
cepts and the concepts based on human cognition are mainly 
reflected in two aspects. One is the different methods getting 
concepts. For example, in [45], Xu et al. recognized concepts 
by establishing a cognitive system, and then trained an arbitrary 
information granule to become necessary, sufficient, or neces-
sary and sufficient information granule, and finally reaching 
the purpose of recognizing concepts. While in the method, we 
mainly recognized concepts step by step based on the human 
cognitive mechanism. The other difference is the existing cogni-
tive concept learning methods could only recognize complete 
concepts, while we obtained complete concepts and incomplete 
concepts, and we can also recognize some certain objects, distin-
guish between two different objects simultaneously.

In this paper, we simulate human cognitive process based 
on the human cognitive psychology and philosophy, and 
then we establish an attribute-oriented multi-level cognitive 
concept learning structure. The aims and main contributions 
of our attribute-oriented multi-level cognitive concept learn-
ing method are:

1.	 to obtain all the concepts (complete concepts) or incom-
plete concepts in data set;

2.	 to recognize some certain objects in each data set;
3.	 to distinguish between two objects (in different object 

sets of concepts or incomplete concepts).

Moreover, the semantic interpretations of all the concepts 
and incomplete concepts are discussed in order to confirm 
the effectiveness of our approach in terms of cognition, 
also the semantic interpretation gives us a simple and clear 
understanding of the concept or incomplete concept.

There are two basic ways [1, 21] for human beings to 
understand the world. One is called “experience + intui-
tion”. In ordinary words, after gaining a lot of experiences, 
they understand a truth and then verify it in new expe-
rience. In the past, Confucianism, Buddhism, Mohism 
and Taoism all used this method. Ancient Greece created 
another way of knowing the world, a formal logic method. 
The simplest form of formal logic method is science, which 
simplifies complex things into several theorems, formulas, 
and then uses these theorems and formulas to infer to the 
entire system. In fact, we usually use the following method: 
we use the experience and intuition to perceive unknown 
objects step by step and then construct the process of cog-
nitive concept through logical methods to achieve the pur-
pose of cognition. Based on the analysis above, we need to 
focus on the process of human cognition, and then define 
a multi-level concept which results in a representation of 
hierarchical structure of human cognition.

It is worth noting that the related concept in this sec-
tion is actually a complete concept in this paper. The 
remaining of this paper is organized as follows. Some 
basic notions and corresponding properties in formal 
concept analysis are reviewed in Sect. 2, also complete 
concept and incomplete concept are defined. In Sect. 3, 
we propose some special attributes in formal context, 
then some properties of these special attributes are dis-
cussed. In Sect. 4, we discuss human cognition process, 
and investigate the attribute-oriented multi-level cognition 
mechanism, then an attribute-oriented multi-level cogni-
tive concept learning structure is constructed based on the 
cognitive psychology and philosophy. The correspond-
ing program flow chart and pseudo code are investigated 
simultaneously to test the effectiveness of our method. 
In Sect. 5, an illustrative example is presented, then our 
method is used to understand the animals from some cer-
tain paths, and the semantic interpretations of concepts 
and incomplete concepts are discussed. The technology 
on how to distinguish two objects are also analyzed. In 
Sect. 6, in order to test our multi-level cognitive method 
and to make a comparative analysis with the existing 
granular computing approach to two-way learning and the 
three-way cognitive concept learning via multi-granularity, 
we study the performance of an experiment on five data 
sets downloaded from UCI databases. Finally, the paper 
ends with conclusions and our future research work.

2 � Preliminaries

In this section, we review some basic notions such as for-
mal context and formal concept in formal concept analysis 
theory from the perspective of the cognitive psychologists 
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and a common sense. Detailed information can be found 
in the references.

Formal context is a triple composed of an object set, 
an attribute set, and a binary relation between object set 
and attribute set. Attributes express the characteristics of 
various objects, and the relationship between the attributes 
expresses the relationship between the concepts in a cer-
tain problem. Normally, a formal context is represented by 
a matrix. Each row in the matrix represents an object, and 
each column represents an attribute. Specific definition of 
formal context is presented as follows.

A triple (U, AT, I) is called a formal context, where

•	 U = {x1, x2,… , xn} is a non-empty finite set of objects;
•	 AT = {a1, a2,… , am} is a non-empty finite set of attrib-

utes;
•	 I is a subset of Cartesian product of U and AT, (i.e., 

I ⊆ U × AT).

In a matrix representing a formal context, if an object of a 
row has the property of a column, the value of the object 
under the attribute is 1, otherwise it is 0. There is no doubt 
that the binary relation matrix R is a Boolean matrix.

Cognitive psychologists generally choose specific 
research methods according to the actual situation. Among 
these methods, the most primitive research method is obser-
vation. From the point of view of cognitive psychology, 
observation is a research method which mainly summarizes 
the laws of cognitive activity by describing and recording the 
external performance of subjects (such as language, expres-
sion and behavior). It is clear that the ability to observe is 
inborn. In fact, there are examples of this in real life. For 
example, children form their own way of doing things by 
observing the behavior of their parents. In other words, par-
ents are the best teachers of children, which is based on the 
cognitive psychology research method: observation. As a 
matter of fact, observation is an ability to study and accept 
new information, which is very important for cognition and 
perceiving. Then human beings can observe and remember 
the characteristics of a kind of material in the process of 
cognition based on the cognitive psychology. From this per-
spective, we define two notions (incomplete formal concept 
and complete formal concept) as follows.

Let (U, AT, I) be a formal context, for arbitrary X ⊆ U 
and A ⊆ AT  , (X,X∗) and (A⋆,A) are called two incomplete 
formal concepts (or simply called incomplete concepts), 
where

X∗ = {a ∣ (x, a) ∈ I,∀x ∈ X, a ∈ AT} = {a ∣ I(x, a) = 1,∀x ∈ X, a ∈ AT},

A⋆ = {x ∣ (x, a) ∈ I,∀a ∈ A, x ∈ U} = {x ∣ I(x, a) = 1,∀a ∈ A, x ∈ U}.

If X∗ = A and A⋆ = X , then (X,X∗) = (A⋆,A) = (X,A) is 
called a complete formal concept, or called a formal concept 
(or simply called a concept). Where ∗ and ⋆ are two opera-
tors which can map an object set to an attribute set and map 
an attribute set to an object set, respectively.

It is worth noting that the incomplete concept we defined 
is different with the semiconcept defined by Wille, the detail 
definition of semiconcept is as follows [16, 30]: A semi-
concept of a formal context (U, AT, I) is a pair (X, A) with 
X ⊆ U and A ⊆ AT  such that X∗ = A or A⋆ = X . So semi-
concept is included in incomplete concept, i.e., semiconcept 
⫋ incomplete concept.

Note that unless otherwise stated, the concept mentioned 
in the rest of this paper refers to the complete concept.

Each concept consists of two parts: extension and inten-
sion. Extension is a set of objects which belong to the con-
cept, while intension is a set of attributes shared by the 
objects in the concept. In other words, if (X, A) is a concept, 
then X is the extension of concept (X, A) and A is the inten-
sion of concept (X, A). The semantic interpretation of the 
definitions of extension and intension are that all the entities 
of a certain property and all the feature description of certain 
objects, respectively.

Let (U, AT, I) be a formal context, X1,X2,X ⊆ U and 
A1,A2,A ⊆ AT  , then the above two operators ∗ and ⋆ have 
the following properties.

1.	 X ⊆ X∗⋆ , A ⊆ A⋆∗;
2.	 X∗ = X∗⋆∗ , A⋆ = A⋆∗⋆;
3.	 X ⊆ A⋆

⇔ A ⊆ X∗;
4.	 X1 ⊆ X2 ⇒ X∗

2
⊆ X∗

1
 , A1 ⊆ A2 ⇒ A⋆

2
⊆ A⋆

1
;

5.	 (X1 ∪ X2)
∗ = X∗

1
∩ X∗

2
 , (A1 ∪ A2)

⋆ = A⋆

1
∩ A⋆

2
;

6.	 (X1 ∩ X2)
∗ ⊇ X∗

1
∪ X∗

2
 , (A1 ∩ A2)

⋆ ⊇ A⋆

1
∪ A⋆

2
;

7.	 (X∗⋆,X∗) and (A⋆,A⋆∗) are two concepts.

3 � Special attributes

In order to learn concepts from a formal context, we need to 
go into details the research of knowledge in the formal con-
text. Especially, the relationship between attributes expresses 
the relationship between the concepts of the research ques-
tion. So finding the relationship between attributes is an 
important problem to be solved. Next we will put forward 
definitions about some special attributes in formal context, 
and the corresponding properties of these attributes are 
investigated.
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Definition 3.1  Let (U, AT,  I) be a formal context, and 
a ∈ AT  , then

1.	 if there exist ai, aj ∈ AT  , and ai ≠ aj ≠ a , satisfying 
{x ∣ (x, ai) ∈ I,∀x ∈ U} ⊆ {x ∣ (x, a) ∈ I,∀x ∈ U} and 
{x ∣ (x, aj) ∈ I,∀x ∈ U} ⊆ {x ∣ (x, a) ∈ I,∀x ∈ U} , then 
a is called a general attribute;

2.	 if for all x ∈ U , (x, a) ∈ I , then a is called a focal attrib-
ute of all the objects;

3.	 if there only exists one object x ∈ U such that (x, a) ∈ I , 
then a is called an essential attribute of x.

Remark  Definition 3.1 can be redefied as follows based on 
the definitions of operators ∗ and ⋆ mentioned last section.

Let (U, AT, I) be a formal context, and a ∈ AT  , then

1.	 if there exist ai, aj ∈ AT(ai ≠ aj ≠ a) , satisfying 
{ai}

⋆ ⊆ {a}⋆ and {aj}⋆ ⊆ {a}⋆ , then a is called a gen-
eral attribute;

2.	 if {a}⋆ = U , then a is called a focal attribute of all the 
objects;

3.	 if |{a}⋆| = 1 , then a is called an essential attribute of one 
certain object ( x = {a}⋆).

As a matter of fact, general attribute, focal attribute and 
essential attribute are present in the cognitive process. That 
is to say, there exist some attributes (general attributes) 
owned by some objects, an attribute (focal attribute) shared 
by all objects, and a certain attribute (essential attribute) 
only owned by one object. For example, in a formal context 
constructed by all the animals in the animal kingdom and 
their behavior and characteristics, some animals can breath 
with their lungs, while others cannot, all the animals are in 
the animal kingdom, and only the panda has a pair of dark 
circle eyes, i.e., “breath with lung” is a general attribute, 
“in the animal kingdom” is a focal attribute, and “a pair of 
dark circle eyes” is an essential attribute.

Since the general attribute, focal attribute and essential 
attribute are some special attributes in a formal context, the 
corresponding attribute sets satisfy all the properties men-
tioned in the last section. Next we will discuss some special 
properties of these attributes: general attribute, focal attrib-
ute and essential attribute.

Firstly, a focal attribute set is defined as follows: If for any 
attribute a ∈ AT , {a}⋆ ≠ U , then ∅ is the focal attribute set of 
this formal context. That is to say, all the focal attributes can 
construct the focal attribute set in arbitrary formal context.

Theorem 3.1  Let (U, AT, I) be a formal context, if this 
formal context has at least a general attribute, a focal attrib-
ute and an essential attribute, then we have the following 
properties:

	(1a)	 If a is a general attribute, then there exists api ∈ AT  
( api ≠ a), satisfying ∪({api}

⋆) ⊆ {a}⋆ ⊆ U;
	(2a)	 If {a}⋆ = U, then a is a general attribute, and for any 

attribute ak ∈ AT  , {ak}⋆ ⊆ {a}⋆ = U;
	(2b)	 If {a}⋆ = U, then for any object x ∈ U , a ∈ {x}∗;
	(2c)	 ∅ is a focal attribute set on account of �⋆ = U;
	(2d)	 If A is the set of all the focal attributes, then 

(A⋆,A) = (U,A) is a concept;
	(3a)	 If , then |{a}⋆| = 1|{a}⋆∗| = |({a}⋆)∗| ≥ 1;
	(3b)	 If , and |{a}⋆| = 1, then|{a}⋆∗| = 1({a}⋆, {a}⋆∗) is a 

concept.

Proof  It is straightforward to prove from the definitions of 
general attribute, focal attribute and essential attribute in 
Definition 3.1 and Remark.

One must note that the semantic interpretations of these 
properties are meaningful. From the view of common sense, 
there exists one attribute satisfying the fact that the number 
of objects having this attribute is more than the number of 
objects having other attributes (1a). If one attribute is shared 
by all the objects, then this attribute is a focal attribute, and the 
set of objects having this focal attribute is U (2a). It is obvious 
that the set of objects having other attributes is a subset of U 
(2b). Although only one object has the property of attribute 
(essential attribute), the elements of the set of attributes owned 
by this object may not be less than 1 (3a).

In order to understand the definitions of general attribute, 
focal attribute, essential attribute and their corresponding 
properties well, we will use an example to illustrate the mean-
ing of these attributes and their properties.

Example 3.1  Table 1 is a formal context (U, AT, I), where 
U = {x1, x2, x3, x4} and AT = {a1, a2, a3, a4, a5}.

From this formal context, we can calculate

{a1}
⋆ = {x3},

{a2}
⋆ = {x1, x2, x3, x4} = U,

{a3}
⋆ = {x2, x3},

{a4}
⋆ = {x1, x2},

{a5}
⋆ = {x1, x2, x3}.

Table 1   A formal context
a1 a2 a3 a4 a5

x1 0 1 0 1 1
x2 0 1 1 1 1
x3 1 1 1 0 1
x4 0 1 0 0 0
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Then from the above results, the following outcomes can be 
obtained directly.

a1 is an essential attribute for |{a1}⋆| = |{x3}| = 1.
a2  i s  a  foca l  a t t r i bu t e  a s  a  r e su l t  o f 

{a2}
⋆ = {x1, x2, x3, x4} = U.

a5 is a general attribute, because {a1}⋆ ⊆ {a5}
⋆ , 

{a3}
⋆ ⊆ {a5}

⋆ and {a4}⋆ ⊆ {a5}
⋆.

a2 is also a general attribute, since {a1}⋆ ⊆ {a2}
⋆ , 

{a3}
⋆ ⊆ {a2}

⋆ , {a4}⋆ ⊆ {a2}
⋆ and {a5}⋆ ⊆ {a2}

⋆.
Based on the analysis above, one can directly get that 

({x3}, {a1}) and (U, {a2}) are two obvious concepts.

4 � Attribute‑oriented multi‑level cognitive 
concept learning

Based on the proposed special kinds of attributes in the last 
section, we will construct an attribute-oriented multi-level 
cognitive concept learning method by using general attrib-
ute, focal attribute and essential attribute under the guidance 
of the philosophical principle of human cognition in this sec-
tion. The basic principle of human cognition is to find dif-
ferent things from the same objects, so as to accomplish the 
task of cognition. One of the fundamental human cognitive 
processes is problem solving [39]. The process of cognition 
or solving problem is actually converting the knowledge of 
unknown to the knowledge of known. For the knowledge 
completely unknown, one can learn the knowledge through 
study. Then convert the knowledge of unknown into the 
knowledge of known step by step through some transfer 
functions. That is to say, when the knowledge of unknown is 
transformed into the knowledge of known, it can be realized 
by some transfer functions. The choice of transfer function 
should be decided according to the concrete problem. In 
other words, the process of human cognition is hierarchical. 
The human cognitive process can be described in Fig. 1. 
For example, there are 56 students in a class. How does a 
new teacher get to know the students in this class? Through 
communication with students, the teacher first gets to know 
five students on the first day. Then the number of students 
he knows (known knowledge) is changed from zero to five, 
and students unknown (unknown knowledge) from 56 to 51. 
Through a period of communication, the number of students 
he unknown decreases and the number of students he knows 
increases, at last he knows all 56 students in the class. That is 
to say, he changed the original unknown students (unknown 

knowledge) to known students (known knowledge) after a 
period of communication.

In Fig. 1, the blank block in Level 0 is the knowledge of 
unknown. The block with blue right slash in Level 1 is the 
local knowledge of known by using a transfer function f1 , 
and the remaining blank block is another local knowledge 
still unknown. Similarly, the block with green left slash, the 
block with purple plaid and the block with red wavy line in 
Levels 2, 3 and n are the local knowledge of known by using 
transfer functions f2 , f3 and fn , respectively. Identically, the 
blank block in Levels 2 and 3 are also the local knowledge of 
unknown. Meanwhile after n levels’ cognition (from Level 1 
to Level n), the global knowledge is known by using all the 
transfer functions f1 , f2 , f3 , … , fn . The purpose of this figure 
is to simulate human cognitive process, and this is also the 
overall main idea of our multi-level cognitive concept learn-
ing method.

For a certain formal context and to understand some 
concepts by using a multi-level method, one can consider 
three trains of thoughts. The first idea is to learn the concept 
gradually from the point of view of attributes, which can 
be called an attribute-oriented multi-level cognitive concept 
learning method. The second approach is to study the for-
mal context from the perspective of objects, which is called 
an object-oriented multi-level cognitive concept learning 
method. The third technique is mainly to think about the 
problem from both attributes and objects point of view (i.e., 
the whole formal context), and this pattern can be called an 
attribute-object-oriented multi-level cognitive concept learn-
ing method. In this paper, we only take the attribute-oriented 
multi-level cognitive concept learning method into account 
to solve the problem of cognitive concept learning.

The basic principle of human cognitive is that one can 
distinguish and recognize objects by using the universal-
ity and particularity. If someone wants to distinguish two 
objects, what he/she needs to do is to find out the differ-
ences between these two objects. For instance, if we have 
two chickens (a rooster and a hen). Both of which have 
two legs, short wings, and cannot fly too high. All of the 
above features are the common characteristics of chicken, it 
is obvious that we still cannot distinguish the rooster from 
the hen using the above given common characteristics. We 
all know that a rooster can crow, but a hen cannot. Then 
one can distinguish the rooster from the hen according to 
whether the chicken crows or not. Another more common 
example is how to discriminate the spelling of word “owe” 

Fig. 1   Simulating human cogni-
tive process
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with “own”. One can distinguish them perceptibly through 
“o-w-e” and “o-w-n”, i.e. the difference of the last letters in 
the spelling of these two words. From the view of attributes, 
the mechanisation of our attribute-oriented multi-level cog-
nitive concept learning method can be described in Fig. 2. 
Where the red circle represents the focal attributes (i.e., the 
characteristics of all the objects), the blue squares and the 
green rhombus represent the general attributes and essential 
attributes, respectively. The focal attributes gather all the 
objects (the universe) together in Level 1. Then two differ-
ent general attributes divide the universe into two parts in 
Level 2. We can divide the object sets step by step by using 
one or two attributes (may be general attributes or essential 
attributes) similar to the one in Level 2. The detailed method 
will be discussed in the next.

The specific main idea of our multi-level method is that 
we can distinguish some objects from the others based on 
one or two characteristics in a larger object set, the phe-
nomenon shown in Fig. 2 is mainly caused by our cognitive 
process. For example, a class of 56 students has 32 boys 
and 24 girls. One can distinguish the 32 boys from the 24 
girls by using two sex attributes: male and female. One can 
also separate the 32 boys from the 24 girls by using only 
one sex attribute: male or female. That is to say, one could 
classify the 32 boys as a class from these 56 students by 
using the male sex attribute, the rest of 24 students who 
do not have the male attribute can be classified as another 
class. Accordingly, one can distinguish the 24 girls from the 
other 32 students by using only the female attribute. The 56 
students can be classified as a class of 24 girls and another 
class of 32 students who do not have the female attribute. In 
this example, a class with 56 students is the focal attribute 
(red circle), sex attribute male and sex attribute female are 

two general attributes (blue squares). In these 56 students, if 
one student is from Province B and other students are from 
Province A. Then form Province B is an essential attribute 
(green rhombus), and this attribute can distinguish this stu-
dent from others.

From Fig. 2, it is obvious that focal attribute is the nature 
of all the objects, general attribute is the feature of most 
objects. Focal attribute and general attribute reflect the wide-
spread phenomenon of most objects, and they have a larger 
extension and a smaller intension. An essential attribute is 
the special characteristic of one object, and it is the unique 
feature which differentiates a certain object from other 
objects. So, it has a smaller extension and a larger intension. 
From left to right (i.e., the level increases), the commonal-
ity of objects decreases, while the characteristics of objects 
become more obvious.

For a formal context (U,  AT,  I), U = {x1, x2,… , xn} , 
AT = {a1, a2,… , am} , to cognitive concepts and incomplete 
concepts, we need three steps: (1) we calculate focal attrib-
ute set and generate concept in Level 1; (2) we calculate 
the general attributes and essential attributes, and generate 
concepts or incomplete concepts in middle levels and the 
highest level; (3) Draw the map of the cognitive process of 
our attribute-oriented multi-level cognitive concept learning 
method. And the detailed and completed attribute-oriented 
multi-level cognitive concept learning procedure and method 
is presented as follows.

Step 1 Calculate focal attribute set A1 , generate a concept 
(U,A1) in Level 1.

In this formal context (U, AT, I), if there exists an attrib-
ute ai ∈ AT  , satisfying {ai}⋆ = U , then ai ∈ A1 . That is to 
say, A1 is the set of all the focal attributes in this formal con-
text. For an arbitrary attribute ai ∈ AT  , if {ai}⋆ ≠ U , then 

Fig. 2   Attribute-oriented multi-
level cognitive mechanism
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A1 = � . Accordingly, we generate an incomplete concept 
(U,A1) . It is clear that U∗ = A1 and A⋆

1
= U , so (U,A1) is a 

concept in Level 1.
In fact, this step can be described simply as follows:
Compute U∗ = A1 ,  then one gets the concept 

(U,A1) = (U,U∗) in Level 1.
Step 2 Calculate the general attributes and essential attrib-

utes, and generate concepts or incomplete concepts in mid-
dle levels and the highest level.

From Fig. 1, one can find that the local knowledge of 
known in Level i is derived by a transfer function fi and 
the corresponding concept or incomplete concept in Level 
i − 1 , the local knowledge of known in Level i + 1 is also 
derived by another transfer function fi+1 and the corre-
sponding concept or incomplete concept in Level i, where 
i ≤ m . Hence, the local knowledge of known in higher level 
can be derived by a transfer function and the correspond-
ing concept or incomplete concept in the above level. So, 
without loss of generality, we can suppose that all the 
concepts and incomplete concepts in the above level (i.e., 
Level i, where i ≤ m ) are (Xi1,Ai1) , (Xi2,Ai2) , … , (Xiq,Aiq) , 
… , (Xip,Aip) , where q ≤ p ≤ m , and q ≤ p ≤ n . In order 
to compute all the concepts and incomplete concepts in 
the next level (i.e., Level i + 1 , where i ≤ m ), for definite-
ness and without loss of generality, we take the concept or 
incomplete concept (Xiq,Aiq) in Level i as an example, we 
will encounter the five situations listed as Case 1 to Case 
5 in the following.

Case 1 If |Xiq| ≥ 2 , and (Xiq,Aiq) satisfies X∗
iq
≠ Aiq , then 

(Xiq,Aiq) is an incomplete concept in Level i, and the concept 
in Level i + 1 is (Xiq,X

∗
iq
).

Case 2 If |Xiq| ≥ 2 , (Xiq,Aiq) satisfies X∗
iq
= Aiq , then 

(Xiq,Aiq) is a concept in Level i. Furthermore, if there not 
only exist two attributes as, at ∈ AT − Aiq such that

but also (Aiq ∪ {as})
⋆ and (Aiq ∪ {at})

⋆ are differ-
ent from all the object sets in all the upper levels, then 
the concepts or incomplete concepts in Level i + 1 are 
((Aiq ∪ {as})

⋆,Aiq ∪ {as}) and ((Aiq ∪ {at})
⋆,Aiq ∪ {at}).

If one of these two object sets is equal to one of the object 
sets in all the upper levels, then we delete the corresponding 
concept or incomplete concept in Level i + 1 . The purpose 
of doing so is to remove the duplicate concept or incomplete 
concept.

Case 3 If |Xiq| ≥ 2 , (Xiq,Aiq) satisfies X∗
iq
= Aiq , then 

(Xiq,Aiq) is a concept in Level i. Furthermore, if there only 
exists one attribute ah ∈ AT − Aiq such that

(Aiq ∪ {as})
⋆ ∪ (Aiq ∪ {at})

⋆ = Xiq,

(Aiq ∪ {as})
⋆ ∩ (Aiq ∪ {at})

⋆ = �,

in addition, (Aiq ∪ {ah})
⋆ and Xiq − (Aiq ∪ {ah})

⋆ are dif-
ferent from all the object sets in all the upper levels, then 
the concepts or incomplete concepts in Level i + 1 are 
((Aiq ∪ {ah})

⋆,Aiq ∪ {ah}) and (Xiq − (Aiq ∪ {ah})
⋆,Aiq).

If one of these two object sets is equal to one of the object 
sets in all the upper levels, then we delete the corresponding 
concept or incomplete concept in Level i + 1 . The purpose of 
doing so is also to remove the duplicate concept or incom-
plete concept.

Case 4 If |Xiq| = 1 , and (Xiq,Aiq) satisfies X∗
iq
≠ Aiq , then 

(Xiq,Aiq) is an incomplete concept in Level i. So the concept 
in Level i + 1 is (Xiq,X

∗
iq
) , and cognitive learning on this path 

ended.
Case 5 If |Xiq| = 1 , and (Xiq,Aiq) satisfies X∗

iq
= Aiq , then 

(Xiq,Aiq) is a concept in Level i, and cognitive learning on 
this path ended.

Moreover, in Case 2 and Case 3, if |(Aiq ∪ {as})
⋆| = 1 , 

|(Aiq ∪ {at})
⋆| = 1 , or |(Aiq ∪ {ah})

⋆| = 1 , then as , at , 
or ah is an essential attribute. If |(Aiq ∪ {as})

⋆| ≥ 2 , 
|(Aiq ∪ {at})

⋆| ≥ 2 , or |(Aiq ∪ {ah})
⋆| ≥ 2 , then as , at , or ah 

is a general attribute.
One must note that the object set of the concept (Xiq,Aiq) 

satisfies |Xiq| = 1 in Case 4 and Case 5, it means that the 
object in set Xiq can be studied by us.

By calculating the general attributes and essential attrib-
utes in Level i + 1 , one gets all the concepts and incomplete 
concepts in this level. Then one can recognize all the con-
cepts and incomplete concepts in each level by using the five 
cases mentioned above.

Step 3 Draw the map of the cognitive process of our 
attribute-oriented multi-level cognitive concept learning 
method. Start from Level 1 and stop until one cannot distin-
guish the object set in each concept and incomplete concept.

After we have drawn the map of attribute-oriented multi-
level cognitive concept learning process, we can distinguish 
any two objects (in different object set of concepts or incom-
plete concepts) on the basis of the cognitive process. It is 
clear that one can distinguish two objects if one of these 
two objects has an essential attribute. For two objects which 
have no essential attribute, we cannot directly distinguish the 
one from the other. However, we can find a concept or an 
incomplete concept in lower level in the cognitive map, in 
which the concept contains both of these two objects. Then 
the classification standard of the concept or the incomplete 
concept in the next level is the characteristics which can 
distinguish these two objects. We will introduce the detailed 
method of how to distinguish between two objects in the 
case study section.

(Aiq ∪ {ah})
⋆ ∩ Xiq ≠ �,

(Xiq − (Aiq ∪ {ah})
⋆)∗ = Aiq,
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To understand our method, in the following we provide 
the corresponding program flow chart and pseudo code of 
our attribute-oriented multi-level cognitive concept learning 
procedure and method. Figure 3 is the program flow chart 
of our attribute-oriented multi-level cognitive procedure. 
Algorithm 1 is the pseudo code of attribute-oriented multi-
level cognitive concept learning method in a formal context.

Description and explanation of Fig. 3 and Algorithm 1: 
Input a formal context (U, AT, I), what we need to do first 
is to compute the focal attribute set A1 , then we can get the 
concept (U,U∗) = (U,A1) in Level 1. In order to calculate all 
the concepts and incomplete concepts in middle levels and 

the highest level, we need to find out some attributes which 
can distinguish some objects from the others in a certain 
object set. The most important thing is to judge which kinds 
of situations they are experiencing. There are five cases for 
us to judge and choose, then we can get the concepts or 
incomplete concepts in the next level. Through the repeat 
until loop in this program, one can compute all the concepts 
and incomplete concepts in each level. The variable e repre-
sents the eth concept in previous level, index represents the 
subscript of concepts or incomplete concepts in this level. 
C{l − 1} represents the set of concepts and incomplete con-
cepts in Level l − 1 . C{l − 1}{e}{1} and C{l − 1}{e}{2} 

Fig. 3   Program flow chart of attribute-oriented multi-level recognize
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represent the object set and attribute set of the eth concept 
in Level l − 1 , respectively.

So far, the cognitive process of our multi-level method 
is completed, and it is obvious that all the concepts and 
incomplete concepts can be found after multi-level cogni-
tive, where the semantic interpretation of all the concepts 
and incomplete concepts are considered. We will introduce 
an example to illustrate the utilization of our method and 
program, then we give the semantic interpretation of all the 
concepts and incomplete concepts, also the method of how 
to distinguish two objects are discussed at the same time in 
the case study section.

5 � Case study

In the cognitive system of human beings, the concept is 
hierarchical. For example, the concept of “Animal” includes 
“Aves”, “Mammalia” and “Pisces”. “Mammalia” includes 
“Canidae” and “Catamount”. “Catamount” includes “Tiger”, 
“Lion” and other concepts. For a zoologist, the classification 
is better to be more complete and in more details. While, for 
ordinary people, it is not necessary to classify the animal in 
details. It is because it wastes a lot of cognitive resources. In 
other words, it is ok if one can find a path in which ordinary 
people can recognize the concept they want or need to learn. 
In this way, if one wants to know a tiger, it can be achieved 
by the path: Animals → Mammalia → Catamount → Tiger . 
To use our attribute-oriented multi-level cognitive concept 
learning method, we present an illustrative example to 
understand the animals from some certain paths. Also, we 
introduce the detailed method of how to distinguish between 

two objects, and the semantic interpretation of all the con-
cepts and incomplete concepts will be addressed in this 
section.

Example 5.1  Table 2 is a formal context formed by 12 kinds 
of animals and 9 characteristics. Where U = {x1, x2,… , x12} 
is a set of 12 kinds of animals: “Cyprinoid”, “Cow”, 
“Siberian tiger”, “Duck”, “Honeybee”, “Chicken”, 
“Shark”, “Giant panda”, “Scorpion”, “Ostrich”, “Seven 
star ladybugs”, “Diving bell spider”. The attribute set is 
AT = {a1, a2,… , a9} which corresponds to the following 
characteristics: “constant temperature”, “a pair of dark cir-
cle eyes”, “can move”, “dangerous”, “paired muscles”, “fly”, 
“no spine”, “oviparity”, “can live in water”. In this section, 
by using our attribute-oriented multi-level cognitive concept 
learning method which is investigated in the last section, we 
know all the animals in the formal context which comprises 
U and AT. Then we can compute all the concepts and incom-
plete concepts in each level. The corresponding cognitive 
concept maps based on animals and characteristics can be 
produced directly.

By using our program Algorithm 1 of multi-level cogni-
tive concept learning method in Sect. 4, we can calculate all 
the concepts and incomplete concepts in this formal context.

For formal context (U, AT,  I), where I ⊆ U × AT  , by 
using our proposed multi-level cognitive concept learning 
method, all the concepts and incomplete concepts are listed 
as follows.

Level 1 (U, {a3}) is the only concept in this level, and 
it is obvious that a3 is a focal attribute, then a3 is a general 
attribute.

Level  2  ({x1, x2, x3, x4, x6, x7, x8, x10}, {a3, a5}) and 
({x5, x9, x11, x12}, {a3, a7}) are all the two concepts in this 
level, where a5 is a general attribute.

L e v e l  3  ({x2, x3, x4, x6, x8, x10}, {a1, a3, a5})  , 
({x1, x4, x6, x7, x10}, {a3, a5, a8})  a n d 
({x5, x9, x12}, {a3, a4, a7}) are all the three concepts, and 
({x5, x11}, {a3, a6, a7}) is the one incomplete concept in this 
level, where a1 , a4 and a8 are general attributes.

L e v e l  4  ({x8}, {a1, a2, a3, a5})   , 
({x4, x6, x10}, {a1, a3, a5, a8}) ,  ({x1, x4, x7}, {a3, a5, a8, a9}) 
and ({x9, x12}, {a3, a4, a7}) are all the four concepts. And 
({x2, x3, x4, x6, x10}, {a1, a3, a5}) , ({x5}, {a3, a4, a6, a7}) and 
({x5, x11}, {a3, a6, a7, a8}) are all the three incomplete con-
cepts in this level, where a1 , a8 are general attributes, and a2 
is an essential attribute.

Level 5 ({x3}, {a1, a3, a4, a5}) , ({x4, x6}, {a1, a3, a5, a6, a8}) 
and ({x5}, {a3, a4, a6, a7, a8}) are all the three concepts. 
({x2, x4, x6, x10}, {a1, a3, a5})  ,  ({x10}, {a1, a3, a5, a8})  , 
({x4}, {a1, a3, a5, a8, a9})   ,  ({x1, x7}, {a3, a5, a8, a9})   , 
({x9}, {a3, a4, a7})   ,  ({x12}, {a3, a4, a7, a8})  a n d 
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({x11}, {a3, a6, a7, a8}) are all the seven incomplete concepts 
in this level, where a1 , a4 and a8 are general attributes.

L e v e l  6  ({x4}, {a1, a3, a5, a6, a8, a9})   , 
({x7}, {a3, a4, a5, a8, a9}) and  ({x12}, {a3, a4, a7, a8, a9}) 
are all the three concepts, ({x2, x10}, {a1, a3, a5}) , 
({x6}, {a1, a3, a5, a6, a8}) and ({x1}, {a3, a5, a8, a9}) are all 
the three incomplete concepts in this level, where a4 is a 
general attribute.

Level 7 ({x2}, {a1, a3, a5}) is the only incomplete concept 
in this level.

Table 3 listed the number of all the concepts and incom-
plete concepts of each level in the formal context formed 
by animals and their characteristics. Where NC, NIC, total 
mean the number of concepts, the number of incomplete 
concepts, the total number of concepts and incomplete con-
cepts, respectively.

From Table 3, it is obvious that the trend of the change of 
the number of total (the number of concepts and incomplete 
concepts) in each level is increasing first and then decreas-
ing. This is mainly caused by the main idea of our multi-
level cognitive method.

Up to now, we have calculated all the concepts and 
incomplete concepts in each level. Then we can map the 
corresponding figure based on the results mentioned above, 
which is shown in Fig. 4.

From Fig. 4, one finds that the general attributes are 
gathered at the lower levels, while the special attributes are 
scattered in the higher levels. It is also straightforward to 
see that the lower the level, the larger the general attributes 
and the smaller the special attributes. The higher the level, 

Table 2   A formal context 
formed by animals and 
characteristics

a1 a2 a3 a4 a5 a6 a7 a8 a9

x1 0 0 1 0 1 0 0 1 1
x2 1 0 1 0 1 0 0 0 0
x3 1 0 1 1 1 0 0 0 0
x4 1 0 1 0 1 1 0 1 1
x5 0 0 1 1 0 1 1 1 0
x6 1 0 1 0 1 1 0 1 0
x7 0 0 1 1 1 0 0 1 1
x8 1 1 1 0 1 0 0 0 0
x9 0 0 1 1 0 0 1 0 0
x10 1 0 1 0 1 0 0 1 0
x11 0 0 1 0 0 1 1 1 0
x12 0 0 1 1 0 0 1 1 1

Table 3   Number of concepts 
and incomplete concepts

Level 1 Level 2 Level 3 Level 4 Level 5 Level 6 Level 7

NC 1 2 3 4 3 3 0
NIC 0 0 1 3 7 3 1
Total 1 2 4 7 10 6 1

the smaller the general attributes and the larger the special 
attributes. That is to say, from the lower level to the higher 
level, there is an increase in a certain animal’s characteris-
tics, while there is a decrease in the types of animals which 
own more properties. Next we will discuss the semantic 
interpretation of the concepts and incomplete concepts we 
get above.

In Fig. 4, it is obvious that all the twelve animals are 
recognized in Levels 4, 5, 6 and 7. For all the concepts, the 
animal must have the homologous distinguishing features 
in a certain concept which is owned by this animal. Con-
versely, if something have all the characteristics in a certain 
concept, then it must be the certain animal in this concept. 
For example, if one wants to know a “Giant Panda” ( x8 ), 
based on the concept ({x8}, {a1, a2, a3, a5}) in Level 4, then 
the corresponding characteristics can be found: constant 
temperature ( a1 ), a pair of dark circle eyes ( a2 ), can move 
( a3 ), paired muscles ( a5 ). On the contrary, if one animal 
has these features: constant temperature ( a1 ), a pair of dark 
circle eyes ( a2 ), can move ( a3 ), paired muscles ( a5 ), then this 
animal must be a “Giant Panda” ( x8 ). For the incomplete 
concepts, the animal must have the homologous distinguish-
ing features in a certain incomplete concept which is owned 
by this animal. If something have all the characteristics in 
a certain concept, then it may not be the certain animal in 
this incomplete concept. For instance, based on the incom-
plete concept ({x10}, {a1, a3, a5, a8}) in Level 5 and concept 
({x4, x6, x10}, {a1, a3, a5, a8}) in Level 4, “Ostrich” ( x10 ) must 
have these properties: constant temperature ( a1 ), can move 
( a3 ), paired muscles ( a5 ), oviparity ( a8 ). Conversely, if one 
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animal have these characteristics: constant temperature ( a1 ), 
can move ( a3 ), paired muscles ( a5 ), oviparity ( a8 ), then it 
may be “Duck” ( x4 ), “Chicken” ( x6 ) or “Ostrich” ( x10 ). The 
semantic interpretations of other concepts and incomplete 
concepts in Fig. 4 can be obtained accordingly.

Also, it is worth knowing how to distinguish any two 
objects (in different object sets of concepts or incomplete 
concepts) on the basis of the cognitive process we proposed. 
First, it is straightforward to know that one can distinguish 
“Giant Panda” from any other animals based on an essen-
tial attribute [i.e., a pair of dark circle eyes ( a2 )] of “Giant 
Panda”. If each of these two objects has no essential attrib-
ute, one cannot distinguish them immediately, then the 
detailed approach is presented as follows. At this time, what 
one needs to do first is to outcrop these two objects, and then 
one can find a recent concept through the cognitive path of 
these two objects, where these two objects are included in 
the recent concept. At last, the classification criteria of the 
recent concept can distinguish these two objects. For exam-
ple, if one wants to distinguish “Duck” ( x4 ) from “Chicken” 
( x6 ), then one can distinguish them based on whether the 
animal can live in water ( a9 ) according to the classification 

criteria of the concept ({x4, x6}, {a1, a3, a5, a6, a8}) in Level 
5. If the animal can live in water, then it must be a “Duck” 
( x4 ), and the other one is a “Chicken” ( x6 ), this is based 
on the concept ({x4}, {a1, a3, a5, a6, a8, a9}) and incomplete 
concept ({x6}, {a1, a3, a5, a6, a8}) in Level 6. Specially, if 
one wants to distinguish “Siberian tiger” ( x3 ) and “Shark” 
( x7 ), first one can find these two animals in Fig. 4, then a 
concept ({x1, x2, x3, x4, x6, x7, x8, x10}, {a3, a5}) in Level 2 can 
be found. So, one can solve this problem based on which 
characteristics the animal has, constant temperature ( a1 ) or 
oviparity ( a8 ). If the animal has constant temperature ( a1 ), 
and it is not an oviparity, then it must be a “Siberian tiger” 
( x3 ) based on the concept ({x2, x3, x4, x6, x8, x10}, {a1, a3, a5}) 
in level 3. If the animal is an oviparity ( a8 ) and has no con-
stant temperature, then it must be a “Shark” ( x7 ) based on 
the concept ({x1, x4, x6, x7, x10}, {a3, a5, a8}) in level 3. We 
can distinguish two arbitrary objects (in different object sets 
of concepts or incomplete concepts) based on our attribute-
oriented multi-level cognitive concept learning method.

Owing to the inadequate features in the formal context 
formed by animals and characteristics in Example 5.1, the 
corresponding concepts and incomplete concepts in the 

Fig. 4   Attribute-oriented multi-level cognitive animals learning structure table in formal context (U, AT, I)
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formal context (U, AT, I) are obtained. In order to make all 
the incomplete concepts to be complete concepts, one can 
achieve the concepts by using the classical method (concept 
lattice, and so on). In addition, one can complete all the 
characteristics of each animal through further study, then all 
the incomplete concepts can be transformed into complete 
concepts. From the perspective of a zoologist, the complete 
attribute-oriented multi-level cognitive animals learning 
structure chart is shown in Fig. 5. Where Levels 1–4 repre-
sent the Taxa: Kingdom, Phylum, Class and Species in the 
animal classification system. The arrow lines represent the 
classification criteria from the previous taxa to the next taxa. 
Short lines connect the certain taxa and the corresponding 
characteristics of the taxa. From this figure, it is obvious that 
one not only can see the characteristics of each taxa intui-
tively, but also can see the special characteristics of each ani-
mal, which can distinguish this animal from other animals.

In Fig.  5, the features of each animal is fully exca-
vated in each level. For example, if one wants 
to know an “Ostrich”, then a path can be found: 
Animal → Vertebrate → Aves → Ostrich . It means that the 
ostrich belongs to aves in vertebrate animal. Then an ostrich 
not only has the characteristics of itself, but also has the 

features of animal’s, vertebrate’s and ave’s. That is to say, the 
ostrich has these characteristics: breath, move, eat, vertebral, 
paired muscles, oviparous, air sac, 2 atria and 2 ventricles, 
constant temperature, the largest bird, the only two toed bird. 
Where “the largest bird” and “the only two toed bird” are the 
essential attributes of the “Ostrich”. All the taxa and animals 
can be fully understood in this way in Fig. 5.

6 � Experimental evaluation

For cognitive psychology, theory is the soul, model is the 
skeleton, and the experiments on the theory and model are 
flesh and blood. Therefore, the three parts are indispensable 
in the process of conceptual cognition. In this section, we 
will test our attribute-oriented multi-level cognitive concept 
learning method on some real life data sets.

To use our multi-level cognitive concept learning 
method in some real life data sets, what we need to do 
first is the data preprocessing. We know that the relation 
matrix is a Boolean matrix and if the attribute-oriented 
multi-level learning method can be applied to cognitive 
concepts, we need to perform preprocessing. Therefore, 

Fig. 5   Complete attribute-oriented multi-level cognitive animals learning structure chart
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the preprocessing of data sets is mainly to transform the 
general relation matrix into a Boolean matrix. And then 
one can use our multi-level method to recognize concepts. 
In this paper, in order to ensure the relation matrix is a 
Boolean matrix before applying our multi-level method, 
we convert the value to 0 if this value is smaller than the 
average value under this attribute, and change the value to 
1 if this value is not smaller than the average value under 
this attribute. In this section, we apply our method to solve 
concept cognitive problem on five real life data sets avail-
able from the UCI databases. The characteristics of these 
data sets are summarized in Table 4.

In order to test the program of Algorithm 1 proposed 
in Sect. 4, we will use these five data sets described in 
Table 4 to verify the validity of this program. By using 
the program of our attribute-oriented multi-level cogni-
tive concept learning method, we can get all the concepts 
and incomplete concepts of the tested five data sets. The 
number of concepts and incomplete concepts in each level 
of the tested five data sets are listed in Tables 5, 6, 7, 
8 and 9, where NC, NIC, total represent the number of 
concepts, the number of incomplete concepts, the total 
number of concepts and incomplete concepts, respectively. 
The numbers in heading represent the level numbers when 
one recognizes concepts and incomplete concepts in these 
five data sets.

From Tables 5, 6, 7, 8 and 9, the following conclusions 
are obtained.

•	 The number of concepts and incomplete concepts rec-
ognized is increasing in double at the first few levels. 
For example, in Tables 5, 7, 8 and 9, the number of total 
(the total number of concepts and incomplete concepts) 
in Levels 1–5 are 1, 2, 4, 8 and 16, respectively. It means 
the concepts and incomplete concepts double increase 
in the first five levels in data sets: Letter recognition , 
Wholesale customers , Wine quality-Red and Wine quality

-White.
•	 At the beginning, the number of recognized concepts 

and incomplete concepts increases by layers, and the 
number of recognized concepts and incomplete concepts 
decreases by layers at a certain level. This is because 
some of cognitive paths have ended at some certain levels.

•	 After comparing Table 5 with Table 6, we find the num-
ber of concepts in Table 6 is more than that in Table 5. 
This is mainly caused by the difference of these two data 
sets. The number of attributes of these two data sets is 
almost equal in Letter recognition and Vehicle, while 
Letter recognition data set has 8084 objects, and Vehi-
cle has only 846 objects. In fact, Tables 8 and 9 have 
the similar results, but the difference is not too great. 
It is because the number of object set in Table 5 is 10 
times that of in Table 6, while the number of object set 
in Table 9 is 3 times that of in Table 8. So we can draw a 
conclusion: The more the number of column and the less 
the number of row, the more the number of concepts we 
recognized.

Next, we will make a comparative analysis in the 
number of concepts using our multi-level cogni-
tive method with the number of concepts using 

Table 4   Descriptions of testing date sets from UCI databases

Data set Samples Attributes

Letter recognition 8084 16
Vehicle 846 18
Wholesale customers 440 6
Wine quality-Red 1599 11
Wine quality-White 4898 11

Table 5   Letter recognition: 
number of concepts and 
incomplete concepts

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

NC 1 1 1 1 1 1 1 1 1 1 1 1 6 5 8 4 5
NIC 0 1 3 7 15 30 59 106 182 268 371 445 478 473 443 367 175
Total 1 2 4 8 16 31 60 107 183 269 372 446 484 478 451 371 180

Table 6   Vehicle: number 
of concepts and incomplete 
concepts

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

NC 1 1 1 1 2 2 4 7 15 28 34 37 35 34 21 4 0
NIC 0 1 3 7 13 26 40 54 66 58 57 80 88 136 159 110 40
Total 1 2 4 8 15 28 44 61 81 86 91 117 123 170 180 114 40

Table 7   Wholesale customers: 
number of concepts and 
incomplete concepts

1 2 3 4 5 6 7

NC 1 1 1 1 1 2 2
NIC 0 1 3 7 15 25 31
Total 1 2 4 8 16 27 33
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existing other two different approaches, which are the 
granular computing approach to two-way learning [44] and 
the three-way cognitive concept learning via multi-granular-
ity [9]. Since the authors only listed all the necessary and 
sufficient granules [44] (i.e., the concepts in our paper) or 
three-way cognitive concepts [9] in their experiment sec-
tion, we then compare the number of concepts using these 
three methods. Here, we only consider the maximum num-
ber of concepts recognized in [44]. It means we only use the 
maximum number of concepts as a comparative criterion. 
Table 10 shows the comparative results of the number of 
concepts based on attribute-oriented multi-level cognitive 
concept learning method, two-way learning approach [44] 
and three-way cognitive concept learning method [9] in the 
five tested data sets.

Based on the comparative results of multi-level method, 
two-way [44] and three-way [9] approaches in Table 10, it is 
obvious that the number of concepts recognized by using our 
method is larger than the other two approaches, especially 
in the data set Vehicle. This is mainly due to this data set 
having more attributes than the others data sets. This proves 
the validity of our multi-level method in conceptual cogni-
tion, especially the processing of the data set with a larger 
set of attributes. In addition, we can fully guide our further 
cognitive concept learning by using our attribute-oriented 
multi-level cognitive concept learning method. Moreover, 
if a data set has more attributes and less objects, then the 

number of concepts recognized will increase in multiple, 
and one will recognize more objects based on the result of 
cognition. Another advantage of our multi-level approach 
is that by using the path of concept learning, we are able to 
have a better and long lasting memory of what we learned.

It is obvious that the more the number of concepts we get, 
the more we know about the data set, the more effective the 
method used in cognitive concepts. Based on the results in 
Table 10, we find the effectiveness of our attribute-oriented 
multi-level cognitive concept learning method in cognitive 
concepts. Table 10 only lists the comparison of the number 
of concepts obtained by those three different approaches. It 
is also worth noting that we got a large number of incom-
plete concepts at the same time in the results of the tested 
five data sets which are listed in Tables 5, 6, 7, 8 and 9. The 
significance of the number of incomplete concepts and the 
total number of concepts and incomplete concepts is what 
we should concern about. Actually, we recognized some 
objects by getting some concepts or incomplete concepts 
in distinguishing two certain objects. Next, we will discuss 
the objects recognized by using our multi-level method and 
the other two approaches (two-way and three-way). Table 11 
lists the number of objects recognized by our attribute-ori-
ented multi-level cognitive concept learning method, the 
existing granular computing approach to two-way learning 
[44] and the three-way cognitive concept learning via multi-
granularity [9] in the five tested data sets. Since Xu and Li 
have not analysed the recognized objects in their granular 
computing approach to two-way learning [44], the number 
of objects recognized in each data sets by two-way learn-
ing record as “ / ”. As for the three-way cognitive concept 
learning, the number of concepts recognized is mainly deter-
mined by the number of granules. Based on the number of 
concepts recognized by three-way approach and the defini-
tion of three-way cognitive concept in [9], we record the 
biggest number of objects which can be recognized by this 
method in this table.

From Table 11, it is obvious that by using our multi-level 
method, we can recognize parts of the objects in each data 

Table 8   Wine quality-Red: 
number of concepts and 
incomplete concepts

1 2 3 4 5 6 7 8 9 10 11 12

NC 1 1 1 1 0 1 1 1 2 5 6 2
NIC 0 1 3 7 16 28 56 101 135 168 152 118
Total 1 2 4 8 16 29 57 102 137 173 158 120

Table 9   Wine quality-White: 
number of concepts and 
incomplete concepts

1 2 3 4 5 6 7 8 9 10 11 12

NC 1 1 1 1 1 2 1 2 1 2 2 0
NIC 0 1 3 7 15 30 62 118 211 311 447 413
Total 1 2 4 8 16 32 63 120 212 313 449 413

Table 10   The number of concepts learned by multi-level method, 
two-way [44] and three-way [9] approaches

Data sets

Letter 
recogni-
tion

Vehicle Wholesale 
customers

Wine 
quality-
Red

Wine 
quality-
White

Multi-level 40 227 9 22 15
Two-way 3 4 3 6 7
Three-way 16 8 4 8 8
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set, especially in the data set Letter recognition , we recog-
nized 504 objects. By using the three-way approach, they can 
recognized some objects. Intuitively the number of objects 
recognized by our multi-level method are much more than 
the number of objects recognized by the three-way approach 
in most data set (except the data set Wholesale customers ). 
While in [44], the authors can not recognize the objects in 
the data set. This explains the validity of our method in rec-
ognizing the nature of objects, and further illustrates that our 
method is more useful in practice.

In fact, the aims of our attribute-oriented multi-level 
cognitive concept learning method are: (1) to obtain all the 
concepts in data set; (2) to recognize some certain objects 
in each data set; (3) to distinguish between two objects (in 
different object sets of concepts or incomplete concepts). 
Table 10 shows the advantage of our method in achieving 
aim (1). Table 11 shows the superiority of our method in 
achieving aim (2). As for the aim (3), it is difficult to directly 
explain how to distinguish between two different objects, 
because there are too many objects for us to distinguish. The 
specific approach of distinguishing two certain objects (in 
different object sets of concepts or incomplete concepts) can 
be found in the case study section.

7 � Conclusions

Formal concept can be regarded as the formalization of the 
basic knowledge unit in the specific knowledge background. 
Formal concept analysis can effectively realize the extraction 
of basic knowledge units in the data. The main advantage 
of formal concept analysis theory is that it uses a graphic to 
represent the internal logic and organizational structure of 
the database. The shortcoming is that it is too complicated 
to give a clear and concise expression of concepts. In this 
paper, by defining some special attributes: general attrib-
ute, focal attribute and essential attribute, we first simulated 
human cognitive process and mechanism, and then we estab-
lished an attribute-oriented multi-level cognitive concept 
learning structure based on the human cognitive psychol-
ogy and philosophy. Furthermore, an algorithm of cognitive 

concepts learning is studied and established in a formal con-
text. Finally, to interpret and help understand our method of 
conceptual cognition, we conducted an experiment about 
animal cognition, and studied the semantic interpretations 
of the concepts and incomplete concepts after we map the 
attribute-oriented multi-level cognitive concept learning fig-
ure. Moreover, the skill of how to distinguish any two objects 
(in different object sets of concepts or incomplete concepts) 
is introduced based on our multi-level method. In addition, 
five data sets downloaded from UCI databases are tested to 
verify the effectiveness of our attribute-oriented multi-level 
cognitive concept learning method and the corresponding 
program. Compared with the existing granular computing 
approach to two-way learning and the three-way cognitive 
concept learning via multi-granularity, results have shown 
the feasibility and superiority of our proposed method. In 
the future, we will consider the structure of object-oriented 
multi-level cognitive concept learning method from the per-
spective of objects, then an attribute-object-oriented multi-
level cognitive concept learning patten will be taken into 
account to solve the problem of cognitive concept learning 
from both attributes and objects points of views (i.e., the 
whole formal context).

Acknowledgements  This work is supported by the Macau Science 
and Technology Development Fund (No. 081/2015/A3), the National 
Natural Science Foundation of China (No. 71471060, No. 61472463, 
and No. 61772002), the Science and Technology Research Program of 
Chongqing Municipal Education Commission (Grant No. KJ1709221).

References

	 1.	 Agarwal GC (1991) Human cognition is an adaptive process. 
Behav Brain Sci 14(3):485–486

	 2.	 Bargiela A, Pedrycz W (2006) The roots of granular computing. 
In: IEEE international conference on granular computing, pp 
806–809

	 3.	 Belohlávek R, Baets BD, Outrata J, Vychodil V (2009) Inducing 
decision trees via concept lattices. In: International conference 
on concept lattices and their applications, Cla 2007, Montpellier, 
France, October, DBLP, pp 455–467

	 4.	 Düntsch I, Gediga G (2002) Modal-style operators in qualitative 
data analysis. In: IEEE international conference on data mining, 
2002, ICDM 2003, pp 155–162

	 5.	 Ganter B (1999) Formal concept analysis: mathematical founda-
tions. Springer, New York

	 6.	 Huang C, Li J, Mei C, Wu WZ (2017) Three-way concept learning 
based on cognitive operators: an information fusion viewpoint. Int 
J Approx Reason 83:218–242

	 7.	 Konecny J (2017) On attribute reduction in concept lattices: meth-
ods based on discernibility matrix are outperformed by basic clari-
fication and reduction. Inf Sci 415–416:199–212

	 8.	 Kumar CA, Ishwarya MS, Loo CK (2015) Formal concept analy-
sis approach to cognitive functionalities of bidirectional associa-
tive memory. Biol Inspir Cogn Archit 12:20–33

	 9.	 Li J, Huang C, Qi J, Qian Y, Liu W (2017) Three-way cognitive 
concept learning via multi-granularity. Inf Sci 378:244–263

Table 11   The number of objects recognized by multi-level method, 
two-way [44] and three-way [9] approaches

Data sets

Letter 
recogni-
tion

Vehicle Wholesale 
customers

Wine 
quality-
Red

Wine 
quality-
White

Multi-level 504 100 10 118 183
Two-way /  /  /  /   / 
Three-way 32 16 8 16 16



2437International Journal of Machine Learning and Cybernetics (2019) 10:2421–2437	

1 3

	10.	 Li J, Mei C, Lv Y (2012) Knowledge reduction in real decision 
formal contexts. Inf Sci 189:191–207

	11.	 Li J, Mei C, Lv Y (2013) Incomplete decision contexts: approxi-
mate concept construction, rule acquisition and knowledge reduc-
tion. Int J Approx Reason 54(1):149–165

	12.	 Li J, Mei C, Xu W, Qian Y (2015) Concept learning via granular 
computing: a cognitive viewpoint. Inf Sci 298:447–467

	13.	 Li J, Ren Y, Mei C, Qian Y, Yang X (2016) A comparative study 
of multigranulation rough sets and concept lattices via rule acqui-
sition. Knowl Based Syst 91:152–164

	14.	 Li W, Pedrycz W, Xue X, Xu W, Fan B (2018) Distance-based 
double-quantitative rough fuzzy sets with logic operations. Int J 
Approx Reason 101:206–233

	15.	 Liu M, Shao M, Zhang W, Wu C (2007) Reduction method for 
concept lattices based on rough set theory and its application. 
Comput Math Appl 53(9):1390–1410

	16.	 Luksch P, Wille R (1991) A mathematical model for conceptual 
knowledge systems. Classification, data analysis, and knowledge 
organization. Springer, Berlin, pp 156–162

	17.	 Modha DS, Ananthanarayanan R, Esser SK, Ndirango A, Sher-
bondy AJ, Singh R (2011) Cognitive computing. Commun ACM 
54(8):62–71

	18.	 Moreton E, Pater J, Pertsova K (2017) Phonological concept learn-
ing. Cogn Sci 41(1):4–69

	19.	 Pedrycz W, Skowron A, Kreinovich V (2008) Handbook of granu-
lar computing. Wiley-Interscience, Hoboken

	20.	 Pei D, Mi JS (2011) Attribute reduction in decision formal context 
based on homomorphism. Int J Mach Learn Cybern 2(4):289–293

	21.	 Pinggera J (2015) Visualizing human behavior and cognition: the 
case of process modeling. In: International conference on business 
process management, Springer, Cham, pp 547–551

	22.	 Qi J, Wei L, Yao Y (2014) Three-way formal concept analysis. In: 
International conference on rough sets and knowledge technology, 
Springer, Cham, pp 732–741

	23.	 Qi J, Qian T, Wei L (2016) The connections between three-way 
and classical concept lattices. Knowl Based Syst 91:143–151

	24.	 Rodríguez-Jiménez JM, Cordero P, Enciso M, Mora A (2014) A 
generalized framework to consider positive and negative attributes 
in formal concept analysis. In: Bertet K, Rudolph S (eds) Proceed-
ings of the eleventh international conference on concept lattices 
and their applications, CLA 2014. Pavol Jozef Šafárik University 
in Košice, Slovakia, pp 267–279

	25.	 Rodríguez-Jiménez JM, Cordero P, Enciso M, Rudolph S (2016) 
Concept lattices with negative information: a characterization 
theorem. Inf Sci 369:51–62

	26.	 Shao M, Yang H (2013) Two kinds of multi-level formal con-
cepts and its application for sets approximations. Int J Mach Learn 
Cybern 4(6):621–630

	27.	 Shivhare R, Cherukuri AK (2017) Three-way conceptual approach 
for cognitive memory functionalities. Int J Mach Learn Cybern 
8(1):21–34

	28.	 Shivhare R, Cherukuri AK, Li J (2017) Establishment of cog-
nitive relations based on cognitive informatics. Cogn Comput 
9(5):721–729

	29.	 Singh PK, Cherukuri AK, Li J (2017) Concepts reduction in for-
mal concept analysis with fuzzy setting using Shannon entropy. 
Int J Mach Learn Cybern 8(1):179–189

	30.	 Vormbrock B (2005) Complete subalgebras of semiconcept alge-
bras and protoconcept algebras. In: International conference on 
formal concept analysis, Berlin, Heidelberg, pp 329–343

	31.	 Wang H, Zhang WX (2008) Approaches to knowledge reduction 
in generalized consistent decision formal context. Math Comput 
Model 48(11–12):1677–1684

	32.	 Wang R, Wang XZ, Kwong S, Xu C (2017) Incorporating diver-
sity and informativeness in multiple-instance active learning. 
IEEEE Trans Fuzzy Syst 25(6):1460–1475

	33.	 Wang XZ, Wang R, Xu C (2018) Discovering the relationship 
between generalization and uncertainty by incorporating complex-
ity of classification. IEEE Trans Cybern 48(2):703–715

	34.	 Wang XZ, He YL, Wang DD (2014) Non-naive Bayesian classi-
fiers for classification problems with continuous attributes. IEEE 
Trans Cybern 44(1):21–39

	35.	 Wang XZ, Wang R, Feng HM, Wang HC (2014) A new approach 
to classifier fusion based on upper integral. IEEE Trans Cybern 
44(5):620–635

	36.	 Wang X, Xing HJ, Li Y, Hua Q, Dong CR, Pedrycz W (2015) A 
study on relationship between generalization abilities and fuzzi-
ness of base classifiers in ensemble learning. IEEE Trans Fuzzy 
Syst 23(5):1638–1654

	37.	 Wang Y (2008) On concept algebra: a denotational mathematical 
structure for knowledge and software modeling. Int J Cogn Inform 
Nat Intell 2(2):1–19

	38.	 Wang Y (2009) On cognitive computing. Int J Softw Sci Comput 
Intell 1(3):1–15

	39.	 Wang Y, Chiew V (2010) On the cognitive process of human 
problem solving. Cogn Syst Res 11(1):81–92

	40.	 Wang Y, Zadeh LA, Yao Y (2012) On the system algebra foun-
dations for granular computing. In: Software and intelligent sci-
ences: new transdisciplinary findings, |G| Global, pp 98–121

	41.	 Wille R (1992) Concept lattices and conceptual knowledge sys-
tems. Comput Math Appl 23(6–9):493–515

	42.	 Wille R (1982) Restructuring lattice theory: an approach based 
on hierarchies of concepts. Ordered sets. Springer, Dordrecht, pp 
445–470

	43.	 Wu WZ, Leung Y, Mi JS (2009) Granular computing and knowl-
edge reduction in formal contexts. IEEE Trans Knowl Data Eng 
21(10):1461–1474

	44.	 Xu W, Li W (2016) Granular computing approach to two-way 
learning based on formal concept analysis in fuzzy datasets. IEEE 
Trans Cybern 46(2):366–379

	45.	 Xu W, Pang J, Luo S (2014) A novel cognitive system model and 
approach to transformation of information granules. Int J Approx 
Reason 55(3):853–866

	46.	 Yao Y (2004) A comparative study of formal concept analysis 
and rough set theory in data analysis. In: International conference 
on rough sets and current trends in computing, Springer, Berlin, 
Heidelberg, pp 59–68

	47.	 Yao Y (2017) Interval sets and three-way concept analysis in 
incomplete contexts. Int J Mach Learn Cybern 8(1):3–20

	48.	 Yao Y (2009) Interpreting concept learning in cognitive informat-
ics and granular computing. IEEE Trans Syst Man Cybern Part B 
(Cybern) 39(4):855–866

	49.	 Yao YY (2004) Concept lattices in rough set theory. Fuzzy Infor-
mation, 2004, Processing NAFIPS’04. In: IEEE annual meeting 
of the IEEE, vol 2, pp 796–801

	50.	 Yao YY (2001) On modeling data mining with granular comput-
ing. In: Computer software and applications conference, COMP-
SAC, 2001 25th annual international. IEEE, pp 638–643

	51.	 Zhao Y, Li J, Liu W, Xu W (2017) Cognitive concept learn-
ing from incomplete information. Int J Mach Learn Cybern 
8(1):159–170

Publisher’s Note   Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.


	Attribute-oriented cognitive concept learning strategy: a multi-level method
	Abstract
	1 Introduction
	2 Preliminaries
	3 Special attributes
	4 Attribute-oriented multi-level cognitive concept learning
	5 Case study
	6 Experimental evaluation
	7 Conclusions
	Acknowledgements 


