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Abstract
Among the major causes of female mortality, breast cancer used to pose big challenges to the medical world. Currently, the 
most popular method of monitoring and diagnoses—in addition to mammography—is carrying out repeated biopsies to 
locate the tumor further, that may result in loss of breast tissues. This paper presents an effective method of classifying and 
detecting the masses in mammograms. In the proposed method, we first attain the feature vector pertaining to each mam-
mography image based on Gabor wavelet transform. Then, we performed tenfold cross validation through several experi-
ments, analyzing the data complexity on each fold. We also used some machine learning methods as decision-making stage 
and achieved mean accuracies above 0.939, mean sensitivities as high as 0.951, and the mean specificities greater than 0.92. 
Evaluations and comparisons witness the effectiveness of the proposed method for better diagnosis of breast cancer against 
the known classification techniques developed in mammography. Simplicity, robustness and high accuracy are advantages 
of the proposed method.
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1  Introduction

Breast cancer is the most common malignancy among 
women and the second leading cause of death [1]. In 2012, 
a total of 1.7 million new breast cancer cases was diagnosed 
worldwide according to the Globocan project [2]. On the 
other hand, aging was found in a study by American Cancer 
Society in 2015 in relevance to the number of patients with 
breast cancer and thereby, the number of deaths [3]. How-
ever, the diagnosis of cancer occurs as late as the time that 
cancer cells start to grow uncontrollably and spread out, the 
point that the tumor is diagnosed to be malignant. Physicians 
use mammography as the most common tool to diagnose 

the disease. In many cases the difference in the breast tis-
sue of patients, several biopsies are required in addition to 
mammography which may result in entire loss of breast 
tissue. Two main diagnosis methods, namely Breast Self-
Examination (BSE) and Clinical Breast Exam (CBE) are 
normally employed for patients. However, these methods are 
not capable of detecting cancer at its earliest stage.

While mammography is the popular technique designed 
to image the breast [4], computer aided diagnosis (CAD) 
helps obtaining fast, consistent and reliable diagnosis [2]. 
Since the purpose of mammography images is to spot a 
mass, extracting appropriate features plays an important role 
in analyzing these images. Gabor wavelet transform is used 
in many studies for feature extraction from texture-based 
images, and its effectiveness is shown [5]. Using appropriate 
parameters for this transform minimizes the feature over-
lap. As far as accuracy of diagnosis concerned, data min-
ing methods are believed to reduce the misdiagnosis [6–8]. 
In this paper, Gabor wavelet transform is used for feature 
extraction, due to the transform capabilities in analyzing 
and classifying the mammograms. Once feature extraction 
is complete, selecting a proper method for classification and 
identifying healthy images out of unhealthy ones is very 
important.
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The rest of the paper is organized as follows. In Sect. 2, 
the work done in the past has been reviewed. Section 3 
describes the proposed method and preliminaries. In Sect. 4, 
results and performance are described, and the results are 
compared with similar works. Finally, the results are ana-
lyzed, and the conclusion is described.

2 � Review and background

Various data mining methods are used for classification, 
and due to producing understandable rules, the decision 
tree is the most common [9]. Wang et al. proposed a breast 
tumor detection algorithm in digital mammography based on 
extreme learning machine [10]. Hassanien et al. introduced 
a hybrid approach that combines the advantages of fuzzy 
sets, pulse coupled neural networks (PCNNs), and support 
vector machine, in conjunction with wavelet-based feature 
extraction [11].

Keles et al. applied an expert system to diagnose breast 
cancer tumors using neuro-fuzzy rules [12]. Elsayad used 
an ensemble of Bayesian networks for mammography data 
classification and compared its effectiveness to a multi-layer 
neural network classifier [13]. Salama et al. compared differ-
ent classifiers on three different datasets from classification 
accuracy perspective. The classifiers included decision tree 
(DT), naïve bayes (NB) and multi-layer perception (MLP), 
sequential minimal optimization (SMO) and instance-based 
for K-nearest neighborhood (IBK) and their datasets were 
Wisconsin Breast Cancer (WBC), Wisconsin Diagnosis 
Breast Cancer (WDBC), and Wisconsin Prognosis Breast 
Cancer (WPBC). The fusion between MLP and J48 classi-
fiers in addition to feature selection method achieved higher 
accuracy among others for WDBC dataset. The proposed 
SMO is better for WDBC dataset whereas fusion of MLP, 
DT, SMO, and IBK achieved higher accuracy for WPBC 
dataset. They, Afterwards, proposed a multi-classifier for 
each of these datasets by mixing the examined classifiers 
and finding out which multi-classifier works best for each 
dataset [14].

Using WDBC dataset, Christobel and Sivaprakasam, pro-
posed a technique to achieve higher accuracy of breast can-
cer diagnosis. They compared DT, KNN, SVM and NB clas-
sifiers and studied their classification accuracy. The highest 
accuracy equivalent to 96.99% belonged to SVM. However, 
the proposed technique was limited to only one dataset and 
used single classifiers [15]. Lavanya and Usha Rani [7] 
examined the performance of decision tree classifier without 
feature selection for breast cancer datasets. It has achieved 
69.23% classification accuracy without feature selection and 
94.84% accuracy for WBC and 92.97% in WDBC dataset. 
The accuracies were increased to 70.63, 96.99, and 92.09% 
respectively by applying the feature selection method [16].

Maglogiannis and Zafiropoulos used NB, SVM, and arti-
ficial neural network as their classifiers and compared their 
classification accuracy. The results showed that NB got a rate 
of 97.54, SVM 92.80 and ANN achieved a rate of 97.90% as 
classification accuracy [17]. Lavanya and Rani [7] proposed 
an ensemble classifier for breast cancer data. The presented 
approach is a hybrid one and is also based on classification and 
regression tree (C&R) classifier and bagging technique. The 
preprocessing phase and feature selection have also enhanced 
the performance. Nonetheless, the classification accuracy can 
be refined by heterogeneous classifier ensemble model [18]. 
Tu et al. introduced bagging approach for decision tree and 
naïve bayes to make an ensemble classifier to predict disease. 
The enhancements are made using weighted voting scheme 
with heterogeneous classifiers [19].

A neural ensemble network-based framework for classifica-
tion of benign and malignant lesions is offered by Mcleod et al. 
[20]. Jiang et al. presented a content-based image retrieval 
(CBIR) method for detection masses in mammograms [21]. 
Instead of using a single classifier, Choi et al. have proposed 
an ensemble classifier learning algorithm for detection of 
abnormalities in mammograms [22]. Ebrahimpour et  al. 
improved breast cancer classification by reducing dimensions 
on mammograms. They used Digital Database For Screening 
Mammography (DDSM) and proposed three breast cancer 
classification via feature extraction (BCCFE), breast cancer 
classification via feature selection (BCCFS) and breast cancer 
classification without dimension reduction (BCCWDR) meth-
ods [23]. Halxia et al. used local contour features and classified 
breast masses in mammography. They proposed a new method 
to translate 2D contour of breast masses in mammography to 
1D signature and extracted four local features. Finally, they 
used SVM, KNN, artificial neural network (ANN) classifier on 
233 contours including 143 benign masses and 180 malignant 
ones from DDSM dataset [24]. A comprehensive review of the 
cutting-edge techniques reveals that considerable research is 
conducted in breast cancer diagnostics, yet there is still room 
for improvement which can be achieved using a novel com-
bination of heterogeneous classifiers in an ensemble scheme.

As the state of the art, currently deep learning is used for 
classifying. Wenqing et al. developed a graph based semi-
supervised learning scheme using deep convolutional neural 
network for breast cancer. They used a small labeled data for 
training and achieved 0.8243 accuracy [25]. By developing 
a computer aided diagnosis system based on deep convolu-
tional neural networks Chougral et al. got 97.3 accuracy on 
the DDSM database [26].
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3 � Breast cancer detection based on Gabor 
wavelet transform

The current section enfolds the details of the proposed 
system, Breast Cancer Detection based on Gabor wavelet 
transform (BCDGWT). First, the feature extraction method 
from the images of DDSM database is explained. Next, the 
details of implementing the learning and testing processes 
are proposed.

3.1 � Forming the feature vector

The images were cropped and then resized to 128 × 128 pix-
els to eliminate the noisy part. For cropping, 60 pixels from 
the right and 15 pixels from the up are deleted from right 
side mammograms. For the left side mammograms this is 
done for the left and up pixels. Figure 1 shows the preproc-
essing phase in a sample image. The images in the image 
database were classified by age.

One of the signs of a cancerous tumor is tissue hetero-
geneity on both sides of the breast, and it rarely happens 
that the tumor in both tissues, happens to be at the same 
size and location. That’s why for each person there are four 
images in the database, two images from the above and the 
other two images from the side view. Though, if there was 
such a situation that the extracted features were incom-
patible with the characteristics of healthy tissue, then it 

will be recognized as unhealthy. Features were extracted 
from images using Gabor wavelet transform for each of the 
four left carino-caudal (CCL), Left medio lateral oblique 
(MLOL), right carino-caudal (CCR) and right medio lat-
eral oblique (MLOR) views and finally a feature vector of 
length 194 was obtained with the following format:

where A and L denote age and label, respectively.

3.2 � Feature extraction using Gabor‑wavelets

From an optimization perspective, feature extraction is 
known to be among the most crucial operations in any 
retrieval system [8]. Every image encompasses a number 
of extractable features, including mainly frequency domain 
characteristics and those related to frequency–time trans-
formations. The characteristics of the Gabor wavelets, 
particularly the representations of frequency and orienta-
tion are based on the human visual system and have been 
proven to be suitable for representation and discrimination 
of texture information. A two-dimensional Gabor wavelet 
is essentially a Gaussian kernel function modulated by a 
sinusoidal plane wave and can be represented as follows 
[27].

FV =
∑

i

C
i
. i =

{
CCL. CCR. MLOL.MLOR. A. L

}

Fig. 1   Preprocessing phase on 
an example image
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3.3 � Gabor transform and wavelet

The two-dimensional Gabor function and two-dimensional 
Fourier transform are acquired using the following equa-
tions [28].

where �u =
1

2
��x and �v =

1

2
��y . As seen in the above equa-

tions, Gabor functions incur a complete non-orthogonal set. 
Once a signal decomposed using the Gabor transform, local 
frequency descriptors are created. Similar basis functions 
can be derived from the Gabor transform, called Gabor 
wavelet functions. Assume g(x.y) as basis Gabor wavelet 
transform, the functions or similar filters can be obtained 
through rotation and traversal of g(x.y) in several stages:

where m and n are integers and a denotes a positive integer 
number. In the above equation:

Thus, in � = n
�

K
 , K represents the number of directions 

and the traversal parameter, a−m implies that the energy gen-
erated by these transforms is independent of m.

3.4 � Calculating Gabor filter parameters

Filtering an image with non-orthogonal Gabor wavelet 
results in some duplicated samples in the created data. 
Choosing the right parameters for Gabor function can 
decrease the duplicate data to a great extent by reducing the 
wavelets’ overlay. Suppose that Uh and Ul be maximum and 
minimum of central frequencies respectively, K denoting the 
number of rotational directions and S denoting the number 
of traversals, then assuming Uh = 0.4, Ul = 0.05, K = 6 and 
S = 4 , Gabor wavelet filters the images with minimum num-
ber of duplicates. Figure 2 shows an example of the intervals 
between these wavelets [29].

Figure 3 shows how image texture is concentrated based 
on wavelets.

Assuming the values mentioned before for Uh , Ul ,K and 
S , the parameters �v , �u and a can be computed for (1)–(3) 
equations using the following relations:

(1)g(x.y) =

(
1

2��x�y

)
exp

(
−
1

2

(
x2

�2
x

+
y2

�2
y

)
+ 2�j�x

)

(2)G(u.v) = exp

{
−
1

2

[
(u −W)

2

�2
u

+
v2

�2
v

]}

(3)gmn(x
�.y�) = a−m G(x�.y�)

(4)x� = a−m(x cos � + y sin �)

(5)y� = a−m(−x cos � + y sin �) Also, in Eq. (1) assume the following values for m and W:

The coefficients mentioned in Eqs.  (6)–(8) are com-
puted to calculate the Gabor wavelets. Then, with K and n 
in hand, the x′. y′. �. �x. �y are determined. Similarly, using 
Eqs. (1)–(3), gmn(x�, y�) is obtained. Thus, the calculated 
gmn(x

�, y�) with K = 6 and S = 4 is considered as Gabor 
wavelets with six rotational directions and four traversals. By 
applying the resulting relationships for these wavelets, pro-
ficient texture based features can be acquired for retrieval. 
The following shows how to determine the feature vector for 
an image based on Gabor wavelet transform.

3.4.1 � Feature representation

With the image I(x.y) , the corresponding Gabor wavelet 
transform is obtained using the Eq. (9).

After computing Gabor wavelet transform, the feature 
vector is obtained using the average and the variance of the 
transforms formed by rotating and traversing the Gabor basis 

(6)a =

(
Uh

Ul

) 1

s−1

(7)�u =
(a − 1)Uh

(a + 1)
√
2 ln 2

(8)

�v = tan

(
�

2k

)[
Uh − 2 ln

(
�2
u

Uk

)][
2 ln 2 −

(2 ln 2)
2
�2
u

U2

h

] 1

2

W = Uh and m = 0.1… S − 1.

(9)Wmn(x.y) =
∑

xi

∑

yi

I(xi.yi)gmn(x − xi.y − yi)

Fig. 2   Gabor Wavelets with U
h
= 0.4, U

l
= 0.05, K = 6 and S = 4



1607International Journal of Machine Learning and Cybernetics (2019) 10:1603–1612	

1 3

function. The average and variance are obtained using the 
following.

Assuming S = 4 and K = 6 i.e. with 6 rotational direc-
tion and 4 traversal a feature vector with the length of 48 is 
formed and the elements are defined as follows:

3.5 � Data‑set

We used Digital Database For Screening Mammography 
(DDSM) dataset to perform our experiments. The dataset is 

(10)�mn =
∑

x

∑

y

||Wmn(x.y)
||

(11)�mn =

√∑

x

∑

y

(|Wmn(x.y)| − �mn)
2

(12)f = [�00.�00.�01.�01 …�23.�23]

comprised of 2604 cases, each including carino-caudal (CC) 
and medio lateral oblique (MLO) views for each breast [23]. 
Figure 4 shows an example of these views.

3.6 � Machine learning techniques

We used several machine learning methods to categorize the 
images in the database. The methods include C5.0 decision 
tree, support vector machine (SVM), artificial neural net-
works, quest tree and CHAID algorithm. In the following, 
we provide a brief description of each technique, followed 
by how they are adopted to the case.

3.6.1 � Decision trees

Among decision support tools, three decision trees are used 
in proposed method, that are described as follows.

Fig. 3   Texture concentration based on wavelets

Fig. 4   Four view of mammographic images in dataset
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3.6.1.1  C5.0  C5.0 is developed by Ross Quinlan and is 
based on decision tree classifier [30]. It is an extension of 
C4.5 and ID3 decision tree algorithms. C5.0 classifier auto-
matically extracts classification rules from provided train 
data in the form of the decision tree. This classifier performs 
better over C4.5 regarding required time and memory space. 
The tree generated by C5.0 algorithm is quite small when 
compared to the one created by C4.5 and therefore enhances 
the classification accuracy.

3.6.1.2  CHAID tree  CHAID is a type of decision tree tech-
nique, based upon adjusted significance testing. The acro-
nym CHAID stands for Chi-squared automatic interaction 
detector. It is one of the oldest tree classification methods 
originally proposed by Kass. CHAID will “build” non-
binary trees based on a relatively simple algorithm that is 
particularly well suited for the analysis of larger datasets. 
Also, because the CHAID algorithm will often effectively 
yield many multi-way frequency tables, it has been par-
ticularly popular in marketing research, in the context of 
market segmentation studies. CHAID output is visual and 
easy to interpret. Because it uses multiway splits, it needs 
rather large sample sizes to work effectively as with small 
sample sizes the respondent groups can quickly become 
too small for reliable analysis [31].

3.6.1.3  QUEST tree  QUEST stands for quick, unbiased, 
and efficient statistical tree. It is a binary-split decision 
tree algorithm for classification and data mining devel-
oped by Loh [32]. It deals with split field selection and 
split point selection separately. The univariate split in 
QUEST performs approximately unbiased field selection, 
i.e., if all predictor fields are equally informative concern-
ing the target field, QUEST selects any of the predictor 
fields with equal probability. QUEST affords many of the 
advantages of classification and regression (C&R) Tree 
but also has the disadvantage that your trees can become 
unwieldy. You can apply automatic cost-complexity prun-
ing to a QUEST tree to cut down its size. QUEST uses 
surrogate splitting to handle missing values.

3.6.2 � Support vector machine (SVM)

SVM is based on Vladimir N. Vapnik’s statistical learn-
ing theory [8]. SVM is a robust classification and regres-
sion technique that maximizes the predictive accuracy of a 
model and avoids overfitting the train data. It maps data to 
a high-dimensional feature space in a way that data points 
can be categorized, even when the data are not otherwise 
linearly separable. Support vector machine [7] transforms 
the original train data into a higher dimension using a non-
linear map. Within this new dimension, it searches for the 

linear optimal separating hyperplane. With a proper non-
linear mapping to a sufficiently high dimension, data from 
two classes can always get separated by a hyperplane. With 
the help of support vectors and margins, the SVM finds 
this hyperplane. The support vector machines are a general 
class of learning architectures, inspired by the statistical 
learning theory that performs structural risk minimization 
on a nested set structure of separating hyperplanes.

3.6.3 � Artificial neural networks

For many years artificial neural network models have been 
studied in the hope of achieving performance similar to a 
human being, in several fields such as speech and image 
comprehension. The networks are consisted of many non-
linear computational elements operating in a parallel manner 
and arranged in patterns reminiscent of biological neural 
networks. Computational elements or nodes are known as 
“neurons” are connected in several layers (input, hidden 
and output) via weights that are typically adapted during 
the training phase to achieve high performance. Instead of 
performing a set of instructions sequentially as in a Von 
Neumann computer, neural network models explore simul-
taneously many hypotheses using parallel networks com-
posed of many computational elements connected by links 
with variable weights. The back-propagation algorithm is an 
extension of the least mean square (LMS) algorithm that can 
be used to train multi-layer networks. Both LMS and back-
propagation are approximate steepest descent algorithms 
that try to minimize the average squared error between the 
network’s output and the target value over all the example 
pairs. The only difference between them is in the way in 
which the gradient is calculated. The back-propagation 
algorithm uses the chain rule to compute the derivatives of 
the squared error with respect to the weights and biases in 
the hidden layers. It is called back-propagation because the 
derivatives are computed first at the last layer of the net-
work, and then propagated backward through the network 
by using the chain rule to compute the derivatives in the 
hidden layers. For a multi-layer network, the output of one 
layer becomes the input of the next layer [33].

3.7 � Implementation of train and test phases

Machine learning methods in SPSS Modeler software pow-
ered by IBM is used to analyze and classify images based 
on the extracted features. First, the features of all the images 
in the database were extracted and written in a text file. 
Then, the text file was used for training the models. After 
training models, test data were used in the testing phase. In 
this paper, 10-fold cross-validation was used, and accuracy 
of each fold was calculated after each training and testing 
phases.
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The complexity of data is one of the parameters that the 
ability of classification prediction, strongly depends on it. 
One of these parameters is maximum Fisher’s discriminant 
ratio that computes how separated are two classes according 
to specific features. The range of this measure is [0 , +∞] . 
Small values of this parameter represent strong overlapping 
[34]. Another parameter is maximum feature efficiency that 
measures the efficiency of individual features to describe 
how much each feature contributes to the separation of the 
two classes. The range in this case is [0 , 1] . Small values of 
this parameter indicate high overlap [34]. For each fold these 
parameters were calculated for test and train classes. Table 1 
shows max Fisher’s discriminant ratio and maximum feature 
efficiency for each of 10 folds.

The volume of the overlap region is another parameter 
that indicates the overlap of the tails of the two class-con-
ditional distributions. Small values of this parameter show 

small overlap volume [34]. The range of this metric is [0, 1] 
and for all of the folds, it is zero.

4 � Results and discussions

The efficiency of each classification method is determined 
using three parameters including classification accuracy, 
sensitivity, and specificity. These parameters are computed 
using four regular measures namely true positive (TP), true 
negative (TN), false positive (FP) and false negative (FN). 
Classification accuracy is used for measuring the rate of 
cases that were correctly classified and can be calculated 
as follows.

where N denotes the number of records.
To measure the rate of cancerous images, the sensitivity 

of the classification is defined as follows.

Specificity is used for measuring the rate of non-cancer-
ous images and also ensure the correctness of the classifica-
tion. Specificity is defined as follows.

Tables 2 and 3 list the accuracy and specificity of each 
model for tenfolds, respectively. As seen from the tables, 
the proposed system using all five classification techniques 
incurs the acceptable level of performance regarding accu-
racy and specificity, with the mean values of no less than 
0.939 and 0.92 for accuracy and specificity, respectively. 

(13)Accuracy =
TP + TN

N

(14)Sensitivity =
TP

TP + FN

(15)Specificity =
TN

TN + FP

Table 1     Max Fisher’s discriminant ratio and feature efficiency of 
folds

Fold Max Fisher’s discriminant 
ratio

Maximum fea-
ture efficiency

1 4.31 0.734
2 99.14 0.719
3 92.96 0.577
4 41.24 0.639
5 51.71 0.461
6 49.67 0.544
7 45.14 0.804
8 814.01 0.719
9 144.0 0.524
10 572.0 0.633

Table 2   The accuracy of each 
model for folds

Model Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10 Mean

ANN 0.95 0.93 0.98 0.91 0.9 0.86 0.95 0.98 0.95 0.98 0.939
SVM 0.95 0.98 1 0.96 0.96 0.91 1 0.98 0.96 0.98 0.968
C5.0 0.95 0.98 0.98 0.96 0.93 0.95 0.93 0.98 0.98 0.93 0.957
CHAID TREE 0.91 0.96 0.98 0.93 0.91 0.96 0.96 0.98 0.98 0.98 0.955
QUEST TREE 0.88 0.93 0.96 0.93 0.95 0.91 1 0.98 0.96 0.96 0.946

Table 3   The specificity of each 
model for folds

Model Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10 Mean

ANN 0.93 0.97 1 0.87 0.82 0.74 0.96 1 0.91 1 0.92
SVM 0.9 0.97 1 0.93 0.92 0.81 1 1 0.91 0.96 0.94
C5.0 0.93 0.97 1 0.93 1 0.88 0.92 1 0.95 0.89 0.947
CHAID TREE 0.87 0.94 0.97 0.9 0.96 0.92 0.96 1 0.95 1 0.947
QUEST TREE 0.83 0.97 1 0.93 0.92 0.81 1 1 0.97 0.96 0.939
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Additionally, while SVM results the highest classification 
accuracy with the mean value of 0.968, C5.0 and CAHID 
TREE share the highest rate of specificity with the mean 
value of 0.947.

The trend of changes in the mean value during and after 
each fold is shown in Fig. 5. The graphs are demonstrated for 
all three metrics including accuracy, sensitivity, and specific-
ity of each of the used machine learning methods.

Once again in the figures, the SVM method is more accu-
rate than the decision trees, and the accuracy of decision 
trees is higher than ANN. In decision trees, C5.0 results in 
better accuracy than CHAID, while CHAID causes more 
accuracy than QUEST. In general, the accuracy above 93% 

in the investigated methods, shows the good performance 
of the extracted features from the Gabor wavelet transform. 
One of the advantages of the proposed method is the sim-
plicity of implementation, which, without segmentation, 
extracts useful features from the entire mammogram images.

4.1 � Performance analysis

To provide more evaluations, the proposed method is com-
pared with several methods including; Breast Cancer Clas-
sification via Feature Extraction (BCCFE), Breast Cancer 
Classification via Feature Selection (BCCFS), Breast Cancer 
Classification without Dimension Reduction (BCCWDR) 

Fig. 5   Analyzing the obtained results via different classifiers

Table 4   Comparison of 
proposed method and other 
methods

Method Accuracy Method Accuracy

BCDBGWT-ANN 0.939 BCCWDR-NB 0.965
BCDBGWT-SVM 0.968 BMMCLCFω-KNN 0.7668
BCDBGWT-C5.0 0.957 BMMCLCFµ-KNN 0.7668
BCDBGWT-CHAID TREE 0.955 BMMCLCFα-KNN 0.83
BCDBGWT-QUEST TREE 0.946 BMMCLCFЅ-KNN 0.9209
BCCFE-SVM 0.79 BMMCLCFω-SVM 0.8221
BCCFE-KNN 0.98 BMMCLCFµ-SVM 0.8451
BCCFE-C45 1 BMMCLCFα-SVM 0.8721
BCCFE-NB 0.82 BMMCLCFЅ-SVM 0.9933
BCCFS-SVM 0.7 BMMCLCFω-ANN 0.7984
BCCFS-KNN 1 BMMCLCFµ-ANN 0.7945
BCCFS-C46 1 BMMCLCFα-ANN 0.8933
BCCFS-NB 0.99 BMMCLCFЅ-ANN 0.996
BCCWDR-SVM 0.675 BoW 0.795
BCCWDR-KNN 0.97 VocTree 0.858
BCCWDR-C45 0.945 VocTree + AdaptWeight 0.908
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[23], Breast Masses in Mammography Classification with 
Local Contour Features (BMMCLCF) [24], VocTree [21], 
Bag of Words (BoW) [21], and VocTree + AdaptWeight 
[21]. It is to be noted that the dataset used for all the methods 
mentioned above was DDSM. Table 4 lists the results of the 
comparisons. We also provided Fig. 6 to depict the trend of 
changes for more comparable case and clarity.

As figure and table show, regardless of the classifier used, 
the proposed system (BCDBGWT) incurs higher accuracy 
when compared to BOW, VocTree, and VocTree + Adapt-
Weight methods, presented in [21]. It was noted that 
although improved accuracy could occur using the methods 
BMMCLCFЅ and BMMCLCFS in the presence of SVM 
and KNN, respectively, the proposed method incurs high 
robustness with any of the classifiers, not seen with any of 
the other methods. Moreover, the proposed method comes 
with less complexity than those presented in [24]. Finally, 
the proposed method results in much higher accuracy when 
compared to the method reported in [3], besides, within the 
method in [23], BCCFS-SVM and BCCWDR-SVM cause 
rather lower accuracy than BCCFS-KNN, BCCFS-C45, and 
BCCFS-NB. As a result, the increased variance of changes 
caused lower robustness when compared to the proposed 
method. The same results are also present in the mean val-
ues. As for precision results, the proposed methods main-
tain an affordable level of precision with BCCWDR-KNN, 
BCCWDR-C45, and BCCWDR-NB, when compared to the 
other methods.

In parting, in contrast to BCCFS-SVM, BCCFE-SVM, 
and BCCWDR-SVM, the used SVM classifier in the pro-
posed method results in higher precision, while decision 
trees maintain a similar level of accuracy with the studied 
methods. BCDBGWT-ANN incurs rather higher preci-
sion than with the majority of the studied methods. Other 

advantages of the proposed method are the simplicity of 
implementation, feature extraction from the whole image 
without the need for segmentation.

5 � Conclusion

While the diagnosis of some diseases such as breast cancer 
has been a challenge for physicians ever since, extracting 
appropriate features of mammography and use of machine 
learning and data mining methods are believed to facilitate 
physicians in the diagnosis process. In many cases Gabor 
wavelet is used for feature extraction of texture images in 
content-based image retrieval systems and its efficiency 
is well illustrated in these systems. Through the current 
study, we used Gabor wavelet to extract features from 
mammography images and fed the extracted features into 
variant machine learning methods including artificial neu-
ral network, SVM, and decision trees. After training, many 
tests were performed on each of these methods. Accuracy, 
sensitivity, and specificity are calculated for each of the 
methods. Comparison with the similar methods and results 
show that physicians can use the features extracted using 
Gabor wavelet, alongside machine learning methods in 
breast cancer diagnosis.
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