
Vol.:(0123456789)1 3

International Journal of Machine Learning and Cybernetics (2018) 9:1879–1893 
https://doi.org/10.1007/s13042-018-0794-9

ORIGINAL ARTICLE

A new FCA‑based method for identifying biclusters in gene expression 
data

Amina Houari1 · Wassim Ayadi2  · Sadok Ben Yahia1

Received: 13 July 2015 / Accepted: 26 February 2018 / Published online: 7 March 2018 
© Springer-Verlag GmbH Germany, part of Springer Nature 2018

Abstract
Biclustering has been very relevant within the field of gene expression data analysis. In fact, its main thrust stands in its abil-
ity to identify groups of genes that behave in the same way under a subset of samples (conditions). However, the pioneering 
algorithms of the literature has shown some limits in terms of the quality of unveiled biclusters. In this paper, we introduce 
a new algorithm, called BiFCA+, for biclustering microarray data. BiFCA+ heavily relies on the mathematical background 
of the formal concept analysis, in order to extract the set of biclusters. In addition, the Bond correlation measure is of use 
to filter out the overlapping biclusters. The extensive experiments, carried out on real-life datasets, shed light on BiFCA+’s 
ability to identify statistically and biologically significant biclusters.

Keywords Biclustering · Formal concept analysis · Data mining · Bioinformatics · DNA microarray data · Bond correlation 
measure

1 Introduction

A biological network is a linked collection of biological enti-
ties like genes, proteins, and metabolistes [34]. Analyzing 
information and extracting biologically relevant knowledge, 
from these entities, is one of the key issues of bioinformat-
ics. For instance, DNA microarray technologies help to 
measure the expression levels of thousands of genes under 
experimental conditions [14]. To do so, gene expression data 
are arranged in a data matrix. In the latter, rows represent 
genes, columns represent samples (experimental conditions), 
and each entry of the matrix denotes the expression level 
of a gene under a certain experimental condition. In this 
respect, the discovery of transcriptional modules of genes 

that are co-regulated in a set of experiments is of paramount 
importance [14].

Interestingly enough, the clustering technique has been 
beneficial in many challenges in bioinformatics. In fact, 
it allows researchers to gather information such as cancer 
occurrences, specific tumor subtypes and cancer survival 
rates [67]. However, the use of clustering algorithms has 
two major drawbacks.

1. They consider the whole set of samples. This is despite 
the fact that genes may not be relevant to every sample. 
Instead, they can be relevant to only a subset of samples, 
which is a fundamental aspect for numerous problems 
in the biomedicine field [66]. Thus, clustering should be 
performed simultaneously on both genes and conditions.

2. Each gene can only be clustered into one group. Nev-
ertheless, many genes can belong to several clusters 
depending on their influence in different biological pro-
cesses [28].

In this respect, biclustering, which is a particular clus-
tering type, palliates these drawbacks. Hence, bicluster-
ing aims to identify maximal sub-matrices (aka biclus-
ters) where a subset of genes expresses highly correlated 
behaviors over a range of conditions [14]. Nevertheless, 
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the biclustering task is a highly combinatorial problem and 
is known to be an NP-hard one [18].

As it can be witnessed in the dedicated literature, the 
biclustering usage is widespread in the analysis of gene 
expression data. It was first introduced by the pioneer-
ing work of [18]. Subsequently, a lot of other algorithms 
have been proposed [14–16, 23, 25, 41, 54]. According to 
[25], the existing biclustering algorithms can be grouped 
into two main classes: systematic search algorithms and 
stochastic search algorithms (cf. Sect. 2.2).

Despite the large number of the aforementioned biclus-
tering algorithms, most of them are based on greedy or 
stochastic approaches. However, they provide sub-higher-
quality answers with restrictions on the structure, the 
coherency and the quality of biclusters [14, 33, 35]. Some 
attempts to palliate such drawbacks have relied on the pat-
tern-mining approaches [38, 39, 49, 52]. Pattern-mining-
based biclustering approaches aim to perform efficient and 
flexible searches with better solutions in terms of coher-
ency and quality [30]. These advantages will bring these 
algorithms into the spotlight when it comes to biological 
data analysis [31, 32, 34, 38, 40, 49].

Among these pattern-mining-based algorithms are those 
relying on the formal concept analysis (FCA). Biclustering 
has multiple elements in common with the FCA. In fact, 
a bicluster can be seen as a formal concept that reflects 
the inherent relationship between objects and attributes 
[38]. Indeed, as for Prelic et al. [60], an inclusion-maximal 
bicluster is the maximal set of objects related to a maximal 
set of attributes. This definition perfectly matches with 
that of a formal concept in the FCA theory [68]. This close 
connection motivates the wide use of the FCA’s large col-
lection of mathematical results for the biclustering task. 
Indeed, the FCA is a key method used for the analysis of 
object-attribute relationships and for knowledge presenta-
tions [42, 45].

For these reasons, one might argue that the FCA can be 
considered as a type of biclustering methods for binary data. 
Various approaches have been interested in extracting biclus-
ters using the FCA. However, these algorithms have the ten-
dency to focus on one type of biclusters, extract overlapping 
ones or refrain from biological validation.

In this paper, we introduce a new FCA-based algorithm 
for biclustering DNA microarray data, called BiFCA+. This 
latter allows observing the profile of each gene through all 
pairs of conditions by discretizing the original microarray 
data. Interestingly enough, BiFCA+ relies on the Bond cor-
relation measure [55] to avoid the high overlap between 
extracted biclusters.

The main contributions of this paper are as follows:

– we propose a new discretization method of the DNA 
microarray data.

– We design an efficient FCA-based algorithm for extract-
ing correlated genes.

– We filter out the obtained biclusters using the Bond cor-
relation measure in order to remove high overlapping 
biclusters.

– We show the effectiveness of our method through exten-
sive carried-out experiments on three real-life DNA 
microarray data. Indeed, we extract statistically and bio-
logically significant biclusters, highlighting competitive 
results versus other popular biclustering algorithms.

The remainder of this paper is organized as follows: In the 
next section, we provide a background on the target task 
and we review some related work. Section 3 is dedicated 
to the description of the algorithm. In Sect. 4, we provide 
the results of the application of our algorithm on real-life 
microarray datasets. Finally, Sect. 5 concludes this paper 
and sketches issues of future work.

2  Background

In this section, we provide the basics on the biclustering field 
and we review the dedicated related work.

2.1  Biclustering: basic notions

In the following, we recall some basic definitions borrowed 
from the biclustering field.

Definition 1 (Bicluster) A bicluster is a subset of objects 
(genes) associated with a subset of attributes (conditions) 
in which these rows are co-expressed.

The bicluster associated with the matrix M = (I, J) is a 
couple (A, B), such that A ⊆ I and B ⊆ J , where (A, B) is 
maximal; i.e. there does not exist a bicluster (C, D) with 
A ⊆ C or B ⊆ D.

This leads to the definition of biclustering.

Definition 2 (Biclustering) The biclustering problem focuses 
on the identification of the best biclusters of a given dataset. 
The best bicluster must fulfill a number of specific homoge-
neity and significance criteria (guaranteed through the use 
of a function to guide the search) [56].

In the following, we present the different types of 
biclusters.

Definition 3 (Types of biclusters) According to [14], a 
bicluster can be one of the following types (cf. Fig. 1) :
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– Bicluster with constant values It is a bicluster where all 
values are equal. 

– Bicluster with constant values on rows and columns 
There are two types of biclusters with constant values:

1. Constant values on rows: 

2. Constant values on columns: 

– Bicluster with coherent values There are two types of 
biclusters with coherent values. Those with an additive 
model and those with a multiplicative model defined 
respectively by:

1. Additive model: 

(1)mij = c

(2)mij =c + ai

(3)mij =c ∗ ai

(4)mij =c + bj

(5)mij =c ∗ bj

(6)mij = c + ai + bj

2. Multiplicative model: 

– Bicluster with coherent evolutions It is a bicluster where 
the coherent evolutions are observed across the rows and/
or columns of the data matrix.

In the following, we scrutinize the pioneering work that 
has addressed the extraction of biclusters from gene expres-
sion data.

2.2  Related work

The costly computation complexity of extracting maximal 
sub-matrices of genes and conditions such that the genes 
express highly correlated behaviors over a range of condi-
tions has been a main impediment to the wide-scale use of 
gene expression analysis community. A recent review of 
various biclustering algorithms for gene expression data 
is provided in [25], where existing biclustering algorithms 
were grouped into two main streams to which we add the 

(7)mij = c ∗ ai ∗ bj

Fig. 1  Examples of different 
types of biclusters. a Constant 
bicluster, b constant rows, c 
constant columns, d coher-
ent values (additive model), e 
coherent values (multiplica-
tive model), f overall coherent 
evolution, g coherent evolution 
on rows, h coherent evolution 
on columns [14]
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Fig. 2  Structured view on existing biclustering algorithms
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third stream. At a glance, as depicted in Fig. 2, the dedi-
cated literature witnessed three main streams for address-
ing the biclustering task. These streams are detailed in the 
following. 

(i)  The systematic search-based stream includes the fol-
lowing approaches: 

 1.  The divide-and-conquer (DAC)-based approach 
Generally, this approach repeatedly splits the 
problem into smaller ones with similar structures 
to the original problem, until these sub-problems 
become smaller enough to be straightforwardly 
solved. The solutions to the sub-problems are then 
combined to create a solution to the original prob-
lem respectively [25]. The algorithms adopting 
this approach were given in [60, 63].

2.  The Greedy Iterative Search (GIS)-based 
approach In this approach, a solution is con-
structed in a step-by-step way using a given qual-
ity criterion. The decisions made at each step are 
based on information at hand without worrying 
about the impact of these decisions in the future. 
Moreover, once a decision is made, it will become 
irreversible and will never be reconsidered [25]. 
The algorithms adopting this approach were given 
in [9, 17, 69].

3.  The Biclusters Enumeration (BE)-based approach 
As indicated by its name, an enumeration algo-
rithm enumerates all the solutions for the original 
problem. The enumeration process is generally 
represented by a search tree [25]. The algorithms 
adopting this approach were given in [4, 7, 37, 
61].

(ii)  The stochastic search-based stream includes the fol-
lowing approaches: 

 1.  The Neighborhood Search (NS)-based approach 
It starts with an initial solution and then moves 
iteratively to a neighboring solution thanks to the 
neighborhood exploitation strategy. The algo-
rithms adopting this approach were given in [5, 
20].

2.  The Evolutionary Computation (EC)-based 
approach This approach is based on the natural 
evolutionary process such as population, repro-
duction, mutation, recombination, and selection. 
The algorithms adopting this approach were given 
in [21, 22].

3.  The Hybrid (H)-based approach The latter tries to 
combine the neighborhood search and the evolu-
tionary approaches. The algorithms adopting this 
approach were given in [26, 50].

(iii)  The pattern-mining-based stream includes: 

 1.  Sequential Pattern-Mining (SPM)-based 
approaches SPM is used in order to extract 
order-preserving biclusters. A bicluster is order-
preserving if there is a permutation of its columns 
under which the sequence of values in every row 
increases. In this context, SPM is applied; and 
the biclusters are extracted from the frequent 
sequences as well as their supporting transactions. 
The algorithms adopting this approach were given 
in [29, 32].

2.  Association Rules Mining (ARM)-based 
approaches ARM can be used to compose biclus-
ters. To perform this task, they divide the problem 
into two sub-problems:

  (1) Finding all association rules that represent 
biclusters’ samples/genes. In fact, they consider 
items of both the premise and conclusion of an 
association rule.

  (2) Extracting the supporting transactions of these 
items. The authors in [51] provided a review of 
various biological applications of association rule 
mining.

3.  Formal Concept Analysis (FCA)-based 
approaches The FCA can be viewed as a kind 
of biclustering for binary data. It provides pat-
tern (bicluster) extraction from a binary relation, 
namely, a formal concept. In its gene expression 
data applications, the concept’s extent represents 
the maximal sets of genes related to a maximal 
set of samples (concept’s intent). The algorithms 
adopting this approach were given in [38, 39].

In this work, we are particularly interested in the 
FCA-based biclustering algorithms. In this respect, sev-
eral approaches have been interested in extracting biclus-
ters using the FCA. In [52], the authors proposed a new 
approach, called FIST, for extracting the bases of extended 
association rules and conceptual biclusters, using frequent 
closed itemsets [57]. Nevertheless, they failed to detail their 
discretization method, and treated the matrix as though it 
had been already binary. This was done despite the fact that 
microarray data were not initially coded in a binary format. 
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Furthermore, their approach did not entail any biological 
validation of the extracted biclusters.

Whereas, Pensa et al. [59] relied on a single threshold, 
where expression values greater than this threshold were 
represented by 1, otherwise by 0. Most discretization tech-
niques commonly applied to gene expression data use abso-
lute expression values. However, the main drawback of this 
technique is how to find the best method to set the threshold 
value.

Kaytoue et al. [39] utilized the scaling of numerical data 
and considered that formal concepts were the groups of 
genes whose expression values were in the same intervals 
for a subset of conditions.

Added to that, Kaytoue el al. [38] referred to the algo-
rithm presented in [39], using the triadic concept analysis 
[43, 64] in order to extract biclusters with similar values. 
Both of the latter approaches only paid attention to the 
extraction of one type of biclusters, i.e. biclusters with sim-
ilar values. In addition, they did not offer any biological 
validation for the obtained biclusters.

The above mentioned biclustering algorithms have the 
tendency to focus on one type of biclusters, extract overlap-
ping ones or refrain from biological validation. Thus, in the 
remainder, we introduce a new FCA-based approach for the 
extraction of biclusters from gene expression data.

3  BiFCA+: the proposed biclustering 
algorithm

In this section, we first recall some basic definitions bor-
rowed from the FCA field. Second, we provide a detailed 
description of the proposed algorithm, followed by an illus-
trative example.

3.1  FCA basic settings

We start this subsection by presenting the notion of a formal 
context.

Definition 4 (Formal context) A formal context is a triplet 
 = (,,) , where  represents a finite set of objects,  
is a finite set of items (or attributes) and  is a binary (inci-
dence) relation (i.e.,  ⊆  ×  ). Each couple (o, i) ∈  
expresses that the object o ∈  contains the item i ∈  . 
Table 1 sketches an example of a formal context.

It is worth mentioning that the link between the power-
sets () and () , associated respectively to the set of 
items  and the set of objects  , is defined as follows:

Definition 5 (Galois connection) Let  = (,,) be a for-
mal context. The application � is defined from the power-set 

of objects [i.e., () ] to the power-set of items [i.e., () ]. 
It associates to a set of objects O the set of items i ∈  that 
are common to all objects o ∈ O:

In a dual way, the application � is defined from the power-set 
of items [i.e., () ] to the power-set of objects [i.e., () ]. 
It associates to a set of items I the set of objects o ∈  that 
contains all items i ∈ I:

The coupled applications ( � ,� ) form a Galois connection 
between the power-set of  and that of  [8, 27].

The following definition introduces the closure opera-
tors associated to the Galois connection.

Definition 6 (Galois closure operators) Let us consider 
the power-sets () and () , with the inclusion relation ⊆ , 
i.e. the partially ordered sets ((),⊆ ) and ((),⊆ ). The 
operators � = �o� from ((),⊆ ) to ((),⊆ ) and � = �o� 
from ((),⊆) to ((),⊆ ) are closure operators of the 
Galois connection [8, 27]. They define closure systems on 
((),⊆ ) and ((),⊆ ), respectively. The operator � gener-
ates closed subsets of items, while the operator � generates 
closed subsets of objects.

This leads to the definition of a formal concept.

Definition 7 (Formal concept) A pair ⟨A,B⟩ ∈  ×  of 
mutually corresponding subsets, i.e. A = �(B) and B = �(A) , 
is called a formal concept, where A is called extent and B is 
called intent.

In its gene expression data application, we consider a 
formal concept as a bicluster, where the concept’s extent 
represents genes while the concept’s intent represents the 
experimental conditions.

� ∶ () → ()

O ↦ �(O) = {i ∈ |∀o ∈ O, (o, i) ∈ }

� ∶ () → ()

I ↦ �(I) = {o ∈ |∀i ∈ I, (o, i) ∈ }

Table 1  Example of a formal 
context

I
1

I
2

I
3

I
4

I
5

1 × × ×

2 × × ×

3 × × × ×

4 × ×

5 × × × ×
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Example 1 Let us consider the formal context given by 
Table 1. We have:  = {1, 2, 3, 4, 5} and  = {I1, I2, I3, I4, I5} . 
From this formal context, we can extract ⟨135, I1I3⟩1 as a for-
mal concept.

In the following, we define the support of an itemset.

Definition 8 (Support of an itemset) Let  = (,,) be a 
formal context. We distinguish two kinds of support that can 
be associated to a non-empty itemset I: 

- Conjunctive support:  Supp(∧I ) = |{o ∈ |(∀i ∈ I, (o, i)

∈ )}|. Supp (∧I  ) ,  seen as 
a conjunction of items (i.e. 
i1 ∧ i2 ∧⋯ ∧ in ), is the number of 
objects containing all items of I.

- Disjunctive support:  Supp(∨I ) = |{o ∈ |(∃i ∈ I, (o, i)

∈ )}| .  Supp(∨I  ) ,  seen as 
a disjunction of items (i.e. 
i1 ∨ i2 ∨⋯ ∨ in ), is the number of 
transactions containing at least one 
item of I.

This leads us to present the Bond correlation measure.

Definition 9 (Bond correlation measure) The Bond corre-
lation measure [55] computes the ratio between the con-
junctive support and the disjunctive one. Thus, the Bond 
correlation measure of two concept’s intents B1 and B2 is 
defined as follows:

Consequently, we can redefine the Bond correlation measure 
as follows:

In the remainder of this section, we thoroughly describe 
our proposed method.

3.2  BiFCA+ algorithm

The BiFCA+ biclustering algorithm is an FCA-based algo-
rithm that identifies biclusters from gene expression data. As 
illustrated by Fig. 3, it operates in three main phases. The 
first one is the discretization phase. Starting from a numeri-
cal dataset, the basic idea is to build a formal context where 
genes stand for objects and conditions for the attributes. 

(8)Bond(B1,B2) =
Supp(∧B1,B2)

Supp(∨B1,B2)

(9)
Bond(B1,B2) =

�B1

⋂
B2�

�B1

⋃
B2�

Subsequently, it starts the mining phase. The latter allows 
extracting formal concepts that represent the correlated biclus-
ters. Finally, we have to perform the filtering phase. This lat-
ter is performed in order to remove the biclusters that have a 
high overlap. Given the biclusters obtained from the previous 
phase, we compute the similarity measure between each pair 
of biclusters. The latter is defined as the ratio between the con-
junctive support of two biclusters and their disjunctive sup-
port. We only retain the biclusters having the Bond correlation 
measure that does not exceed a given threshold minBond. The 
pseudo-code of BiFCA+ is shown in Algorithm 1. BiFCA+ 
takes as an input a data matrix M1 and a minimum correlation 
threshold minBond. BiFCA+ enables the determination, from 
the data matrix M1 , of the set of the obtained biclusters �.

The phases of BiFCA+ are thoroughly described in the 
following subsections.

Fig. 3  BiFCA+’s at a glance

1 We use a separator-free abbreviated form for the sets; e.g., {I
1
I
2
I
3
} 

stands for the set of items {I
1
, I

2
, I

3
}.
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3.2.1  Pre‑processing of gene expression data matrix

Our method applies a pre-processing phase to transform the 
original data matrix M1 into a binary one. This phase is split 
into two steps:

1. First, we discretize the original data into a 3-state data 
matrix M2 . This step aims to unveil the trajectory pat-
terns of genes. According to [48, 58], in the DNA 
microarray data analysis, we add genes into a bicluster 
whenever their trajectory patterns of expression levels 
are similar across a set of samples.

  Interestingly enough, our proposed discretization 
phase keeps track of the profile shape2 over conditions 
and preserves the similarity information of the trajectory 
patterns of the expression levels.

  Before delving through the mining process, we must 
at first discretize the initial data matrix. The discretiza-
tion process outputs the 3-state data matrix. It consists 
in combining in pairs, for each gene, all the adjacent 
conditions. Indeed, the 3-state data matrix gives an idea 
about the profile. Furthermore, it gives a global view of 
the profile of all conditions.

  In our case, each column of the 3-state data matrix 
carries the meaning of the variation of genes between a 
pair of M1 conditions. It offers useful information for the 
identification of biclusters, i.e. up (1), down (− 1) and 
no change (0).

  Formally, the matrix M2 (3-state data matrix) is 
defined as follows : 

 with x1 = M1[j, l] ; x2 = M1[j, l + 1]; and j ∈ [1… n];

l ∈ [1…m − 1]

2. For the second step of the pre-processing phase, we 
build the binary data matrix in order to extract for-
mal concepts. In this respect, we compute the average 
number of repetitions for each column in the matrix M2 
(3-state data matrix). In other words, we have:

(a) |maxrepeat| : This variable stands for the maxi-
mum number of occurrences by column.

(b) |minrepeat| : This variable stands for minimum 
number of occurrences by column.

(c) |mediumrepeat| : It stands for the medium number 
of occurrences by column.

(10)M2 =

⎧
⎪⎨⎪⎩

1 if x1 < x2
−1 if x1 > x2
0 if x1 = x2

   It is better to choose the mean value since the maxi-
mum will produce a huge number of high overlapping 
biclusters, whereas the minimum value generates bio-
logically none-valid biclusters.

  Formally, we define the binary matrix as follows: 

 where j ∈ [1… n] and l ∈ [1…m − 1]

  After the discretization step, the dimensions of our 
data matrix ( M2 ) become equal to n ∗ (m − 1).

Example 2 Let us consider the data matrix M1 given by 
Table 2. For the first row, we have M11j

= (10, 20, 5, 15, 0, 18) 

with j ∈ [1… 6] . In the first step of the pre-processing phase 
we obtain the discretized first row; i.e. M21j

 = (1, − 1, 1, − 1, 

1) with j ∈ [1… 5] . In the second step, the first column 
becomes M3i1

= (0, 0, 0, 0, 1, 1) with i ∈ [1… 6].

3.2.2  Extracting formal concepts (biclusters)

The FCA can be viewed as a kind of biclustering for binary 
data. It provides patterns (biclusters) extraction from a 
binary context.

In this respect, after preparing the binary data matrix, 
we move to extract formal concepts (biclusters) from the 
binary matrix M3.

The extraction of the formal concepts is carried out 
through the invocation of a slightly modified version of the 
efficient LCM algorithm [65]. The choice of this algorithm 
is argued by the fact that it has a linear complexity in the 
number of closed attributes and has been shown to be one 
of the best algorithms dedicated to such a task.

3.2.3  Computation of similarity measure (Bond)

The BiFCA+ algorithm is already able to identify overlap-
ping biclusters. In fact, for the filtering process, we only 
consider biclusters having a low overlap. Indeed, in the 
case of biclusters that have a high overlap, they have the 
same biological signification. The Bond correlation measure 

(11)M3 =

{
1 if M2[j, l] = average value

0 otherwise

Table 2  Example of gene 
expression data matrix ( M

1
)

c1 c2 c3 c4 c5 c6

g1 10 20 5 15 0 18
g2 20 30 15 25 26 25
g3 23 12 8 15 20 50
g4 30 40 25 35 35 15
g5 13 13 18 25 30 55
g6 20 20 15 8 12 23

2 This may be either monotone increasing, monotone decreasing, up–
down or down–up, etc.
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achieves its minimum of 0 when the biclusters do not overlap 
at all and its maximum value 1 whenever they are identical.

In order to compute the similarity between the two biclus-
ters (i.e. formal concepts) FC1 and FC2 , with FC1 = ⟨A1,B1⟩ 
and FC2 = ⟨A2,B2⟩ , where A i , i = 1, 2 , represents the extent, 
and B i  represents the intent, we use the Bond correlation 
measure. The latter assesses the overlap between two con-
cept’s intents (cf. Definition 9).

Finally, we only retain the obtained biclusters for which 
the Bond correlation measure does not exceed a given 
threshold. The set of such biclusters represents a solution 
to our problem.

In the following, we provide an illustrative example of 
the BiFCA+ approach.

3.3  Illustrative example

Let us consider the data matrix given by Table 2. Each col-
umn represents all the gene expression levels from a single 
experiment, and each row represents the expression of a gene 
across all experiments.

3.3.1  Pre‑processing phase of data matrix

The pre-processing phase goes as follows:

1. First, we transform the numerical data into the 3-state 
data matrix. This is done using Eq. 10. Table 3 provides 
the obtained results.

2. Second, we create the binary matrix, using the 3-state 
data matrix. Let us consider the 3-state data matrix given 
by Table 3. For the sake of building the binary data 
matrix, we compute the average number of repetitions 
for each column in the matrix M2 ; e.g., for the column 
C̀ 1 we have:

(a) |maxrepeat| : It is equal to 3 and corresponds to 
the value 1.

(b) |minrepeat| : It is equal to 1 and corresponds to the 
value −1.

(c) |mediumrepeat| : It is equal to 2 and corresponds 
to the value 0. Therefore, the average value is 0.

   Subsequently, and using Eq. 11, we obtain the binary 
matrix sketched by Table 4.

3.3.2  Formal concept extraction phase

After preparing the binary data matrix, we move to extract 
formal concepts, i.e. the candidate biclusters, from the matrix 
M3 (using the LCM algorithm [65]).

By using the binary data matrix given in Table 4, we obtain 
as a result the formal concepts shown in Table 5.

3.3.3  Filtering phase

In this phase, we only retain biclusters having a low overlap. 
This overlap is assessed through the Bond correlation meas-
ure. For example, with respect to the formal concepts given 
in Table 5, if we consider FC3 and FC4 , we compute the Bond 
correlation measure:

The Bond correlation measure threshold is equal to 0.5. 
Thus, we consider the formal concepts FC3 and FC4 as non 
overlapping biclusters. Nevertheless, by lowering the thresh-
old value to 0.3, we only consider one bicluster, that is the 
one having the highest number of conditions.

4  Experimental results

In this section, we show the results of applying the BiFCA+ 
approach on three well-known real-life datasets. The evalua-
tion of biclustering algorithms and the comparison are based 
on two criteria: statistical and biological. We compare the 
results obtained by our algorithm versus the state-of-the-art 

Bond (B3,B4) =
�{C̀1C̀2}⋂{C̀1C̀3}�
�{C̀1C̀2}⋃{C̀1C̀3}�

Bond (B3,B4) =
1

3
= 0.33

Table 3  3-state data matrix 
( M

2
) C̀1 C̀2 C̀3 C̀4 C̀5

g1 1 −1 1 −1 1
g2 1 −1 1 1 −1
g3 −1 −1 1 1 1
g4 1 −1 1 0 −1
g5 0 1 1 1 1
g6 0 −1 −1 1 1

Table 4  Binary data matrix 
( M

3
) C̀1 C̀2 C̀3 C̀4 C̀5

g1 0 0 0 1 0
g2 0 0 0 0 1
g3 0 0 0 0 0
g4 0 0 0 0 1
g5 1 1 0 0 0
g6 1 0 1 0 0



1887International Journal of Machine Learning and Cybernetics (2018) 9:1879–1893 

1 3

biclustering algorithms as well as the Trimax algorithm3 
[38], which also relies on the FCA. The experiments are car-
ried out on the different datasets. According to the obtained 
experimental results, interesting reductions of the number 
of biclusters are obtained as far as the value of minBond is 
lowered. Representative results are plot by Fig. 4, where 
the minBond is set when there is a significant decrease in 
the number of obtained biclusters. For instance, in the yeast 
cell-cycle dataset, the minBond is set to 0.25.

4.1  Description of used datasets

In order to assess the performance of our proposed algorithm 
and analyze its results, we carry out a series of experimen-
tations on the following real-life gene expression datasets:

– Yeast cell-cycle dataset The yeast cell-cycle4 is a very 
popular dataset in the gene expression analysis commu-
nity. In fact, it is one of the most studied organisms, and 
the functions of each gene are well known. We use the 

Yeast Cell-Cycle dataset described in [62], processed in 
[18] and publicly available from [19]. It contains 2884 
genes and 17 samples. In the experimentations conducted 
on this dataset, minBond is experimentally set to 0.25.

– Saccharomyces cerevisiae dataset The Saccharomyces 
cerevisiae dataset5 contains the expression levels of 2993 
genes under 173 samples. We experimentally set the min-
Bond to 0.3 for our experiments on this dataset.

– Human B-cell Lymphoma dataset: The Human B-cell 
Lymphoma dataset [1] contains the expression levels of 
4026 genes under 96 samples.6 In the experimentations 
we conduct on this dataset, minBond is fixed experimen-
tally to 0.1.

4.2  Description of considered tests

In the following, we describe respectively the statistical and 
biological criteria.

4.2.1  Statistical criterion

To evaluate the statistical relevance of our algorithm, we 
heavily rely on the following criteria.

– Coverage [12, 46, 50] It represents the total number of 
cells in a microarray data matrix covered by the obtained 
biclusters. In the biclustering domain, validation using 
coverage is considered interesting since a large cover-
age of a dataset is very important in several applications 
that rely on biclusters [25]. In fact, the higher the num-
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Fig. 4  BiFCA+ biclusters number w.r.t. minBond variations

Table 5  Formal concepts 
extracted from binary context

FCs Extent (genes) Intent 
(condi-
tions)

FC
1

g5g6 C̀1
FC

2
g2g4 C̀5

FC
3

g5 C̀1C̀2
FC

4
g6 C̀1C̀3

FC
5

g1 C̀4

3 Available at https ://githu b.com/mehdi -kayto ue/trima x.

4 Available at http://arep.med.harva rd.edu/biclu steri ng/.
5 Available at http://www.tik.ethz.ch/sop/bimax /.
6 Available at http://arep.med.harva rd.edu/biclu steri ng/.

https://github.com/mehdi-kaytoue/trimax
http://arep.med.harvard.edu/biclustering/
http://www.tik.ethz.ch/sop/bimax/
http://arep.med.harvard.edu/biclustering/%20
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ber of highlighted correlations, the greater the amount 
of extracted information. Consequently, the higher the 
coverage, the lower the overlapping in the biclusters.

  In the literature, this test has been applied respectively 
on the Yeast Cell-Cycle and human B-cell lymphoma 
datasets.7

– p value We compute the percentage of biclusters having 
an adjusted p value, i.e. the proportion between the num-
ber of biclusters having an adjusted p value and the total 
number of obtained bicluters. We compute the adjusted 
p value [60], i.e. based on the exact value of Fisher test 
[24] to measure the quality of the obtained biclusters. 
In fact, the biclusters having a p value lower than 5% 
are considered as over-represented; in other words, the 
majority of genes of a bicluster have common biological 
characteristics. The best biclusters have an adjusted p 
value less than 0.001. This measure is computed thanks 
to the web tool FuncAssociate8[11]. This test is applied 
respectively on the Yeast Cell-Cycle and Saccharomyces 
cerevisiae datasets.

4.2.2  Biological criterion

The Gene Ontology (GO) project9 is a collaborative effort to 
address the need for consistent descriptions of gene products 
in different databases. The project began as a collaboration 
between three model organism databases, among them the 
Saccharomyces Genome Database (SGD). This latter con-
cerns our datasets (Yeast Cell-Cycle and Saccharomyces 
cerevisiae). The GO project provides controlled vocabulary 
of defined terms representing gene product properties. This 
covers three domains: (1) biological process, (2) molecular 
function and (3) cellular component.

In order to evaluate our biclusters biologically we make 
use of the GoTermFinder web tool10 [13]. It searches for 
significant shared GO terms, used to describe the genes 
in a given list to help discovring what the genes may have 
in common. In fact, the biological criterion enables meas-
uring the quality of the resulting biclusters, by checking 
whether the genes of a bicluster have common biological 
characteristics.

This test is applied respectively on the Yeast Cell-Cycle 
and Saccharomyces cerevisiae datasets.

4.3  Study of statistical relevance

To evaluate our algorithm on real-life datasets, the following 
criteria are of use:

4.3.1  Coverage criterion

As in [6, 12, 46, 47], we use the coverage criterion defined as 
the total number of cells in a microarray data matrix covered 
by the obtained biclusters.

We compare the results of our algorithm versus those 
obtained by Trimax [38] and those reported by [3]. In the 
latter reference, the following algorithms were considered: 
CC [18], BiMine [4], BiMine+ [7], BicFinder [6], MOPSOB 
[47], MOEA [50] and SEBI [22].

Table  6 (resp. Table 7) presents the coverage of the 
obtained biclusters. At a glance, we remark that most of 
the algorithms have relatively close results. For the Human 
B-cell Lymphoma (respectively the Yeast Cell-Cycle) data-
set, the biclusters extracted by our algorithm cover 100% 
(respectively 80.12%) of the genes, 100% (respectively 
100%) of the conditions and 67.84% (respectively 57.07%) 
of the cells of the expression data matrix. Trimax is largely 
outperformed, since it only covers respectively 8.50 % of 
cells, 46.32 % of genes and 11.46 % of conditions for the 
Human B-cell Lymphoma. It is also worth mentioning that 
for Yeast Cell-Cycle, the CC algorithm obtains the best 
results since it masks groups that are extracted with random 
values. Thus, it prohibits the genes/ conditions that were 
previously discovered from being selected during the next 
search process. This type of mask leads to a high coverage. 
Furthermore, The Yeast dataset only contains positive inte-
ger values. Consequently, one can use the Mean Squared 
Residue (MSR) [18] to extract large biclusters. By contrast, 
the Human B-cell Lymphoma dataset contains integer values 

Table 6  Human B-cell lymphoma coverage for different algorithms

Bold values stand for the best results

Human B-cell lymphoma

Algorithms Total coverage 
(%)

Gene coverage 
(%)

Condition 
coverage 
(%)

BiMine [4] 8.93 26.15 100
BiMine+ [7] 21.19 46.26 100
BicFinder [6] 44.24 55.89 100
MOPSOB [47] 36.90 _ _
MOEA [50] 20.96 _ _
SEBI [22] 34.07 38.23 100
CC [18] 36.81 91.58 100
Trimax [38] 8.50 46.32 11.46
BiFCA+ 67.84 100 100

7 The human B-cell lymphoma dataset version that we have does not 
contain the names of genes to perform other tests.
8 Available at http://llama .mshri .on.ca/funca ssoci ate/
9 http://geneo ntolo gy.org/
10 Available at http://db.yeast genom e.org/cgi-bin/GO/goTer mFind er

http://llama.mshri.on.ca/funcassociate/
http://geneontology.org/
http://db.yeastgenome.org/cgi-bin/GO/goTermFinder%20
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including negative ones. This means that the application of 
the MSR on this dataset does not result in the extraction of 
large biclusters.

This implies that our algorithm can generate biclusters 
with a high coverage of a data matrix. This outstanding 
coverage is due to the discretization phase as well as the 
extraction of biclusters without focusing on a specific type 
of biclusters.

4.3.2  P value criterion

To assess the quality of the extracted biclusters, we use 
the web tool FuncAssociate [11] in order to compute the 
adjusted significance scores for each bicluster (adjusted 
p value11). In fact, the best biclusters have an adjusted p 
value less than 0.001%. The results of our algorithm are 
compared versus those obtained by Trimax [38] as well as 
those concerning CC [18], ISA [10], OSPM [9] and Bimax 
[60], reported by [3].

The obtained results of the Saccharomyces cerevisiae and 
the Yeast Cell Cycle datasets for different adjusted p values 
(p = 5%; 1%; 0.5%; 0.1%; 0.001%), for each algorithm over 
the percentage of total biclusters, are respectively depicted 
in Figs. 5 and 6. For the Saccharomyces cerevisiae dataset 
(Fig. 5), the BiFCA+ and Trimax results show that 100% 
of extracted biclusters are statistically significant with the 
adjusted p value equal to 0.001% . It is important to note that 
Bimax achieves its best results whenever p < 0.1% , while CC, 
ISA and OSPM have a reasonable performance with p < 0.5%.

Whereas, for the Yeast Cell Cycle (Fig. 6), 100% of the 
extracted biclusters by BiFCA+ are statistically significant 

when p < 0.5% , while only 80% of extracted biclusters by 
Trimax are statistically significant for the same p value. By 
contrast, Trimax achieves 100% of extracted biclusters when 
p < 1% . Our results, then, sharply outperform those of Tri-
max; however, Bimax scored better when p < 0.001% and 
p < 0.1%.

4.4  Biological results

The biological criterion allows measuring the quality of 
resulting biclusters, by checking whether the genes of a 
bicluster have common biological characteristics.

To evaluate the quality of the extracted biclusters and 
identify their biological annotations, we use GOTermFinder, 
which is designed to search for the significant shared Gene 
Ontology (GO) terms of a group of genes. The GO is organ-
ized according to 3 axes: biological process, molecular 
function and cellular component.12 We indicate in Tables 8 
and 9 the biological annotations of two randomly selected 
biclusters in terms of the above cited axis, where we report 
the most significant GO terms. For instance, with the first 
bicluster extracted from the Saccharomyces cerevisiae data-
set (Table 8), the list of genes is illustrated in Fig. 7. These 
genes concern the Gene Ontology term “ribonucleoprotein 

Table 7  Yeast cell-cycle coverage for different algorithms

Bold values stand for the best results

Yeast cell-cycle

Algorithms Total coverage 
(%)

Gene coverage 
(%)

Condition 
coverage 
(%)

BiMine [4] 13.36 32.84 100
BiMine+ [7] 51.76 68.65 100
BicFinder [6] 55.43 76.93 100
MOPSOB [47] 52.40 _ _
MOEA [50] 51.34 _ _
SEBI [22] 38.14 43.55 100
CC [18] 81.47 97.12 100
Trimax [38] 15.32 22.09 70.59
BiFCA+ 57.07 80.12 100

Fig. 5  Proportions of biclusters significantly enriched by GO annota-
tions (Saccharomyces cerevisiae dataset)

Fig. 6  Proportions of biclusters significantly enriched by GO annota-
tions (Yeast Cell-Cycle dataset)

11 The adjusted significance scores assess genes in each bicluster, 
which indicates how well they match with the different GO catego-
ries. 12 http://geneo ntolo gy.org/

http://geneontology.org/
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complex”, in terms of Cellular component with a p value 
equal to 1.39e−65 (highly significant) and a background of 
10.7%.

The results on these real-life datasets demonstrate that our 
proposed algorithm identifies biclusters with a high biologi-
cal relevance.

4.5  Run time performs

Table 10 presents the comparison of the run time (in sec-
onds) of our algorithm versus those respectively obtained by 
Trimax, BicFinder and BiMine. We note that for the Human 
B-cell Lymphoma dataset and Saccharomyces cerevisiae 

Table 8  Significant GO terms (process, function, component) for two biclusters, extracted from Saccharomyces cerevisiae data using BiFCA+ 

Bicluster 1 Bicluster 2

Biological process Ribosome biogenesis (5.8%, 2.17e-61) Single-organism process (49.3%, 7.64e-43)
ncRNA processing (5.8%, 8.44e-57) Single-organism cellular process (43.0%, 4.61e-30)
Sibonucleoprotein complex biogenesis (6.9%, 2.02e-55) Single-organism metabolic process (25.5%, 7.13e-25)

Molecular function Structural constituent of ribosome (3.1%, 4.03e-42) Oxidoreductase activity (3.9%, 3.45e-14)
Structural molecule activity (4.8%, 9.14e-33) Transmembrane transporter activity (4.5%, 7.98e-14)
RNA helicase activity (0.6%, 2.37e-13) Substrate-specific transmembrane transporter activity 

(4.1%, 5.67e-12)
Cellular component Ribonucleoprotein complex (10.7%, 1.39e-65) Mitochondrial part (7.2%, 1.42e-19)

Preribosome (2.4%, 3.28e-61) Mitochondrion (16.2%, 1.51e-19)
Cytosolic ribosome (2.5%, 4.67e-55) Cell part (77.2%, 3.72e-15)

Table 9  Significant GO terms (process, function, component) for two biclusters, extracted from Yeast Cell-Cycle data using BiFCA+ 

Bicluster 1 Bicluster 2

Biological process Cytoplasmic translation (2.4%, 1.24e-06) Single-organism process (49.3%, 0.09388)
Single-organism process (49.3%, 1.82e-05)
Cell cycle process (8.4%, 5.39e-05)

Molecular function Structural molecule activity (4.8%, 0.00238) N-methyltransferase activity (0.5 %, 0.2794)
Structural constituent of ribosome (3.1%, 0.00310) Transferase activity, transferring one-carbon 

groups (1.4%, 0.06158)
Cellular component Cytosolic ribosome (2.5%, 7.85e-07) Nuclear chromatin (1.8%, 0.00817)

Non-membrane-bounded organelle (18.3%, 3.05e-06) Cytosolic part (3.4 %, 0.01229)
Intracellular non-membrane-bounded organelle (18.3%, 3.05e-06) Cytosolic ribosome (2.5%, 0.05227)

Fig. 7  List of genes which con-
cern the Gene Ontology term 
“ribonucleoprotein complex” 
(Cellular component) for the 
first bicluster (Saccharomyces 
cerevisiae dataset)
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datasets BiFCA+ is the fastest, while BiMine is the costlier 
in execution time.

5  Conclusion

In this work, we have introduced the BiFCA+ biclustering 
algorithm, a new FCA-based biclustering method for gene 
expression data.

Our approach consists in extracting formal concepts from 
a dataset after a discretization into a 3-state data matrix. A 
3-state data matrix allows observing the profile of each gene 
through all pairs of conditions in the gene expression matrix. 
This latter discretization is used to extract formal concepts, a 
mathematical framework for deriving implicit relationships 
from a set of objects and their attributes. The resulting for-
mal concepts represent biclusters. These biclusters are fil-
tered with the help of the Bond correlation measure in order 
to remove the biclusters that have a high overlap.

The performances of the BiFCA+ algorithm have been 
assessed on three real-life DNA microarray datasets. These 
experimentations show that BiFCA+ enables extracting high 
quality biclusters. These biclusters have been evaluated with 
the GO annotations which checks the biological significance 
of biclusters. The obtained results confirm the BiFCA+’s 
ability to extract significant biclusters.

Future work will focus on the study of the extensions 
of the concepts of biclusters and formal concepts to those 
of triclusters and triconcepts [36]. Furthermore, in our 
forthcoming work, we will pay attention to the reduction of 
the obtained set of formal concepts [2] and the knowledge 
reduction of classical formal decision contexts [44]. Other 
avenues of future work also concern the extraction of biclus-
ters by introducing biological knowledge during the extrac-
tion process. Moreover, we plan to use our method in other 
application domains such as text mining, target marketing 
and multimedia data processing. We also hope to enhance 
our experimentations by both extending our work to other 
correlation measures [53, 55] through classifying them into 

classes of measures sharing the same properties and using 
other statistical comparison criteria.
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