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Abstract
Social web videos are rich data sources containing valuable information, which have a great potential to improve the perfor-
mance of social web video clustering. Social web video data usually present a characteristic of multiple views. Multi-view 
clustering provides a useful way to generate clusters from multi-view data. Previous studies have applied different single-view 
data to do social web video clustering and classification; however, multi-view data has not been a factor considered in these 
methods. Therefore, in this paper, we propose a framework based on a novel online multi-view clustering algorithm (called 
SOMVCS) to cluster social web videos with large-scale possibly incomplete views into meaningful clusters. SOMVCS learns 
the latent feature matrices from all the views and then drives them towards a common consensus matrix based on nonnega-
tive matrix factorization (NMF). Particularly, we incorporate graph regularization to preserve local structure information in 
the model. The experimental results show that online multi-view clustering via NMF is a preferable method for social web 
video clustering. Moreover, we find that using multi-view data with feature types from different feature families to do social 
web video clustering outperforms that using data with only the feature type from a single family.

Keywords  Multi-view clustering · Nonnegative matrix factorization (NMF) · Social web videos mining

1  Introduction

Online video services have surged to an unprecedented level 
in recent years. The number of users and videos have been 
increasing constantly, together with the number of video 
contents, genres, and concepts, which leads to the difficul-
ties of video clustering analysis task. The effective social 
web video clustering method can automatically organize the 
video corpus into a meaningful cluster (category) hierar-
chy for efficient searching and browsing. Social web video 

clustering is widely studied and much work has been done 
by using different types of videos’ information. The stand-
ard approach consists of three main stages: (1) extracting 
features (videos’ contents or the surrounding text informa-
tion of videos) and representing videos as feature vectors; 
(2) similarity measurement based on video representations; 
(3) applying the clustering algorithm to cluster web videos 
based on similarity measured. However, web video cluster-
ing suffers well-known difficulty due to the calculation of 
the similarity between videos which comprises two prob-
lems, i.e., the video similarity which differs from visual 
features’ similarity, and the low quality of text information 
because videos on video sharing website has been uploaded 
by unlimited levels of users. Text information, e.g., title, tag, 
and description, contains many synonyms, noise, ambigu-
ous or is totally absent. Previous studies try to address this 
problem by using single features or merging them together. 
Zhang et al. [1] applied spectral clustering (SC) to clus-
ter videos by merging two types of features such as speech 
transcripts and visual features. Guil et al. [2] used visual 
features to compare videos efficiently based on the keyframe 
selection. Hindle et al. [3] proposed a model for web video 
clustering based on two clustering algorithms, i.e., affinity 
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propagation (AP) and normalization cut (NC) by using text 
metadata and visual features. Another useful videos’ infor-
mation, i.e., co-watched videos was used together with text 
information in [4]. Kamie et al. [5] presented a method for 
web video clustering by using videos’ playlist information. 
Mahmood et al. [6] developed a framework by utilizing 
textual information and external support from the web to 
enhance the semantic relation of terms then incorporated 
must-link constraints into different clustering algorithms and 
combined clustering results by CSPA to deal with the web 
video categorization problem. Different types of features of 
web videos data have been utilized (e.g., textual features, 
semantic features and visual features) which are regarded as 
multi-modality for clustering purpose in [7].

Those studies are based on single-view data implemented 
in the models. However, real data usually comes from multi-
ple sources along with the phenomenon of concept drift [8]. 
In many real-world applications, data is naturally comprised 
of different heterogeneous representations or views. For 
example, video data can be represented by using a collection 
of heterogeneous features (views), e.g., text-tag-unigrams, 
audio-spectrogram-stream, and vision-cuboids-histogram, 
which can be regarded as three views. Similarly, image data 
is presented by color descriptor, local shape descriptor, and 
local binary patterns, etc. A metadata of documents can be 
represented by the title, author, journals’ name and etc. Usu-
ally, multiple representation or views provide compatible 
and complementary information for the semantically same 
data. By exploiting the characteristics of multi-view data, 
multi-view learning can obtain better performance than that 
relies only on a single view.

Generally, real-world datasets contain missing values, 
such as instances with some views missing. Trivedi et al. 
[9] firstly attempted to deal with incomplete views by using 
information from one complete view to infer the essential 
incomplete views. Li et al. [10] tried to solve multi-view 
clustering with the incomplete views by establishing a 
latent subspace where the instances corresponding to the 
same example in different views are close to each other, and 
similar instances (belonging to different examples) in the 
same view are well grouped. Shao et al. [11] learned a latent 
representation for all views and then generated a consensus 
matrix based on weighted NMF with L2,1 regularization to 
deal with the multiple incomplete views. However, multi-
view data in existing methods needs to fit into the memory.

Nonnegative matrix factorization (NMF) is one of the 
most popular techniques for dimensionality reduction of 
clustering by extracting latent features from high-dimen-
sional data. NMF has become an imperative tool in con-
ventional data analysis and widely used in the fields of data 
mining [12], machine learning [13], text mining [14], and 
so on. Zhou et al. [15, 16] proposed a new algorithm for 
sentiment classification to enable unsupervised sentiment 

analysis by constructing the nearest neighbor graphs. The 
formulation of a joint NMF process with the consistency 
constraint that pushes the clustering solution of each view 
towards a common consensus for multi-view data was pre-
sented in [17]. A method for feature extraction by the matrix 
factorization objective function by constructing a nearest 
neighbor to integrate local geometrical information of each 
view via NMF was proposed in [18]. The graph regularized 
NMF for data representation by encoding the geometrical 
information and seeking a matrix factorization was shown in 
[19]. Different variations of NMF were proposed to handle 
very large data in the last few years. Wang et al. presented 
an algorithm for document clustering based on online NMF 
by utilizing the second-order Hessian matrix to optimize 
the objective function [20]. Guan et al. proposed a novel 
online NMF algorithm with the robust stochastic approxi-
mation that accepts one sample or a chunk of samples and 
updates the bases per step [21]. Shao et al. [22] developed 
an online algorithm by adding graph regularization to joint 
NMF to help select discriminative features for multi-view 
feature selection.

Recently, multi-view clustering has gained increasing 
attention due to its high performance which performs with 
the information from multiple views to generate clusters 
[23, 24]. In order to enforce the indicator matrices from dif-
ferent views, Akata et al. [25] extended the NMF [26] to 
multi-view settings. To combine multi-view information in 
the NMF framework, Akata et al. [25] enforced a shared 
indicator matrix among different views to perform multi-
view clustering in NMF framework. In order to keep the 
clustering solutions across different views meaningful and 
comparable, Liu et al. [17] enforced a constraint to push each 
view indicator matrix towards a common indicator matrix 
and normalization constraint inspired by the connection 
between NMF and probability latent semantic. A number 
of NMF-based multi-view algorithms have been proposed, 
such as factorizing each view as a linear combination of a 
shared latent representation in [27] or establishing a latent 
subspace in [10] where the instances corresponding to the 
same example in different views are close to each other and 
similar instances in the same view are well grouped. The 
disagreement between each pair of views is minimized the 
loss function of NMF in [28] by indicating that the vectors 
from two different views should be similar if they belong 
to the same cluster and dissimilar otherwise. A weighted 
extension of multi-view NMF in [29] imposed consensus 
constraint on the efficient matrices across different features 
(views) for image annotation.

In this paper, we tackle the problem of Social Web Video 
Clustering based on Multi-View Clustering via NMF (SOM-
VCS). SOMVCS deals with large-scale multi-view data of 
web videos. The framework of SOMVCS is illustrated in 
Fig. 1.
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The contributions of this paper are as follows:

•	 We propose SOMVCS, which models the multi-view 
clustering as a joint weighted NMF problem, that can 
capture relation between heterogeneous views.

•	 SOMVCS incorporates the graph regularization to preserve 
the local structure of data and processes the multi-view data 
chunk by chunk, which will be fit into the memory.

•	 It learns latent feature matrices across all views and 
drives them towards to a common consensus. By apply-
ing clustering algorithm, SOMVCS provides accurate 
results.

The rest of this paper is organized as follows. In Sect. 2, 
a brief review of NMF is described. The formulation and 
the algorithm of SOMVCS are presented in Sect. 3. The 
experimental study is provided in Sect. 4. The results and 
discussion are shown in Sect. 5. The paper ends with conclu-
sions and future work in Sect. 6.

2 � A brief review of NMF

In this section, we will introduce some knowledge about 
clustering based NMF. It is well understood that NMF is 
used for feature extraction in data mining and it is a method 

to factorize a nonnegative data matrix into two nonnegative 
matrix factors where the product of these two factors is an 
approximation of the original matrix. As the decomposition 
result is nonnegative, the interpretability of NMF outputs 
makes it fit on large-scale and time-varying datasets.

Given a nonnegative data matrix X ∈ RD×N
+

, where each 
row represents a feature and each column represents an 
instance. NMF aims to transform the data matrix X into two 
rank-r nonnegative matrices, that is a basis matrix U ∈ RD×r

+
 

and a feature matrix V ∈ RN×r
+

 . U and V are determined by 
minimizing the cost function as follows:

where ‖⋅‖ is the matrix Frobenius norm.
In general, solving Eq. (1) is difficult as the objective 

function is not convex for U and V jointly. One of the well-
known algorithms for implementing the alternate update 
rules is Lee and Seung’s multiplicative update approach in 
[26] which updates U and V by

(1)
min
U,V

L =
‖‖‖X − UVT‖‖‖

2

F

s.t. U ≥ 0, V ≥ 0,

(2)Ui,j ← Ui,j

(XV)i,j

(UVTV)i,j

Fig. 1   The proposed framework 
of SOMVCS



2782	 International Journal of Machine Learning and Cybernetics (2019) 10:2779–2790

1 3

However, NMF still does not produce satisfactory results 
in clustering tasks because it cannot theoretically guarantee 
the composition results to be sparse. The existing NMF solu-
tions require the entire data matrix to reside in the memory 
which is problematic when the datasets are very large or 
streaming. To address this issue, Wang et al. [20] proposed 
an online NMF algorithm based on a stochastic approxima-
tion to efficiently handle streaming data by processing one 
chunk of data points at a time.

3 � A novel online multi‑view clustering 
algorithm

3.1 � Formulation

In this section, we present the SOMCVS which processes 
multi-view data chunk by chunk in a streaming fashion with 
low storage complexity. In order to deal with incomplete 
views (missing instances), dynamic weights from online 
multi-view clustering [30] were used to assign lower weights 
to less informative estimations and higher weights to more 
informative estimations. SOMVCS provides us a common 
consensus matrix with a latent representation of the original 
data points. Finally, k-means algorithm is applied to gener-
ate the result.

Suppose we have a multi-view data set (incomplete) 
X = {X(1),X(2),… ,X(nv)} denoting the data of all the views, 
where X(v) = {x

(v)

1
, x

(v)

2
,… , x(v)

n
} ∈ RDv×N represents the data 

of the v-th view. In NMF, the coefficient matrices V (v) is 
learned from different views which give forward a common 
consensus matrix V∗ . This consensus matrix is considered 
to reflect simultaneously the latent structure shared by every 
view [17].

In the study of manifold learning theory, it has shown that 
respecting the intrinsic geometrical structure is an effective 
method that can improve clustering quality [19]. Therefore, 
we introduce additional graph regularization. Given a simi-
larity matrix S, one can define a smoothness penalty term 
for each view using the following function f:

(3)
Vi,j ← Vi,j

(XTU)i,j

(VUTU)i,j
.

(4)

f =

N∑

i,j=1

‖‖‖V
(v)

i,∶
− V

(v)

j,∶

‖‖‖
2

× S
(v)

ij

= Tr
(
V (v)TD(v)V (v)

)
− Tr

(
V (v)T S(v)V (v)

)

= Tr
(
V (v)T L(v)V (v)

)

where Tr(⋅) denotes the trace of a matrix and D(v) is a diago-
nal matrix such that, D(v)

i,i
=
∑

i S
(v)

i,j
 or D(v)

i,i
=
∑

j S
(v)

i,j
 . 

L(v) = D(v) − S(v) is called graph Laplacian matrix. Therefore, 
SOMCVS for multi-view clustering is formulated as

where U(v) ∈ RDv×K and V (v) ∈ RN×K are the basis matrix and 
the latent feature matrix for the v-th view, V∗ ∈ RN×K is the 
consensus latent feature matrix across all views, �v and �v are 
the trade-off parameters used to control the contribution of 
the manifold regularization and reconstruction error between 
view v and the consensus, and K is the number of clusters.

In order to support incompleteness, the assigning of 
dynamic weights in [30] such as assigning lower weights 
to less informative estimations and higher weights to more 
informative estimations have been used. After adding the 
weight matrices, Eq. (5) becomes:

Because SOMVCS is for social web videos clustering, the 
data matrices are too large to fit into the memory. Hence, it 
is crucial to solving the above optimization in an incremen-
tal way. Let X(v)

t ∈ Rz×Dv denote the data received at time t, 
where z is the number of instances (size of the data chunk). 
Equation (6) can be written as follows:

where X(v)
t  is a data chunk at time t in the v-th view, 

�
(t)
t ∈ Rz×z is the diagonal weight matrix for data chunk at 

time t, V (v)
t ∈ Rz×K is the latent feature matrix for t-th data 

chunk in the v-th view, and V (v)
t ∈ Rz×K is the consensus 

latent feature matrix for t-th data chunk across all the views.

(5)

min
U(v),V (v),V (∗)

L =

nv∑

v=1

‖‖‖X
(v) − U(v)V (v)T‖‖‖

2

F
+

nv∑

v=1

�vTr
(
V (v)T L(v)V (v)

)

+

nv∑

v=1

�v
‖‖‖V

(v) − V∗‖‖‖
2

F

s.t. U(v)
≥ 0, V (v)

≥ 0, V∗
≥ 0, v = 1, 2,… , nv

(6)

L =

nv∑

v=1

‖‖‖‖
�(v)

(
X(v) − U(v)V (v)T

)‖‖‖‖

2

F

+

nv∑

v=1

�vTr
(
V (v)T L(v)V (v)

)

+

nv∑

v=1

�v
‖‖‖�

(v)
(
V (v) − V∗

)‖‖‖
2

F

s.t. U(v)
≥ 0, V (v)

≥ 0, V∗
≥ 0, v = 1, 2,… , nv.

(7)

L =

nv∑

v=1

[N∕z]∑

t=1

‖‖‖‖
�
(v)
t

(
X
(v)
t − U(v)V

(v)T

t

)‖‖‖‖

2

F

+

nv∑

v=1

[N∕z]∑

t=1

�vTr
(
V

(v)T

t
L
(v)
t V

(v)
t

)

+

nn∑

v=1

[N∕z]∑

t=1

�v
‖‖‖‖
�
(v)
t

(
V
(v)
t − V∗

t

)‖‖‖‖

2

F

s.t. U(v)
≥ 0, V

(v)
t ≥ 0, V∗

t
≥ 0, v = 1, 2,… , nv
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3.2 � Algorithm

In this section, we solve the objective function of SOM-
VCS derived in the above section. From Eq. (7), we can see 
that for each time t, we need to update U(v) , V (v) and V∗

t
 in 

an alternate way since the objective function is not jointly 
convex. The optimization problem of SOMVCS is described 
as follows:

(1) Optimize U(v) with V (v)
t  and V∗

t
 fixed: To optimize U(v) 

for v-th view at time t, we only need to minimize the follow-
ing objective function:

Taking the derivative of the Tt with respect to U(v) , we 
have:

where 𝜔̃(v)

i
= 𝜔

(v)

i
𝜔
(v)T

i
= 𝜔

(v)T

i
𝜔
(v)

i
.

We introduce two terms M(v)
t  and N(v)

t  as

Using the Karush–Kuhn–Tucker condition for the non-
negativity constraint on U(v) , the update rule for U(v) is:

(8)
Tt
(
U(v)

)
=

t∑

i=1

‖‖‖‖
�
(v)

i

(
X
(v)

i
− U(v)V

(v)T

i

)‖‖‖‖

2

F

s.t. U(v)
≥ 0.

(9)
𝜕Tt

𝜕U(v)
= 2U(v)

t∑

i=1

V
(v)T

i
𝜔̃
(v)

i
V
(v)

i
− 2

t∑

i=1

X
(v)

i
𝜔̃
(v)

i
V
(v)

i

(10)M
(v)
t =

t∑

i=1

V
(v)T

i
𝜔̃
(v)

i
V
(v)

i

(11)N
(v)
t =

t∑

i=1

X
(v)

i
𝜔̃
(v)

i
V
(v)

i
.

(12)U
(v)

i,k
← U

(v)

i,k

√√√√√√√

(
N

(v)
t

)

i,k(
U(v)

(
M

(v)
t

))

i,k

.

(2) Optimize V (v)
t  with V∗

t
 and U(v) fixed: Using the same 

steps as before, then let �ij be the Lagrange multiplier for 
nonnegative constraint V (v)

t  and Ψ = [�ij] , and using the 
Kuhn–Tucker condition �ij(V

(v)
t )ij = 0 . The objective func-

tion becomes

Taking the partial derivative of T with respect to V (v)
t  , 

we have

Following the steps as above, the update rule for V (v)
t  is 

as following Eq. (15) by giving the graph Laplacian matrix 
L
(v)
t = D

(v)
t − S

(v)
t :

(3) Optimize V∗
t
 with V (v)

t  and U(v) fixed: To optimize the 
consensus V∗

t
 , it requires minimizing the following objective 

function:

Taking the derivative of the objective function T(V∗
t
) , we 

have

Therefore, we have a closed form solution:

(13)

T
(
V
(v)
t

)
=
‖‖‖‖
�
(v)
t

(
X
(v)
t − U(v)V

(v)T

t

)‖‖‖‖

2

F

+ �vTr
(
V
(v)T

t L
(v)
t V

(v)
t

)

+ �v
‖‖‖‖
�
(v)
t

(
V
(v)
t − V∗

t

)‖‖‖‖

2

F

+ Tr
(
ΨV

(v)T

t

)
.

(14)

𝜕T

𝜕V
(v)
t

= 2𝜔̃
(v)
t U(v)T V

(v)
t U(v) − 2𝜔̃

(v)
t X

(v)T

t U(v) + 2𝛼vL
(v)
t V

(v)
t

+ 2𝛽v𝜔̃
(v)
t V

(v)
t − 2𝛽v𝜔̃

(v)
t V∗

t
+ Ψ.

(15)
(
V
(v)
t

)

j,k
←

(
V
(v)
t

)

j,k

√√√√√√√

(
𝜔̃
(v)
t X

(v)T

t U(v) + 𝛼vS
(v)
t V

(v)
t + 𝛽v𝜔̃

(v)
t V∗

t

)

j,k(
𝜔̃
(v)
t U(v)T V

(v)
t U(v) + 𝛼vD

(v)
t V

(v)
t + 𝛽v𝜔̃

(v)
t V

(v)
t

)

j,k

.

(16)
T(V∗

t
) =

nv∑

v=1

�v
‖‖‖‖
�
(v)
t

(
V
(v)
t − V∗

t

)‖‖‖‖

2

F

s.t. V∗
t
≥ 0.

(17)
𝜕T

𝜕V∗
t

=

nv∑

v=1

𝛽v𝜔̃
(v)
t

(
−2V

(v)
t + 2V∗

t

)
= 0.

(18)V∗
t
=

∑nv
v=1

𝛽v𝜔̃
(v)
t V

(v)
t

∑nv
v=1

𝛽v𝜔̃
(v)
t

=

nv�

v=1

𝛽v𝜔̃
(v)
t V

(v)
t .
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Video Games. This dataset consists of feature values and 
class labels about 120,000 videos. Each video is described 
by up to 13 feature types from 3 high-level feature families 
such as auditory, textual and visual features. There are 31 
class labels corresponding to 30 popular video games and 
the remaining correspond to other games [31]. The data is 
very valuable to do web videos clustering due to their quality 
of the feature representation. The subset of the dataset used 
in the experiments is shown in Table 1.

Table 1   A description of the 
dataset

Dataset # Instances Feature family # Views # Classes

DS1 12,177 Audio, text, vision 3(2000, 1000, 512) 31
DS2 11,958 Text 3(12,183,626, 1000, 12,178,696) 31
DS3 12,177 Audio, vision 3(7168, 512, 838) 31
DS4 12,177 Audio, text, vision 5(7168, 4096, 1024, 1000, 838) 31
DS5 12,177 Audio, text, vision 7(2000, 7168, 4096, 1024, 1000, 512, 838) 31
DS6 11,958 Audio, text, vision 9(2000, 7168, 4096, 1024, 12,183,626, 1000, 

12,178,696, 512, 838)
31

DS7 98,500 Audio, text, vision 3(2000, 1000, 838) 31
DS8 98,500 Audio, text, vision 3(7168, 1000, 512) 31

1  http://archi​ve.ics.uci.edu/ml/datas​ets/youtu​be+multi​view+video​
+games​+datas​et.

4 � Experimental study

4.1 � Dataset

In this paper, we use a publicly available real-world large-
scale dataset (YouTube1) that is named YouTube Multiview 

http://archive.ics.uci.edu/ml/datasets/youtube+multiview+video+games+dataset
http://archive.ics.uci.edu/ml/datasets/youtube+multiview+video+games+dataset
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4.2 � Performance evaluation

In our experiments, the clustering performance is measured 
by using two popular evaluation metrices. The first metric is 
the ACCuracy (ACC) [32, 33]. Given a video zi, let li and ci 
be the cluster label and the label provided by the data corpus, 
respectively. The ACC is defined as follows:

where N is the total number of videos in the test, �(a, b) is the 
delta function that equals to one if a = b and equals to zero 
otherwise, and map(li) is the permutation mapping function 
that maps each cluster label li to the equivalent label from 
the data corpus. The best mapping can be found by using the 
Kuhn–Munkres algorithm [34].

The second metric is normalized mutual information 
(NMI) [32, 33]. Let C is the set of clusters obtained from 
the ground truth and C′ is the clusters obtained from our 
algorithm. Their mutual information metric MI(C,C�) is 
defined as follows:

where p(ci) and p(c�
j
) are the probabilities that a video arbi-

trarily selected from the corpus belongs the clusters ci and 
c′
j
 , respectively, and p(ci, c�j) is the joint probability that the 

arbitrarily selected video belongs to the clusters ci as well as 
c′
j
 at the same time. In our experiments, we use the NMI as 

follows:

where H(C) and H(C�) are the entropies of C and C′ , respec-
tively. NMI(C,C�) takes values between 0 and 1. NMI = 1 if 
the two sets of clusters are identical, and NMI = 0 if the two 
sets of clusters are independent.

The dataset used in our experiments is so big to fit in 
the memory that it is impossible to keep this data in the 
memory while running the model. We compare the results of 
the proposed SOMVCS with ONMF [20] and OMVC [30]. 
The other existing methods such as GMNMF [18], MIC [11] 
and MultiNMF [17] are the off-line methods based on NMF 
which can not apply to the above dataset since these methods 
are designed for keeping the data in the memory. ONMF is 
proposed for solving the problem of single-view. In order 
to apply ONMF to the above dataset, we concatenate views 
into one single-view. After the concatenation of views of 
the original datasets, data becomes so large that it will take 
too much time to process. Therefore, in the experiments, 

(19)ACC =

∑N

i=1
�(ci,map(li))

N

(20)MI(C,C�) =
∑

ci∈C,c
�
j∈C

�

p(ci, c
�
j) ⋅ log2

p(ci, c
�
j)

p(ci) ⋅ p(c
�
j)

(21)NMI(C,C�) =
MI(C,C�)

max(H(C),H(C�))

we omit DS5 and DS6 since both of them comprise 7 and 9 
views, respectively.

5 � Results and discussion

5.1 � Results

To show the clustering performance of the proposed SOM-
VCS, we set the chunk size z to be 2500 for the datasets 
DS1–DS6 and 3000 for the datasets DS7 and DS8. In our 
experiments, we notice that applying multiple passes is bet-
ter than applying one pass. This is because, with the first 
input few data point the performance of clustering may not 
be satisfactory, and if multiple passes are feasible, the per-
formance of clustering may get a chance to improve. We 
report the ACC and NMI in Table 2. In Table 2, based on 
our introduce of additional manifold regularization term, we 
give the results with � = 0 as a baseline.

From Table 2, we can observe that the performance of 
the proposed SOMVCS outperforms the compared method 
for all the datasets in terms of ACC and NMI. According 
to the different significance of each feature type, some of 
them have a high performance while some have a low per-
formance as reported by Madani et al. [31] in UCI dataset. 
The performance on DS2 is worse than the others because 
it consists of feature types from only the feature family such 
as “text”. The performance becomes better when the dataset 
includes feature types from up to two or three feature fami-
lies together (e.g., DS1 and DS3). Therefore, in this experi-
ment, we design the dataset comprising feature types from 
variant numbers of feature families. It means that when the 
data consists of feature types from more feature families, it 
will perform better for clustering purpose. The maximum 
number of feature type we include in the dataset in our 
experiments is 9 (DS6); Otherwise, the datasets would be 
too large for batch learning.

The results demonstrate that the proposed method can 
learn a better feature representation. It is good for learn-
ing with the large-scale data, especially the data from real-
world applications as YouTube2. In SOMVSC, the perfor-
mance improves when the number of passes increases. We 
set the number of passes to be 10 because after the several 
passes the result has already improved and then varies a lit-
tle up and down. The graph for comparing the performance 
between SOMVCS, ONMF, OMVC is shown in Figs. 2, 3 
(ACC) and Figs. 4, 5 (NMI).

From these figures, we can observe that the proposed 
SOMVCS gets close performance within the first pass and 
continue to improve after several passes. The advantages 

2  http://www.youtu​be.com.

http://www.youtube.com
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of the SOMVCS is that it utilizes a weight matrix for each 
view (possibly incomplete view), the intrinsic geometry of 
the data distribution and sparsity of the latent features, while 
OMVC and ONMF does not consider the intrinsic geometry, 
and also ONMF does not consider the possibly incomplete 
data and sparsity of the data.

5.2 � Parameter study

The parameters selection aims to provide a practical guid-
ance of the proposed method. There are two essential param-
eters, {�v} and {�v} in SOMVCS. Basically, we set �v to be 

the same for all the views and also set �v the same as �v . We 
run SOMVCS with different values for {�v} and {�v} on DS1. 
We only show the results in ACC and NMI on DS1 since we 
have similar observation on the other datasets.

From Fig. 6, assume that �v = � and �v = � we can see 
that the proposed SOMVCS method is sensitive to the 
parameters � and � . Parameter � controls the contribution 
of the manifold regularization of the views. Parameter � con-
trols the co-regularization between views and the consensus. 
We can observe that when � becomes small, the consensus 
has more contributed to the learning of each view, mean-
while when it is too small, the performance will not be stable 

Table 2   Accuracy and NMI of ONMF, OMVC, and SOMVCS

Method DS1 DS2 DS3 DS4

ACC​ NMI ACC​ NMI ACC​ NMI ACC​ NMI

SOMVCS (α = 0)
 Min 0.0458 0.0119 0.0197 0.0101 0.0551 0.0129 0.0572 0.0204
 Max 0.0525 0.0136 0.0354 0.0120 0.0576 0.0130 0.0620 0.0217
 Avg 0.0491 0.0127 0.0275 0.0110 0.0563 0.0129 0.0596 0.0210

ONMF
 Min 0.0544 0.0128 0.0203 0.0102 0.0550 0.0107 0.0677 0.0525
 Max 0.0669 0.0146 0.0425 0.0125 0.0599 0.0194 0.0783 0.0656
 Avg 0.0606 0.0137 0.0314 0.0113 0.0574 0.0150 0.0730 0.0590

OMVC
 Min 0.0654 0.0149 0.0300 0.0113 0.0676 0.0129 0.0766 0.0669
 Max 0.0895 0.0156 0.0510 0.0145 0.0701 0.0221 0.0820 0.0682
 Avg 0.0774 0.0156 0.0405 0.0129 0.0688 0.0175 0.0793 0.0675

SOMVCS
 Min 0.0702 0.0349 0.0401 0.0129 0.0576 0.0203 0.1023 0.0735
 Max 0.0925 0.0362 0.0599 0.0182 0.0820 0.0299 0.1215 0.0837
 Avg 0.0813 0.0355 0.0500 0.0155 0.0698 0.0251 0.1119 0.0786

Method DS5 DS6 DS7 DS8

ACC​ NMI ACC​ NMI ACC​ NMI ACC​ NMI

SOMVCS (α = 0)
 Min 0.1000 0.0427 0.1053 0.0370 0.0594 0.0180 0.0527 0.0179
 Max 0.1006 0.0475 0.1068 0.0372 0.0656 0.0195 0.0635 0.0286
 Avg 0.1003 0.0451 0.1060 0.0371 0.0625 0.0187 0.0581 0.0232

ONMF
 Min – – – – 0.0674 0.0184 0.0724 0.0186
 Max – – – – 0.0790 0.0210 0.0881 0.0294
 Avg 0.0732 0.0197 0.0802 0.0240

OMVC
 Min 0.1117 0.0876 0.1143 0.0903 0.0903 0.0222 0.0876 0.0265
 Max 0.1262 0.0978 0.1285 0.0985 0.1068 0.0246 0.0978 0.0329
 Avg 0.1189 0.0927 0.1214 0.0944 0.0985 0.0234 0.0927 0.0297

SOMVCS
 Min 0.1204 0.1031 0.1259 0.1035 0.1000 0.0214 0.1003 0.0349
 Max 0.1470 0.1051 0.1524 0.1058 0.1078 0.0258 0.1099 0.0389
 Avg 0.1337 0.1041 0.1391 0.1046 0.1039 0.0236 0.1051 0.0369
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Fig. 2   Accuracy on DS-1, 2 and 3

Fig. 3   Accuracy on DS-4, 7 and 8

Fig. 4   NMI on DS-1, 2 and 3
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(ACC) and finally will decline. When the value of param-
eter � increases, the consensus has more influence to each 
view and the performance will decrease. SOMVCS achieves 
stably good performance when � is in [10−6, 10−7] (NMI). 
From these results, the selection of an appropriate value of 
� and � shows that a combination of these two parameters 
affects the performance of the SOMVCS.

5.3 � Results discussion

In summary, we have the following conclusions for our pro-
posed method:

(a)	 The idea of utilizing the multi-view clustering via NMF 
technique for social web video clustering has shown a 
promising performance.

(b)	 Multi-view data with multi-view learning can achieve 
better performance than relying on just single-view or 

either multi-view data from the same feature family 
(Videos).

(c)	 The results of multi-view data comprising more feature 
types from different feature families can achieve bet-
ter results (e.g., the result of DS6 is better than that of 
DS2).

(d)	 The performance improves when multiple passes are 
feasible.

(e)	 The proposed SOMVCS has outperformed the state-
of-the-art in most cases. The ACC and NMI are not 
high since the method does not hold all data in the 
memory but split the data into the chunks. The results 
are obtained at the time t according to the number of 
passes.

Fig. 5   NMI on DS-4, 7 and 8

Fig. 6   ACC and NMI of SOMVCS with different �
v
 , �

v
 on DS1
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6 � Conclusion

In this paper, we presented a novel online multi-view clus-
tering algorithm based on NMF called (SOMVCS), which 
processes the incoming data chunk by chunk at a time. 
SOMVCS does not require to hold the whole data matrix 
in the memory, which can reduce the storage complexity. 
It learns the latent feature matrices for each view (possibly 
incomplete view) and merges them into a common consen-
sus. Graph Laplacian regularization enables SOMVCS to 
exploit the intrinsic geometry of the data distribution in each 
incomplete view. Our method can scale up to large-scale 
video datasets. The experimental results demonstrated the 
effectiveness of the proposed SOMVCS. As the SOMVCS 
algorithm is designed for dealing with the data in high-
dimensional space, we will looking for other real-world 
datasets of social media as the benchmark and try to extend 
our algorithm with other clustering algorithms to further 
improve its performance in the future work.
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