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Abstract A simplified neutrosophic set is a subclass of a

neutrosophic set and includes the concepts of a single

valued neutrosophic set and an interval neutrosophic set,

which can be used in real science and engineering appli-

cations with the incomplete, indeterminate and inconsistent

information which exists commonly in real situations.

Then, projection measure is a very suitable tool for dealing

with multiple attribute decision-making problems because

it can consider not only the distance but also the included

angle between objects evaluated. Therefore, the main

purpose of the paper is to present a simplified neutrosophic

harmonic averaging projection measure and its multiple

attribute decision making method with simplified neutro-

sophic information. Through the harmonic averaging pro-

jection measure between each alternative and the ideal

alternative, the ranking order of all alternatives can be

determined and the best alternative can be easily obtained

as well. Finally, an illustrative example demonstrates the

application and effectiveness of the proposed projection

measure method in a simplified neutrosophic multiple

attribute decision-making environment.

Keywords Simplified neutrosophic set � Harmonic

averaging projection measure � Decision making

1 Introduction

Projection measure is a very suitable tool for dealing with

decision making problems because it can consider not only

the distance but also the included angle between objects

evaluated [1, 2]. Therefore, projection methods have been

applied successfully to decision making. For example, [1]

and [2] proposed two projection methods for uncertain

multiple attribute decision making with preference infor-

mation. Then, Xu and Hu [3] introduced the projection

model-based approaches for intuitionistic fuzzy multiple

attribute decision making. Xu and Cai [4] proposed pro-

jection model-based approaches to intuitionistic fuzzy

multiple attribute decision making. Xu and Liu [5] put

forward a group decision-making approach based on

interval multiplicative and fuzzy preference relations by

using projection. Zeng et al. [6] presented a projection

method for multiple attribute group decision making with

intuitionistic fuzzy information. Also, Yue [7, 8] developed

group decision-making methods based on projection mea-

sure with intuitionistic fuzzy information. Yue and Jia [9]

further introduced a group decision-making method based

on a projection measure with hybrid intuitionistic fuzzy

information. However, the projection methods imply some

drawback in some case, which was indicated in [5].

As a generalization of the concept of the classic set,

fuzzy set, interval valued fuzzy set, intuitionistic fuzzy set,

and interval-valued intuitionistic fuzzy set, Smarandache

[10] firstly proposed a concept of neutrosophic set from

philosophical point of view. However, it will be difficult to

be applied to real science and engineering fields because its

truth-membership, indeterminacy-membership, falsity-

membership functions are defined in real standard or

nonstandard subsets of ]0-, 1?[. Hence, Ye [11] presented

a simplified neutrosophic set (SNS), where its truth-
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membership, indeterminacy-membership, falsity-member-

ship functions are defined in the real standard interval [0, 1]

to use easily in real science and engineering applications

with the incomplete, indeterminate and inconsistent infor-

mation. SNS is a subclass of a neutrosophic set and

includes the concepts of a single valued neutrosophic set

(SVNS) [12] and an interval neutrosophic set (INS) [13].

Meanwhile, Ye [11] proposed two weighted aggregation

operators of SNSs for multicriteria decision-making prob-

lems with simplified neutrosophic information. Then, Ye

[14] developed three vector similarity measures between

SNSs as a generalization of Jaccard, Dice, and cosine

similarity measures between two vectors, and then the three

similarity measures were applied to multicriteria decision-

making problems in simplified neutrosophic setting. Fur-

thermore, Peng et al. [15, 16] further introduced some

aggregation operators for simplified neutrosophic multi-

criteria group decision making and an outranking approach

for simplified neutrosophic multicriteria decision making,

respectively. Zhang et al. [17] also introduced an

outranking approach for multicriteria decision-making

problems with interval neutrosophic information. As the

subclasses of SNSs such as SVNSs and INSs, many

researchers have been proposed various similarity mea-

sures, cross entropy measures, correlation coefficients,

aggregation operators for SVNSs and INSs and have been

applied successfully to decision-making problems [18–24].

Furthermore, some researchers have further extended the

concepts of SNSs. Tian et al. [25] proposed simplified

neutrosophic linguistic normalized weighted Bonferroni

mean operator for multicriteria decision-making problems.

Ye [26] put forward a multiple attribute group decision-

making method based on interval neutrosophic uncertain

linguistic variables. Peng et al. [27] presented multi-valued

neutrosophic sets and power aggregation operators for

multicriteria group decision-making problems.

However, the cosine similarity measure of SNSs intro-

duced in vector space also shows some unreasonable result

in some case (see Example 1 in ‘‘Preliminaries’’ section)

and is a basic mathematical tool for projection methods.

Since the projection measure is a useful method in decision

making, in the aforementioned decision making methods,

there is no research on a projection-based decision-making

method under neutrosophic environments. Motivated by

the existing projection methods, this paper shall extend the

existing projection methods to SNSs and propose a new

harmonic averaging projection method of SNSs for deci-

sion-making problems with simplified neutrosophic infor-

mation. To do so, the rest of the paper is organized as

follows. ‘‘Preliminaries’’ section briefly describes projec-

tion measures of real vectors and interval numbers, some

concepts and operations of SNSs, and a cosine similarity

measure of simplified neutrosophic values in vector space.

‘‘Simplified neutrosophic harmonic averaging projection

measure’’ section proposes a simplified neutrosophic

harmonic averaging projection measure. In ‘‘Simplified

neutrosophic harmonic averaging projection-based deci-

sion-making method’’ section, we introduce a multiple

attribute decision-making method based on the proposed

projection measure. In ‘‘Illustrative example’’ section, an

illustrative example is presented to demonstrate the

application and effectiveness of the proposed method.

Finally, ‘‘Conclusion’’ section contains conclusions and

future work.

2 Preliminaries

2.1 Projection measures of real vectors and interval

numbers

This subsection briefly reviews the basic concepts of the

projection measures of real vectors and interval numbers.

Definition 1 (Xu and Da [1], Xu [2]). Let A = (a1, a2,

…, an) and B = (b1, b2, …, bn) be two real vectors, then

the cosine of the included angle between A and B is

defined as

cosðA;BÞ ¼ A � B
Ak k Bk k ; ð1Þ

where the modules of the real vectors A and B are Ak k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
j¼1 a

2
j

q

and Bk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
j¼1 b

2
j

q

and the inner product

between A and B is A � B ¼
Pn

j¼1 ajbj.

Definition 2 (Xu and Da [1], Xu [2]). Let A = (a1, a2,…,

an) and B = (b1, b2, …, bn) be two real vectors, then the

projection of the vector A on the vector B is defined as:

Pr ojBðAÞ ¼ Ak k cosðA;BÞ ¼ A � B
Bk k : ð2Þ

The projection ProjB(A) is a measure, which can con-

sider not only the distance but also the included angle

between A and B.

In general, the larger the value of ProjB(A) is, the closer

A is to B (Xu and Da [1], Xu [2]).

Kaufmann and Gupta [28] introduced an interval num-

ber and defined as follows.

Definition 3 (Kaufmann and Gupta [28]). If a ¼
½al; au� ¼ fxjal � x� au; al; au 2 Rg, then a is called an

interval number. If a ¼ ½al; au� ¼ fxj0\al � x� aug, then
a is called a positive interval number. If al = au, then a is

reduced to a real number.

As a generalization of Definition 2, when an interval

number is considered as a two-dimensional vector, the
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projection measure between positive interval numbers is

given as follows [1, 2].

Definition 4 Let a ¼ ½al; au� and b ¼ ½bl; bu� be two

positive interval numbers, then the projection of interval

number a on b is defined as [1, 2]:

PbðaÞ ¼
albl þ aubu
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðblÞ2 þ ðbuÞ2
q : ð3Þ

Similarly, the larger the value of Pb(a) is, the closer the

interval number a is to b.

2.2 Basic concepts of SNSs and their cosine

similarity measure

To apply a neutrosophic set to science and engineering

areas, Ye [11] introduced a SNS, which is a subclass of the

neutrosophic set, and gave the following definition of SNS.

Definition 5 (Ye [11]): Let X be a space of points (ob-

jects), with a generic element in X denoted by x. A neu-

trosophic set N in X is characterized by a truth-membership

function TN(x), an indeterminacy-membership function

IN(x), and a falsity-membership function FN(x). If the

functions TN(x), IN(x) and FN(x) are singleton subinter-

vals/subsets in the real standard interval [0, 1], such that

TN(x): X ? [0, 1], IN(x): X ? [0, 1], and FN(x): X ? [0,

1]. Then, a simplification of the neutrosophic set N is

denoted by

N ¼ x; TNðxÞ; INðxÞ;FNðxÞh ijx 2 Xf g;

which is called a SNS. It is a subclass of the neutrosophic

set and includes the concepts of a SVNS and an INS.

Obviously, the sum of TN(x) = [inf TN(x), sup TN(x)],

IN(x) = [inf IN(x), sup IN(x)], FN(x) = [inf FN(x), sup

FN(x)] ( [0, 1] satisfies the condition 0 B sup TN(-

x) ? sup IN(x) ? sup FN(x) B 3 for any x [ X.

Then, there are the following relations for SNSs M and

N [11, 14]:

1) Complement of N: Nc = {h[inf FN(x), sup FN(x)],

[1 - sup IN(x), 1 - inf IN(x)], [inf TN(x), sup TN(-

x)]i|x [ X};

2) Containment: M ( N if and only if inf TM(x) B inf

TN(x), sup TM(x) B sup TN(x), inf IM(x) C inf IN(x),

sup IM(x) C sup IN(x), inf FM(x) C inf FN(x), and sup

FM(x) C sup FN(x) for any x in X;

3) Equality: M = N if and only if M ( N and N ( M;

4) Intersection: M \ N = {h[min(inf TM(x), inf TN(x)),

min(sup TM(x), sup TN(x))], [max(inf IM(x), inf IN(x)),

max(sup IM(x), sup IN(x))], [max(inf FM(x), inf

FN(x)), max(sup FM(x), sup FN(x))]i|x e X};

5) Union: M [ N = {h[max(inf TM(x), inf TN(x)),

max(sup TM(x), sup TN(x))], [min(inf IM(x), inf

IN(x)), min(sup IM(x), sup IN(x))], [min(inf FM(x),

inf FN(x)), min(sup FM(x), sup FN(x))]i|x e X}.

For convenience, the three interval pairs TN(x) = [inf

TN(x), sup TN(x)], IN(x) = [inf IN(x), sup IN(x)], FN(-

x) = [inf FN(x), sup FN(x)] ( [0, 1] in the SNS N are

denoted by a simplified neutrosophic value (SNV)

a ¼ ½Tl; Tu�; ½Il; Iu�; ½Fl;Fu�
� �

, which is a basic component

in the SNS N.

Definition 6 Let a1 ¼ ½Tl
1; T

u
1 �; ½Il1; Iu1 �; ½Fl

1;F
u
1 �

� �

and

a2 ¼ ½Tl
2; T

u
2 �; ½Il2; Iu2 �; ½Fl

2;F
u
2 �

� �

be two SNVs. Then, the

cosine similarity measure between SNVs (also called the

cosine of the included angle between SNVs a1 and a2) is
defined in the 6-dimentional vector space as follows [14]:

It satisfies the following properties [14]:

(P1) 0 B Sc(a1, a2) B 1;

(P2) Sc(a1, a2) = Sc(a2, a1);
(P3) Sc(a1, a2) = 1 if a1 = a2, i.e. Tl

1 ¼ Tl
2, T

u
1 ¼ Tu

2 ,

Il1 ¼ Il2, I
u
1 ¼ Iu2 , F

l
1 ¼ Fl

2, and Fu
1 ¼ Fu

2 .

However, the cosine similarity measure is always not

reasonable. To show the flaw, we give the following

example.

Example 1 Let a1 = h[1, 1], [0, 0], [0, 0]i, a2 = h[0.8,
0.8], [0, 0], [0, 0]i be two SNVs. Then, the cosine measure

between a1 and a2 is considered.

Scða1; a2Þ ¼
a1 � a2
a1k k a2k k

¼ Tl
1T

l
2 þ Tu

1T
u
2 þ Il1I

l
2 þ Iu1I

u
2 þ Fl

1F
l
2 þ Fu

1F
u
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tl
1

� �2þ Tu
1

� �2þ Il1
� �2þ Iu1

� �2þ Fl
1

� �2þ Fu
1

� �2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tl
2

� �2þ Tu
2

� �2þ Il2
� �2þ Iu2

� �2þ Fl
2

� �2þ Fu
2

� �2
q

: ð4Þ
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According to Eq. (4), we can obtain Sc(a1, a2) = 1.

Obviously, a1 is really different from a2. Hence, the cosine
measure implies some unreasonable phenomenon. In this

case, it is difficult to apply it to pattern recognition.

The cosine measure is a basic mathematical tool in the

projection method, and then the projection method also

implies some flaw in some case, which was indicated in

[5]. To overcome the flaw and to extend the projection

method, we shall propose a simplified neutrosophic har-

monic averaging projection measure in the following

section.

3 Simplified neutrosophic harmonic averaging
projection measure

In this section, we propose a harmonic averaging projection

measure between SNVs to extend and improve the pro-

jection measure between two positive interval numbers in

Definition 4.

Based on Definition 4, we give the following definition

of projection measures between SNVs:

Definition 7 Let a1 ¼ ½Tl
1; T

u
1 �; ½Il1; Iu1 �; ½Fl

1;F
u
1 �

� �

and

a2 ¼ ½Tl
2; T

u
2 �; ½Il2; Iu2 �; ½Fl

2;F
u
2 �

� �

be two SNVs. Then,

a1 � a2 ¼ Tl
1T

l
2 þ Tu

1T
u
2 þ Il1I

l
2 þ Iu1I

u
2 þ Fl

1F
l
2 þ Fu

1F
u
2 ð5Þ

is called the inner product between SNVs a1 and a2,

a1k k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðTl
1Þ

2 þ ðTu
1 Þ

2 þ ðIl1Þ
2 þ ðIu1Þ

2 þ ðFl
1Þ

2 þ ðFu
1Þ

2
q

;

ð6Þ

a2k k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðTl
2Þ

2 þ ðTu
2 Þ

2 þ ðIl2Þ
2 þ ðIu2Þ

2 þ ðFl
2Þ

2 þ ðFu
2Þ

2
q

ð7Þ

are called the modules of a1 and a2, respectively, and then

Pa2ða1Þ ¼ a1 cosða1; a2Þ ¼
a1 � a2
a2k k ; ð8Þ

Pa1ða2Þ ¼ a2 cosða1; a2Þ ¼
a1 � a2
a1k k ð9Þ

are called the projections of a SNV a1 on a SNV a2 and a

SNV a2 on a SNV a1 respectively.

Then, based on the two projection measures (bidirec-

tional projection measures), we can introduce the following

harmonic averaging measure of the two projection mea-

sures:

which is called the harmonic averaging projection measure.

Clearly, it shows the following properties:

(P1) P(a1, a2) = P(a2, a1);
(P2) 0 B P(a1, a2).

In general, the larger the value of P(a1, a2) is, the closer
the two SNVs a1 and a2 are.

To show the effectiveness of the harmonic averaging

projection measure, we give the following two examples.

Example 2 It is known that a* = h[1, 1], [0,0], [0,0]i is

the maximum of SNVs. Let a1 = h[0.8,0.8], [0.4, 0.4], [0.3,
0.3]i and a2 = h[0.8,0.8], [0,0], [0,0]i be two SNVs. Then,

we consider the ranking order between a1 and a2.

First, we can obtain P(a1, a*) = 1.1643 and P(a2,
a*) = 1.2571 according to Eq. (10). Thus, a2 is closer to a*

than a1, i.e., a2 is superior to a1.
Then, we can obtain Sc(a1, a*) = 0.848 and Sc(a2,

a*) = 1 according to Eq. (4). Therefore, a2 is closer to a*

than a1, i.e., a2 is superior to a1. However, the result of

Sc(a2, a
*) = 1 is unreasonable since a2 is different from a*.

Example 3 Since a* = h[1, 1], [0,0], [0,0]i is the maxi-

mum of SNVs, let a1 = h[0.6,0.8], [0.1,0.2], [0.2, 0.3]i and
a2 = h[0,0], [0,0], [0,0]i be two SNVs. Then, we consider

the ranking order between a1 and a2.

First, we can obtain P(a1, a*) = 1.1198 and P(a2,
a*) = 0 according to Eq. (10). Thus, a1 is closer to a* than
a2, i.e., a1 is superior to a2.

Then according to Eq. (4), we can obtain Sc(a1,
a*) = 0.9113, and then Sc(a2, a

*) is undefined (unmean-

ingful). Therefore, a1 and a2 cannot be ranked in this case.

Obviously, the ranking results in the above two exam-

ples show that the harmonic averaging projection measure

is superior to the cosine measure.

Pða1; a2Þ ¼
1

1
2

1
Pa2 ða1Þ

þ 1
Pa1 ða2Þ

� � ¼ 2a1 � a2
a2k k þ a1k k

¼
2 Tl

1T
l
2 þ Tu

1T
u
2 þ Il1I

l
2 þ Iu1I

u
2 þ Fl

1F
l
2 þ Fu

1F
u
2

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tl
2

� �2þ Tu
2

� �2þ Il2
� �2þ Iu2

� �2þ Fl
2

� �2þ Fu
2

� �2
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tl
1

� �2þ Tu
1

� �2þ Il1
� �2þ Iu1

� �2þ Fl
1

� �2þ Fu
1

� �2
q

; ð10Þ
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4 Simplified neutrosophic harmonic averaging
projection-based decision-making method

In this section, we propose a simplified neutrosophic har-

monic averaging projection-based method for multiple

attribute decision-making problems with simplified neu-

trosophic information.

Let Y = {y1, y2,…, ym} be a set of alternatives and

X = {x1, x2,…, xn} be a set of attributes. Then, the charac-

teristic of an alternative yi (i = 1, 2,…,m) with respect to an

attribute xj (j = 1, 2,…, n) is expressed as the form of a SNS:

yi ¼ fhxj; TyiðxjÞ; IyiðxjÞ;FyiðxjÞijxj 2 Xg;

where TyiðxjÞ = [inf TyiðxjÞ, sup TyiðxjÞ], IyiðxjÞ = [inf

IyiðxjÞ, sup IyiðxjÞ], and FyiðxjÞ = [inf FyiðxjÞ, sup FyiðxjÞ]
( [0, 1] are the three interval pairs in a SNS yi, with 0 B

sup TyiðxjÞ ? sup IyiðxjÞ ? sup FyiðxjÞ B 3 for xj [ X, j = 1,

2, …, n, and i = 1, 2, …, m. Especially, when there are

FyiðxjÞ = inf FyiðxjÞ = sup FyiðxjÞ, IAi
ðCjÞ = inf

IAi
ðCjÞ = sup IAi

ðCjÞ, and FAi
ðCjÞ = inf FAi

ðCjÞ = sup

FAi
ðCjÞ in a SNS yi, we can still express the three interval

pairs with the equality of upper ends and lower ends, i.e.

TyiðxjÞ = [TyiðxjÞ,TyiðxjÞ], IyiðxjÞ = [IyiðxjÞ,IyiðxjÞ], and

FyiðxjÞ = [FyiðxjÞ,FyiðxjÞ] for xj [ X.

For convenience, the three interval pairs TyiðxjÞ = [inf

TyiðxjÞ, sup TyiðxjÞ], IyiðxjÞ = [inf IyiðxjÞ, sup IyiðxjÞ], and
FyiðxjÞ = [inf FyiðxjÞ, sup FyiðxjÞ] ( [0, 1] are denoted by

a SNV aij = h½Tl
ij; T

u
ij �, ½Ilij; Iuij�, ½Fl

ij;F
u
ij�i (i = 1, 2, …, m;

j = 1, 2,…, n), which is a basic component in a SNS yi,

derived usually from the evaluation of an alternative yi with

respect to an attribute xj by the expert or decision maker.

Thus, we can establish a simplified neutrosophic decision

matrix D = (aij)m9n.

In a multiple attribute decision-making environment, the

concept of ideal point has been used to help identify the

best alternative in the decision set. Although the ideal

alternative does not exist in real world, it does provide a

useful theoretical construct against which to evaluate

alternatives [14].

Generally speaking, there are benefit attributes and cost

attributes in evaluation attributes. Let B be a collection of

benefit attributes and C be a collection of cost attributes. In

the multiple attribute decision-making method, an ideal

alternative can be determined by using the maximum

operator for the benefit attributes and the minimum oper-

ator for the cost attributes to obtain the best SNV (ideal

solution) of each attribute among all alternatives. There-

fore, we can give an ideal SNV for a benefit attribute in the

ideal alternative y* by

a�j ¼ Tl�
j ;T

u�
j

h i

; Il�j ; I
u�
j

h i

; Fl�
j ;F

u�
j

h iD E

¼ max
i
ðTl

ijÞ;max
i
ðTu

ijÞ
	 


; min
i
ðIlijÞ;min

i
ðIuijÞ

	 


;

�

min
i
ðFl

ijÞ;min
i
ðFu

ijÞ
	 
�for j 2 B;

ð11Þ

while for a cost attribute, we can give an ideal SNV in the

ideal alternative y* by

a�j ¼ Tl�
j ;T

u�
j

h i

; Il�j ; I
u�
j

h i

; Fl�
j ;F

u�
j

h iD E

¼ min
i
ðTl

ijÞ;min
i
ðTu

ijÞ
	 


; max
i
ðIlijÞ;max

i
ðIuijÞ

	 


;

�

max
i
ðFl

ijÞ;max
i
ðFu

ijÞ
	 
�for j

2C:

ð12Þ

If the weight of the attribute xj (j = 1, 2,…, n), entered

by the decision-maker, is wj, with wj [ [0, 1] and
Pn

j¼1 wj ¼ 1, based on Eq. (10), the weighted harmonic

averaging projection measure between an alternative yi and

the ideal alternative y* is introduced by

Clearly, the larger the value of WP(yi, y
*) is, the closer

the alternative yj and the ideal alternative y* are. Therefore,

the alternative yj is the best one. According to the values of

WP(yi, y*) (i = 1, 2, …, m), the ranking order of all

alternatives can be determined and the best one can be

easily selected as well.

WPðyi; y�Þ ¼
X

n

j¼1

wj

2 Tl
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5 Illustrative example

In this section, an example on investment alternatives is

provided as the multiple attribute decision-making problem

to demonstrate the application and effectiveness of the

simplified neutrosophic harmonic averaging projection-

based decision-making method.

Let us consider the decision-making problem adopted

from [14] for convenient comparison. An investment

company wants to invest a sum of money in the best

option. To invest the money, there is a panel with four

possible alternatives: (1) y1 is a car company; (2) y2 is a

food company; (3) y3 is a computer company; (4) y4 is an

arms company. The investment company must take a

decision according to the three attributes: (1) x1 is the risk;

(2) x2 is the growth; (3) x3 is the environmental impact,

where x1 and x2 are benefit attributes, and x3 is a cost

attribute. The weight vector of the attributes is given by

W = (0.35, 0.25, 0.40)T. The four possible alternatives are

to be evaluated under the above three attributes by the form

of SNVs, which are structured as the following simplified

neutrosophic decision matrix D:

D ¼ aij
� �

4�3

¼

½0:4; 0:5�; ½0:2; 0:3�; ½0:3; 0:4�h i
½0:6; 0:7�; ½0:1; 0:2�; ½0:2; 0:3�h i
½0:3; 0:6�; ½0:2; 0:3�; ½0:3; 0:4�h i
½0:7; 0:8�; ½0:0; 0:1�; ½0:1; 0:2�h i

2

6

6

6

4

½0:4; 0:6�; ½0:1; 0:3�; ½0:2; 0:4�h i
½0:6; 0:7�; ½0:1; 0:2�; ½0:2; 0:3�h i
½0:5; 0:6�; ½0:2; 0:3�; ½0:3; 0:4�h i
½0:6; 0:7�; ½0:1; 0:2�; ½0:1; 0:3�h i
½0:7; 0:9�; ½0:2; 0:3�; ½0:4; 0:5�h i
½0:3; 0:6�; ½0:3; 0:5�; ½0:8; 0:9�h i
½0:4; 0:5�; ½0:2; 0:4�; ½0:7; 0:9�h i
½0:6; 0:7�; ½0:3; 0:4�; ½0:8; 0:9�h i

3

7

7

7

5

:

Then, the developed approach is applied to the deci-

sion-making problem to obtain the most desirable

alternative(s).

By using Eqs. (11) and (12) for the simplified neutro-

sophic decision matrix D, we can obtain the following ideal

alternative:

y� ¼ ½0:7; 0:8�; ½0:0; 0:1�; ½0:1; 0:2�h i;f
½0:6; 0:7�; ½0:1; 0:2�; ½0:1; 0:3�h i;

½0:3; 0:5�; ½0:3; 0:5�; ½0:8; 0:9�h ig:

By using Eq. (13), we can obtain the values of the

projection measure WP(yi, y
*) (i = 1, 2, 3, 4) as follows:

WP y1; y
�ð Þ ¼ 0:9699; WP y2; y

�ð Þ ¼ 1:1996; WP y3; y
�ð Þ

¼ 1:0914; and WP y4; y
�ð Þ ¼ 1:2260:

From the above results, the ranking order of the four

alternatives is y4[ y2[ y3[ y1. Clearly, amongst them y4
is the best alternative.

For comparative convenience, we introduce the decision

results based on the Jaccard measure WSJ(yi, y
*), the Dice

measure WSD(yi, y
*), and the cosine measure WSC(yi, y

*)

from [14]. Then, all the obtained results are shown in

Table 1.

The results of Table 1 show that the harmonic averaging

projection measure-based ranking order is in accordance

with the cosine measure-based ranking order and different

from the ranking orders based on the Jaccard and Dice

measures in [14], which only indicate the difference

between y2 and y4. As we can see, depending on different

measure methods used, the results may be different [6, 14].

Compared with the simplified neutrosophic decision-mak-

ing method in [14], the simplified neutrosophic decision-

making method proposed in this paper uses the harmonic

averaging projection measure, which considers not only

both the distance and the included angle between objects

evaluated but also bidirectional projection magnitudes

between objects evaluated; while the decision-making

method presented in [14] uses the cosine measure, which

only considers the included angle between objects evalu-

ated and implies some flaw in some case. As mentioned

before, the harmonic averaging projection measure is

superior to the cosine measure. Therefore, the proposed

decision-making method is superior to that in [14].

Table 1 Results of various measure methods

Measure method Measure value Ranking order

WSJ(yi, y
*)

Ye [14]

WSJ(y1, y
*) = 0.7579 y2[ y4[ y3[ y1

WSJ(y2, y
*) = 0.9773

WSJ(y3, y
*) = 0.8646

WSJ(y4, y
*) = 0.9768

WSD(yi, y
*)

Ye [14]

WSD(y1, y
*) = 0.8594 y2[ y4[ y3[ y1

WSD(y2, y
*) = 0.9884

WSD(y3, y
*) = 0.9224

WSD(y4, y
*) = 0.9880

WSC(yi, y
*)

Ye [14]

WSC(y1, y
*) = 0.8575 y4[ y2[ y3[ y1

WSC(y2, y
*) = 0.9894

WSC(y3, y
*) = 0.9276

WSC(y4, y
*) = 0.9896

WP(yi, y
*) WP(y1, y

*) = 0.9699 y4[ y2[ y3[ y1

WP(y2, y
*) = 1.1996

WP(y3, y
*) = 1.0914

WP(y4, y
*) = 1.2260
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6 Conclusion

This paper has developed a simplified neutrosophic har-

monic averaging projection measure and its multiple

attribute decision-making method in simplified neutro-

sophic setting. Through the harmonic averaging projection

measure values between each alternative and the ideal

alternative, the ranking order of all alternatives can be

determined and the best alternative can be easily identified

as well. Finally, an illustrative example demonstrated the

application and effectiveness of the developed method.

The technique proposed in this paper can extend existing

simplified neutrosophic decision-making methods and

provide a new way for multiple attribute decision-making

problems with simplified neutrosophic information. In the

future work, we shall extend the proposed projection

measure to other areas, such as pattern recognition and

medical diagnosis.
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