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Abstract The concept of dual hesitant fuzzy set arising

from hesitant fuzzy set is generalized by including a

function reflecting the decision maker’s fuzziness about the

non-membership degree of the information provided. This

paper studies some dual hesitant fuzzy information aggre-

gation operators for aggregating dual hesitant fuzzy ele-

ments, such as dual hesitant fuzzy Heronian mean operator

and dual hesitant fuzzy geometric Heronian mean operator.

The research resulting dual hesitant fuzzy information

aggregation operators finds an important role in group

decision making (GDM) applications. It can fusion the

experts’ opinion to the comprehensive ones and based on

which an optimal decision making scheme can be deter-

mined. The properties of the proposed operators are studied

and the application on GDM are investigated. The effec-

tiveness of the GDM method is demonstrated on the case

study about supplier selection.

Keywords DHFS � Hesitant fuzzy set � GDM �
Heronian mean � Supplier selection

1 Introduction

Intuitionistic fuzzy set (IFS) theory was first proposed by

Atanassov [1] and it is a generalization of Fuzzy set (FS)

[2]. Compared with the FS, the IFS have the additional

parameters to control the non-membership degree and

hesitant degree besides the membership degree function.

The non-membership and hesitant parameters make IFS

very useful in depicting the fuzziness in the real world and

have successfully applied to pattern recognition [3–5],

decision making [6–10] and so on.

Torra and Narukawa [11] has pointed out that both FS

theory and IFS theory undergo the inherent disadvantages

when define the membership degree of a given element to a

predefined set. Besides, some other extended FS theory,

such as type-2 FS [12, 13] and fuzzy multiset [14, 15]

cannot handle this problem [11, 16]. The theory of hesitant

fuzzy set (HFS) addresses these limitations [11, 16].

The HFS is based on strong ability on the description of

the membership degree. For the membership functions, the

HFS is more powerful in descripting the object than the IFS

and some other extended FS. One can have some deter-

mined number in the description of non-membership

degree in the HFS theory. This makes it convenient to

describe a group of experts’ opinion, especially when the

experts are relatively independent. In this regard, the HFS

theory has found many applications such as group decision

making (GDM) [17–22].

Based on the extensive research of IFS and HFS, Zhu

et al. [23] have combined the idea of IFS theory with HFS

theory and introduced the concept of dual hesitant fuzzy set

(DHFS). Similar to the IFS theory, DHFS also have

membership degree function and non-membership degree

function. However, these two functions are expressed by

several determined numbers rather a single number and
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make the descriptions of the fuzziness of the real world

more accurately than the other extended FS theory.

Specifically, the DHFS is very helpful in GDM problem

when the membership degree and non-membership

degree functions are hard to be determined. Chen et al.

[24] investigated the GDM method under the dual hesi-

tant fuzzy environment. In their contribution, optimiza-

tion models are adopted to determine the weight vector.

Zhu and Xu [25] further extended the DHFS and devel-

oped the typical DHFS, some new operations and prop-

erties are also investigated. Farhadinia [26] studied the

correlation coefficient for DHFS and applied it to medical

diagnosis. Wang et al. [27] defined the correlation mea-

sures for DHFS and studied the clustering algorithm for

DHFS. Ye [28] proposed the concept of weighted corre-

lation coefficient and the predefined idea alternative and

applied it investment management. Wang et al. [29]

focused on the dual hesitant fuzzy information aggrega-

tion methods and proposed a series of aggregation oper-

ators, such as dual hesitant fuzzy weighted average

(DHFWA) DHFWG, DHFOWA, DHFOWG, DHFHA

and DHFHG operators.

It should be noted that the above aggregation operators

are based on the assumption that the variables are indepen-

dent of each other. In this paper, we further research the

information fusion methods for dual hesitant fuzzy infor-

mation which can descript the interrelations between the

aggregated arguments quantitatively. To do this, the tradi-

tional Heronian mean (HM) [30] is applied to assist in this

study. HM is a kind of average mean which can be used to

describe the correlations of the aggregated arguments and it

have been further researched in our previous works [31, 32].

The structure of HM is very similar to BM [33–37], how-

ever, the main difference and the advantage are studied in

detail in our previous research results [32]. In this study, we

first extended the HM to dual hesitant fuzzy environment

and proposed some operators for aggregating dual hesitant

fuzzy information, such as dual hesitant fuzzy HM

(DHFHM) operator, dual hesitant fuzzy geometric HM

(DHFGHM) operator and their weighted forms. Then, we

investigate the GDM method based on the above operators.

Finally, a real example about supplier selection is shown to

illustrate the GDM method.

This paper will be organized as follows: In Sect. 2, we

give an overview of the DHFS. We make effort on the

extension of HM to DHFS in Sect. 3. In particular, we

provide the definition of the DHFHM and DHFGHM

aggregation operators and study their desirable properties,

a GDM method and its application are presented in Sect. 4.

Section 5 concludes this paper.

2 Some basic concepts

FS theory has become an indispensable part in decision

making and some other human activities because of the

need to express the associated ambiguity. A lot of extended

FS theories have been forwarded to meet the growing

demand for reality, such as multi-sets [15], vague sets [38],

type-2 FSs [39], IFS [1], interval-valued IFS [40], HFS [11,

19] and DHFS [23]. In the past two years, DHFS has

attracted the attention of many scholars. In this section, we

will introduce the basic concept of DHFS to facilitate the

follow-up in following sections.

Definition 1 [23] Let X be a given set. A DHFS D on the

set X is expressed by the following equation.

D ¼ x; hðxÞ; gðxÞh ix 2 Xf g ð1Þ

In Eq. (1), hðxÞ and gðxÞ are two HFS, therefore, DHFS

is the combination of two HFS. In the research contri-

bution of Zhu et al. [23], the comparison laws of any

two dual hesitant fuzzy elements (DHFEs) are also

provided.

Definition 2 [23] Suppose d ¼ h; gð Þ be any two DHFEs.

The scores function and accuracy function of d is defined

as follows:

SðdÞ ¼ 1

#h

X
c2h c�

1

#g

X
g2g g ð2Þ

pðdÞ ¼ 1

#h

X
c2h cþ

1

#g

X
g2g g ð3Þ

In many cases, the comparison can be processed based on

Eq. (2). In other words, the larger the score of the DHFE,

the larger DHFE.

Example 1 Let d1 ¼ 0:6; 0:7f g; 0:1; 0:3f gf g; d2 ¼ 0:2;ff
0:3; 0:4g; 0:6f gg; d3 ¼ 0:6; 0:7; 0:8f g; 0:1f gf g; be three

DHFEs. According to the Definition 2, the following score

functions can be obtained.

Sðd1Þ ¼
1

2
0:6þ 0:7ð Þ � 1

2
0:1þ 0:3ð Þ ¼ 0:45

Sðd2Þ ¼
1

3
0:2þ 0:3þ 0:4ð Þ � 1

1
0:6ð Þ ¼ �0:3

Sðd3Þ ¼
1

3
0:6þ 0:7þ 0:8ð Þ � 1

1
0:1ð Þ ¼ 0:6

Since

Sðd3Þ[ Sðd1Þ[ Sðd2Þ

We have

d3 � d1 � d2
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Definition 3 Let d; d1 and d2 be three DHFEs, Then

(1) d1 � d2 ¼ [c12h1;c22h2;g12g1;g22g2
c1 þ c2 � c1c2f g; g1g2f gf g

(2) d1 � d2 ¼ [c12h1;c22h2;g12g1;g22g2
c1c2f g; g1 þ g2 � g1g2f gf g

(3) nd = [c2h;g2g 1� ð1� cÞnf g; gnf gf g
(4) dn = [c2h;g2g cnf g; 1� ð1� gÞnf gf g

3 Dual hesitant fuzzy information aggregation
with HM techniques

Based on the above operations given in Definition 3 [23],

some aggregation operators for DHFE have been proposed,

such as DHFWA operator, DHFWG operator, DHFOWA

operator, DHFOWG operator, DHFHA operator and

DHFHG operator [29]. However, the above aggregation

operators can only deal with the situation that the aggre-

gated arguments are independent. As everything in the real

world is related to and interacted with each other. Inves-

tigate the correlated dual hesitant fuzzy information fusion

method has important meaning to the development of

DHFS theory and information fusion theory. HM is an

important technique to deal with this situation and the

definition is given as follows [30–32].

Definition 4 Suppose there are two parameters p; q[ 0;

and aiði ¼ 1; 2; . . .; nÞ be a group of non-negative real

number. If

HMp;qða1; a2; . . .; anÞ ¼
2

nðnþ 1Þ
Xn

i¼1

Xn

j¼i

a
p
i a

q
j

 !1=pþq

ð4Þ

then HM is called the Heronian mean.

Example 2 Let a1 ¼ 2; a2 ¼ 3; a3 ¼ 4 be three non-neg-

ative real number, based on the HM operator given above,

we can have the following aggregated result (take p ¼
3; q ¼ 5 for example).

HMð2; 3; 4Þ

¼ 2

3ð3þ 1Þ ð2
3 � 25 þ 23 � 35 þ 23 � 45 þ 33 � 35

�

þ33 � 45 þ 43 � 45Þ
�1
8¼ 3:41

ExistingHM operator can be used to aggregate the real number

[30], IFS [31] and Interval-valued IFS [32]. In this paper, we

mainly focus on the HM operator under DHFS environment.

Definition 5 Let dj ¼ hj; gj
� �

ðj ¼ 1; 2; . . .; nÞ be a group

of DHFEs. If

DHFHM d1; d2; . . .; dnð Þ ¼ 2

nðnþ 1Þ
Xn

i¼1

Xn

j¼i

d
p
i � d

q
j

 !1=pþ q

ð5Þ

then DHFHM is called the dual hesitant fuzzy Heronian

mean operator (DHFHM).

Theorem 1 Let p; q[ 0; and dj ¼ hj; gj
� �

ðj ¼
1; 2; . . .; nÞ be a group of DHFEs, based on the

DHFHM operator, the aggregated DHFE was given as

follows.

DHFHM d1; d2; . . .; dnð Þ

¼[ni2hi;nj2hj;gi2gi;gj2gj 1�
Yn

i¼1;j¼i

1�npi n
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;;

8
<

:

1� 1�
Yn

i¼1;j¼i

1�ð1�giÞpð1�gjÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

9
=

;

ð6Þ

Proof According to the operations defined in Definition

2, we know,

d
p
i ¼ [ni2hi;gi2gi npif g; 1� ð1� giÞ

pf gf g;

d
q
j ¼ [nj2hj;gj2gj nqj

n o
; 1� ð1� gjÞq
� �n o

;
ð7Þ

and

d
p
i � d

q
j ¼ [ni2hi;nj2hj;gi2gi;gj2gj

npi n
p
j

n o
; 1� ð1� giÞpð1� gjÞq
� �n o ð8Þ

Then

Xn

i¼1

Xn

j¼i

d
p
i � d

q
j

¼ [ni2hi;nj2hj;gi2gi;gj2gj 1�
Yn

i¼1;j¼i

1� npi n
q
j

� �( )
;

(

Yn

i¼1;j¼i

1� ð1� giÞpð1� gjÞq
� � 2

nðnþ1Þ

( )) ð9Þ

and

2

nðnþ 1Þ
Xn

i¼1

Xn

j¼i

h
p
i � h

q
j
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¼ [ni2hi;nj2hj;gi2gi;gj2gj 1�
Yn

i¼1;j¼i

1� npi n
q
j

� � 2
nðnþ1Þ

( )
;

(

Yn

i¼1;j¼i

1� ð1� giÞpð1� gjÞq
� � 2

nðnþ1Þ

( ))
ð10Þ

Therefore, we have

DHFHMðd1; d2; . . .; dnÞ

¼[ni2hi;nj2hj;gi2gi;gj2gj 1�
Yn

i¼1;j¼i

1�npi n
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;;

8
<

:

1� 1�
Yn

i¼1;j¼i

1�ð1�giÞpð1�gjÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

9
=

;

ð11Þ

which completes the proof of Theorem 1.The DHFHM

operator has excellent properties such as idempotency,

monotonicity, permutation and boundary. h

Property 1 (Idempotency) If all DHFEs diði ¼
1; 2; . . .; nÞ are equal, i.e., di ¼ d ¼[n2h;g2g nf g; gf gf g for

all i; p[ 0; q[ 0: Then

DHFHMðd1; d2; . . .; dnÞ ¼ DHFHMðd; d; . . .; dÞ ¼ d

ð12Þ

Proof Based on known information, we have

DHFHMðd1;d2;...;dnÞ

¼[ni2hi;nj2hj;gi2gi;gj2gj 1�
Yn

i¼1;j¼i

1�npi n
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;;

8
<

:

1� 1�
Yn

i¼1;j¼i

1�ð1�giÞpð1�gjÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

9
=

;

¼[n2h;g2g 1�
Yn

i¼1;j¼i

1�npnq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;;

8
<

:

1� 1�
Yn

i¼1;j¼i

1�ð1�gÞpð1�gÞqð Þ
2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

9
=

;

¼[n2h;g2g 1�
Yn

i¼1;j¼i

1�npþq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;;

8
<

:

1� ð1�gÞpþq
� � 1

pþq

n oo
¼[n2h;g2g nf g; gf gf g¼d

which completes the proof. h

Property 2 (Monotonicity) If di ¼ [ni2hi;gi2gi
nif g; gif gf gði ¼ 1; 2; . . .; nÞ and ki ¼ [ai2si;bi2ti aif g;f

bif ggði ¼ 1; 2; . . .; nÞ be two sets of DHFEs, if ni � ai and
gi 	 bi for all i; then

DHFHMðh1; h2; . . .; hnÞ�DHFHMðk1; k2; . . .; knÞ ð13Þ

Proof On the one hand, Since ni � ai for all i; then

npi n
q
j � api a

q
j

)
Yn

i¼1;j¼i

1� npi n
q
j

� � 2
nðnþ1Þ 	

Yn

i¼1;j¼i

1� api a
q
j

� � 2
nðnþ1Þ

) 1�
Yn

i¼1;j¼i

1� npi n
q
j

� � 2
nðnþ1Þ � 1�

Yn

i¼1;j¼i

1� api a
q
j

� � 2
nðnþ1Þ

) 1�
Yn

i¼1;j¼i

1� npi n
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

� 1�
Yn

i¼1;j¼i

1� api a
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

) [ni2di;nj2dj 1�
Yn

i¼1;j¼i

1� npi n
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

� [ai2ki;aj2kj 1�
Yn

i¼1;j¼i

1� api a
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

ð14Þ

On the other hand, put the same thought into the proof of

non-membership degree, we can easily get.

[gi2gi;gj2gj 1� 1�
Yn

i¼1;j¼i

1� ð1� giÞpð1� gjÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

	 [bi2ti;bj2tj 1� 1�
Yn

i¼1;j¼i

1� ð1� biÞpð1� bjÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

ð15Þ

United Eqs. (14) with (15), we have

DHFHMðd1; d2; . . .; dnÞ�DHFHMðk1; k2; . . .; knÞ ð16Þ

which completes the proof. h

Property 3 (Permutation) If di ¼
[ni2hi;gi2gi nif g; gif gf gði ¼ 1; 2; . . .; nÞ be a set of DHFEs.

Then

DHFHMðd1; d2; . . .; dnÞ ¼ DHFHMð _d1; _d2; . . .; _dnÞ ð17Þ

where ð _d1; _d2; . . .; _dnÞ is any permutation of ðd1; d2; . . .; dnÞ:

Proof According to the operations of DHFE, we can get

DHFHM
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d1; d2; . . .; dnð Þ ¼ 2

nðnþ 1Þ
Xn

i¼1

Xn

j¼i

d
p
i � d

q
j

 !1=pþq

¼ 2

nðnþ 1Þ
Xn

i¼1

Xn

j¼i

_dpi � _dqj

 !1=pþq

¼ DHFHMð _d1; _d2; . . .; _dnÞ

which completes the proof. h

Property 4 (Boundary) If di ¼ [ni2hi;gi2gi nif g;f
gif ggði ¼ 1; 2; . . .; nÞ be a set of DHFEs, and

d� ¼ [ni2hi;gi2gi min nið Þf g; max gið Þf gf g

dþ ¼ [ni2hi;gi2gi max nið Þf g; min gið Þf gf g ð18Þ

then

d� �DHFHMðh1; h2; . . .; hnÞ� dþ ð19Þ

Proof According to the proof of properties 1–3, the

property 4 can be proved easily. We do not repeat here.

Example 1 Let d1 ¼ 0:3; 0:4; 0:5f g; 0:2; 0:3f gf g; h2 ¼
0:7; 0:8f g; 0:2f gf g; h3 ¼ 0:6; 0:7f g;f 0:1; 0:2; 0:3f gg be

three DHFEs, then by Definitions of DHFHM operator and

Theorem 1 described above, when the values of the

parameters be set the determined numbers, the final

aggregated DHFEs can be obtained, for example,

When p ¼ 0:5; q ¼ 0:5

DHFHMðd1; d2; d3Þ ¼ 0:5421; 0:5793; 0:5858; 0:6219;ff
0:5727; 0:6087; 0:6148; 0:6495; 0:6033; 0:6380; 0:6438; 0:6771g;
0:1624; 0:2000; 0:2310; 0:1901; 0:2310; 0:2644f gg

the score of the aggregated DHFE is 0.3982.

When p ¼ 1; q ¼ 10;

DHFHMðd1; d2; d3Þ ¼ 0:6313; 0:6726; 0:7065; 0:7238;ff
0:6363; 0:6770; 0:7120; 0:7289; 0:6415; 0:6814; 0:7172; 0:7338g;
0:1382; 0:2000; 0:2326; 0:1455; 0:2131; 0:2521f gg

the score of the aggregated DHFE is 0.4916.

When p ¼ 10; q ¼ 10;

DHFHMðd1; d2; d3Þ ¼ 0:6475; 0:6762; 0:7337; 0:7421;ff
0:6476; 0:6762; 0:7338; 0:7422; 0:6486; 0:6769; 0:7341; 0:7425g;
0:1494; 0:2000; 0:2202; 0:1585; 0:2202; 0:2481f gg

the score of the aggregated DHFE is 0.5007. h

From the definition of the DHFHM operator, we can find

out that there are two parameters (p; q) to control the

aggregated DHFE simultaneously. When one of these two

parameters is set, the scores trends can be shown.

Case 1 Take p ¼ 1ðq 2 0; 10ð 
Þ or q ¼ 1ðp 2 0; 10ð 
Þ for
example, scores trends were shown in Fig. 1.

Case 2 Take p ¼ 0:1; 1; 5; 10ðq 2 0; 10ð 
Þ for example,

scores trends was shown in Fig. 2.

Case 3 Take q ¼ 0:1; 1; 5; 10ðp 2 0; 10ð 
Þ for example,

scores trends was shown in Fig. 3.

The effects of simultaneous varieties of p and q on score

functions were analyzed on Fig. 4.

The DHFHM operator is one kind of average mean

operator and it is the extension of some existing operators

such as HFWA operator, HFOWA operator [18], DHFWA

operator and DHFOWA operator [29]. Another kind of

mean operator is geometric mean and it has been extended

to fuzzy environment [41], IFS environment [42–45],

interval-valued IFS environment [46, 47]. In the following,

we study the geometric mean under dual hesitant fuzzy

environment and introduce the dual hesitant fuzzy geo-

metric Heronian mean (DHFGHM) operator.

Definition 6 Let dj ¼ hj; gj
� �

ðj ¼ 1; 2; . . .; nÞ be a col-

lection of DHFEs. If

Fig. 2 Scores trends p ¼ 0:01; 1; 5; 10

Fig. 1 Scores trends p ¼ 1 and q ¼ 1
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DHFGHM d1; d2; . . .; dnð Þ ¼ 1

pþ q
�
n

i¼1;j¼i
ðpdi � qdjÞ2=nðnþ 1Þ

� 	

ð20Þ

then DHFGHM is called the dual hesitant fuzzy geometric

HM operator (DHFGHM).

Theorem 2 Let p; q[ 0; and dj ¼ hj; gj
� �

ðj ¼
1; 2; . . .; nÞ be a group of DHFEs, based on the

DHFGHM operator, the aggregated DHFE was given as

follows.

DHFGHM d1; d2; . . .; dnð Þ

¼ [ni2hi;nj2hj;gi2gi;gj2gj

1� 1�
Yn

i¼1;j¼i

1� ð1� niÞpð1� njÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;;

8
<

:

1�
Yn

i¼1;j¼i

1� gpi g
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

9
=

; ð21Þ

Proof According to the operations defined in Definition

2, we know,

pdi ¼ [ni2hi;gi2gi 1� ð1� niÞpf g; gpif gf g ð22Þ

qdj ¼ [nj2hj;gj2gj 1� ð1� njÞq
� �

; gqj
n on o

ð23Þ

and

pdi � qdj ¼ [ni2hi;nj2hj;gi2gi;gj2gj 1� ð1� niÞpð1� njÞq
� �

;
�

gpi g
p
j

n oo
ð24Þ

Then

�
n

i¼1;j¼i
pdi � qdj
� �

¼ [ni2hi;nj2hj;gi2gi;gj2gj
Yn

i¼1;j¼i

1� ð1� niÞpð1� njÞq
� � 2

nðnþ1Þ

( )
;

(

1�
Yn

i¼1;j¼i

1� gpi g
q
j

� �( ))

ð25Þ

and

�
n

i¼1;j¼i
pdi � qdj
� �2=nðnþ 1Þ

¼ [ni2hi;nj2hj;gi2gi;gj2gj
Yn

i¼1;j¼i

1� ð1� niÞpð1� njÞq
� � 2

nðnþ1Þ

( )
;

(

1�
Yn

i¼1;j¼i

1� gpi g
q
j

� � 2
nðnþ1Þ

( ))

ð26Þ

Therefore, we have

DHFGHMðd1; d2; . . .; dnÞ
¼ [ni2hi;nj2hj;gi2gi;gj2gj

�

1� 1�
Yn

i¼1;j¼i

1� ð1� niÞpð1� njÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;;

1�
Yn

i¼1;j¼i

1� gpi g
q
j

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

8
>>>>>>><

>>>>>>>:

9
>>>>>>>=

>>>>>>>;

ð27Þ

which completes the proof of Theorem 2.

Similar to the DHFHM operator, the DHFGHM operator

also has some excellent properties such as idempotency,

monotonicity, permutation and boundary. h

Property 5 (Idempotency) If all DHFEs diði ¼
1; 2; . . .; nÞ are equal, i.e., di ¼ d ¼ [n2h;g2g nf g; gf gf g; for
all i; p[ 0; q[ 0: Then

Fig. 3 Scores trends q ¼ 0:01; 1; 5; 10

Fig. 4 Scores for DHFEs obtained by the DHFHM operator

(p 2 0; 10ð 
; q 2 0; 10ð 
)
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DHFGHMðd1; d2; . . .; dnÞ ¼ DHFGHMðd; d; . . .; dÞ ¼ d

ð28Þ

Property 6 (Monotonicity) If di ¼ [ni2hi;gi2gi nif g;f
gif ggði ¼ 1; 2; . . .; nÞ and ki ¼ [ai2si;bi2ti aif g; bif gf gði ¼

1; 2; . . .; nÞ be two sets of DHFEs, if ni � ai and gi � bi for
all i; then

DHFGHMðh1; h2; . . .; hnÞ�DHFGHMðk1; k2; . . .; knÞ ð29Þ

Property 7 (Permutation) If di ¼ [ni2hi;gi2gi nif g;f
gif ggði ¼ 1; 2; . . .; nÞ be a set of DHFEs. Then

DHFGHMðd1; d2; . . .; dnÞ ¼ DHFGHMð _d1; _d2; . . .; _dnÞ ð30Þ

where ð _d1; _d2; . . .; _dnÞ is any permutation of ðd1; d2; . . .; dnÞ:

Property 8 (Boundary) If di ¼ [ni2hi;gi2gi nif g;f
gif ggði ¼ 1; 2; . . .; nÞ be a set of DHFEs, and

d� ¼ [ni2hi;gi2gi min nið Þf g; max gið Þf gf g; dþ
¼ [ni2hi;gi2gi max nið Þf g; min gið Þf gf g

then

d� �DHFGHMðh1; h2; . . .; hnÞ� dþ ð31Þ

Example 2 Let d1 ¼ 0:12; 0:34f g; 0:51; 0:65f gf g; h2 ¼
0:56; 0:61; 0:74f g; 0:21f gf g; h3 ¼ 0:37f g; 0:46;ff 0:57;

0:62gg be three DHFEs, then by Definitions of DHFGHM

operator and Theorem 2 described above, when the parame-

ters be set the determined numbers, the final aggregated

DHFEs can be obtained, for example,When p ¼ 0:5; q ¼
0:5DHFGHMðd1; d2; d3ÞDHFHMðd1; d2; d3Þ the score of the
aggregated DHFE is -0.0571.When p ¼ 1; q ¼ 10;

DHFHMðd1; d2; d3Þ ¼ 0:2400; 0:2401; 0:2404;ff 0:3867;

0:3881; 0:3910g; 0:4577;f 0:5275; 0:5678; 0:5556;

0:5762; 0:5986gg the score of the aggregated DHFE is

-0.2329.

When p ¼ 10; q ¼ 10;DHFHMðd1; d2; d3Þ ¼ 0:1926;ff
0:1927; 0:1927; 0:3745; 0:3748; 0:3749g; 0:4756; 0:5307;f
0:5711; 0:5953; 0:6031; 0:6154gg the score of the aggre-

gated DHFE is -0.2815.

The definition of DHFGHM operator shows that

there are two parameters (p; q) control the aggregated

DHFE simultaneously. When one of these two param-

eters is set, the scores trends can be described in

detail.

Case 1 Take p ¼ 1ðq 2 0; 10ð 
Þ or q ¼ 1ðp 2 0; 10ð 
Þ for
example, scores trends were shown in Fig. 5.

Case 2 Take p ¼ 0:01; 1; 5; 10ðq 2 0; 10ð 
Þ for example,

scores trends was shown in Fig. 6.

Case 3 Take q ¼ 0:01; 1; 5; 10ðp 2 0; 10ð 
Þ for example,

scores trends was shown in Fig. 7.

Fig. 5 Scores trends p ¼ 1 and q ¼ 1

Fig. 6 Scores trends p ¼ 0:01; 1; 5; 10

Fig. 7 Scores trends q ¼ 0:01; 1; 5; 10
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Influences of simultaneous varieties of p and q on score

functions were analyzed on Fig. 8.

4 GDM under dual hesitant fuzzy environment

Fuzziness, uncertainty and insufficient information are almost

inevitable in all GDM and classification problems [48–50].

The GDM problem under dual hesitant fuzzy environment is

chiefly researched in this section. In Sect. 4.1, we propose the

weighted DHFHM and weighted DHFGHM operators.

Algorithm for GDM using dual hesitant fuzzy information is

investigated in Sect. 4.2. In Sect. 4.3, a real example of sup-

plier selection presented to illustrate the proposed method.

4.1 Weighted DHFHM and weighted DHFGHM

operators

The effects of the importance of aggregated arguments are

not taken into account by DHFHM and DHFGHM opera-

tors. In the following, we introduced the weighted DHFHM

and weighted DHFGHM operators.

Definition 7 Let dj ¼ hj; gj
� �

ðj ¼ 1; 2; . . .; nÞ be a col-

lection of DHFEs whose weight vector is w ¼
ðw1;w2; . . .;wnÞT ; which satisfies wi [ 0; i ¼ 1; 2; . . .; n

and
Pn

i¼1

wi ¼ 1: If

DHFWHM h1; h2; . . .; hnð Þ ¼ 2

nðnþ 1Þ
Xn

i¼1

Xn

j¼i

widið Þp� wjdj
� �p

 !1=pþ q

ð32Þ

DHFWGHMðh1; h2; . . .; hnÞ

¼ 1

pþ q
�
n

i¼1;j¼i
pdið Þwi� qdj

� �wj
� �2=nðnþ 1Þ

� 	 ð33Þ

Then DHFWHM is called the dual hesitant fuzzy weighted

Heronian mean operator (DHFWHM) and DHFWGHM is

called the dual hesitant fuzzy weighted geometric Heronian

mean operator (DHFWGHM).

Theorem 3 Let p; q[ 0; and dj ¼ hj; gj
� �

ðj ¼
1; 2; . . .; nÞ be a collection of DHFEs whose weight vector

is w ¼ ðw1;w2; . . .;wnÞT ; which satisfies wi [ 0; i ¼

1; 2; . . .; n and
Pn

i¼1

wi ¼ 1: then the aggregated value based

on the DHFWHM or DHFWGHM is

DHFWHMðd1; d2; . . .; dnÞ
¼ [ni2hi;nj2hj;gi2gi;gj2gj

1�
Yn

i¼1;j¼i

1� ð1� ð1� niÞwiÞpð1� ð1� njÞwjÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;;

8
<

:

1� 1�
Yn

i¼1;j¼i

1� ð1� gwi

i Þ
pð1� gwj

j Þ
q

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

9
=

;

ð34Þ
DHFWHMðd1; d2; . . .; dnÞ

¼ [ni2hi;nj2hj;gi2gi;gj2gj

1� 1�
Yn

i¼1;j¼i

1� ð1� nwi

i Þ
pð1� nwj

j Þ
q

� � 2
nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

8
<

: ;

1�
Yn

i¼1;j¼i

1� ð1� ð1� giÞwiÞpð1� ð1� gjÞwjÞq
� � 2

nðnþ1Þ

 ! 1
pþq

8
<

:

9
=

;

9
=

;

ð35Þ

The proof of Theorem 3 is very similar to Theorems 1 and 2

and not to repeat them.

4.2 Dual hesitant fuzzy GDM method

Consider a multi-criteria GDM problem with a group of

experts e1; e2; . . .; ep
� �

; a set of alternatives a1; a2; . . .; amð Þ
and a collection of criteria c1; c2; . . .; cmð Þ: The experts

e1; e2; . . .; ep
� �

are responsible for the evaluation of each

alternative against each criterion. The evaluation results of

alternative ai with the criteria cj is presented by a DHFE

dij ¼ hij
� �

; gij
� �� �

: The decision matrix is illustrated as

follows.

The decision making method consists of the following

steps.

Step 1. Access to decision-making information based on

the experts’ evaluation and expressed by DHFE.

Step 2. Aggregate all the dual hesitant fuzzy values

dijðj ¼ 1; 2; . . .; nÞ with respect of alternative

ai i ¼ 1; 2; . . .;mð Þ; and obtain the comprehensive evalua-

tion result DHFE di based on the DHFWHM or

DHFWGHM operators.

Fig. 8 Scores for DHFEs obtained by the DHFGHM operator

(p 2 0; 10ð 
; q 2 0; 10ð 
)
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Step 3. Rank the DHFEs diði ¼ 1; 2; . . .;mÞ and choice

the most appropriate one.

4.3 Supplier selection

Supplier selection is an indispensable part of supply chain

and it is the activity to identify the most suitable supplier.

In addition, supplier selection problem is difficult due to

the following two reasons, (1) the evaluation criteria are

correlated and conflicted; (2) the performance of the

evaluation criteria is hard to be characterized quantita-

tively. However, the GDM method proposed in Sect. 4.2

can solve the above two difficulties effectively. The main

reasons are (1) the aggregation operators such as

DHFWHM and DHFWGHM are characterized by the

ability to cope with the decision making problem which the

attribute are correlated; (2) DHFS is a powerful technique

to describe the vagueness of the performance of the eval-

uation criteria (Table 1).

Based on the existing research contributions [51–53],

the following four criteria are selected to assess the per-

formance of the alternatives and their weight are supposed

as 0:17; 0:32; 0:38; 0:13ð ÞT : (1) Relationship closeness c1;

(2) Product quality c2; (3) Price competitiveness c3; (4)

Delivery performance c4: Suppose there are four alterna-

tives a1; a2; a3; a4ð Þ need to be evaluated and three experts

e1; e2; e3ð Þ responsible for this evaluations. In order to

access to decision-making information, the review table

(Table 2) is designed and sent to three experts. There

experts are requested to fill in Table 2 with the numbers

between 0 and 1. The decision making information can be

obtained after the three experts expressed their preferences.

Take the performance of alternative a1 against criterion

c1 for example, The DHFE {{0.3, 0.4},{0.6}} means (1)

two of the three experts believe that the degree of alter-

native a1 meet criteria c1 is 0.3, and the remaining one

expert think the degree is 0.4; (2) three experts all account

the degree of alternative a1 does not meet criteria c1 is 0.6.

According to the above analysis, the final evaluation result

of the alternative a1 against criterion c1 can be expressed as

a DHFE {{0.3, 0.4}, {0.6}}. Similarly, other DHFEs in

Table 3 indicated the corresponding evaluation

information.

Based on the decision making information described in

Table 3, we first use the DHFWHM operator to obtain the

comprehensive evaluation dual hesitant fuzzy information

for every alternatives. Due to the relatively large numbers,

we just list the score functions of the DHFEs.

From the Table 4, we find that different values of the

parameters could lead to different ranking of the alterna-

tives. For example, when p ¼ 0:01; q ¼ 10; the best alter-

native is a3 and this result would be changed when

parameters p and q be set the different values. When the

value of parameter p fixed, the trends of the scores of four

alternatives with different values of parameter q are pre-

sented in Fig. 9 p ¼ 0:01ð Þ and Fig. 10 p ¼ 10ð Þ
respectively.

From Table 4 and Figs. 9 and 10, we find that different

score functions can be obtained when p and q are set

Table 1 The decision matrix
C1 C2 … Cn

a1 d11 d12 … d1n

a2 d21 h22 … d2n

… … … … …
am dm1 hm2 … dmn

Table 2 Review table for experts

No. Criteria Weights Evaluations Evaluation

results

1 Relationship

closeness (c1)

0.17 The degree that

the alternative

ai satisfies the

criteria c1

a1

a2

a3

a4

The degree that

the alternative

ai does not satisfy

the criteria c1

a1

a2

a3

a4

2 Product quality

(c2)

0.32 The degree that

the alternative

ai satisfies the

criteria c2

a1

a2

a3

a4

The degree that

the alternative

ai does not satisfy

the criteria c2

a1

a2

a3

a4

3 Price

competitiveness

(c3)

0.38 The degree that

the alternative

ai satisfies the

criteria c3

a1

a2

a3

a4

The degree that

the alternative

ai does not satisfy

the criteria c3

a1

a2

a3

a4

4 Delivery

performance

(c4)

0.13 The degree that

the alternative

ai satisfies the

criteria c4

a1

a2

a3

a4

The degree that

the alternative

ai does not satisfy

the criteria c4

a1

a2

a3

a4
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different values. Figures 11, 12, 13, 14 show the scores for

the four alternatives when the values of parameters p and q

change simultaneously.

4.3.1 Comparative study

The above ranking results and the analysis about the scores

for every alternative are based on the DHFWHM operator.

In order to show the advantages and rationality of the

method proposed in the above Section, we compare it with

DHFWA operator proposed by Wang et al. [29]. The

DHFWA operator is defined by Wang et al. as follows. Let

dj ¼ hj; gj
� �

ðj ¼ 1; 2; . . .; nÞ be a collection of DHFEs. A

dual hesitant fuzzy weighted averaging (DHFWA) operator

is a mapping Dn ! D such that

DHFWA d1; d2; . . .; dnð Þ¼ �
n

j¼1
xjdj
� �

¼ x1d1 � x2d2 � � � � � xndn

¼ [cj2hj;gj2gj 1�
Yn

j¼1

1� cj
� �xj

( )
;
Yn

j¼1

gxj

j

( )( )
ð36Þ

Based on DHFWA operator, we can get the overall pref-

erence values for each alternative (ai). dða1Þ = {{0.5182,

0.5319, 0.6610, 0.6707, 0.5306, 0.5440, 0.6697, 0.6792},

{0.1931, 0.2253}}. The score of dða1Þ is s dða1Þð Þ =
0.3915. Similarly, dða2Þ = {{0.5966, 0.6542, 0.6321,

0.6846, 0.6056, 0.6619, 0.6403, 0.6917}, {0.2136, 0.2337,

0.2464}}. The score of dða2Þ is s dða2Þð Þ = 0.4147.

dða3Þ = {{0.5380, 0.6040, 0.5574, 0.6206, 0.5787,

0.6388}, {0.2184, 0.2303, 0.2340, 0.2467}}. The score of

dða3Þ is s dða3Þð Þ = 0.3573. dða4Þ = {{0.4398, 0.4686,

0.4717, 0.4988, 0.4666, 0.4940, 0.4969, 0.5227}, {0.3462,

0.3789}}. The score of dða4Þ is s dða4Þð Þ = 0.1198.

Since s dða2Þð Þ[ s dða1Þð Þ[ s dða3Þð Þ[ s dða4Þð Þ; then

the second alternative should be selected. This result is

quite different from the result based on DHFWHM

Table 3 Dual hesitant fuzzy

decision matrix
C1 C2 C3 C4

a1 {{0.3,0.4},{0.6}} {{0.7,0.9},{0.1}} {{0.4},{0.2,0.3}} {{0.5,0.6},{0.2}}

a2 {{0.2,0.3},{0.5}} {{0.6, 0.7},{0.2}} {{0.7,0.8},{0.2}} {{0.6},{0.1,0.2,0.3}}

a3 {{0.4},{0.2,0.3}} {{0.2,0.3,0.4},{0.6}} {{0.7,0.8},{0.1}} {{0.7},{0.2,0.3}}

a4 {{0.6,0.7},{0.3}} {{0.5},{0.4}} {{0.3,0.4},{0.5}} {{0.4, 0.6},{0.1,0.2}}

Table 4 Scores obtained by the

DHFWHM operator and the

rankings of alternatives

Operators a1 a2 a3 a4 Ranking

p ¼ 0:01; q ¼ 10 DHFWHM -0.1899 -0.2207 -0.1180 -0.5871 a3 � a1 � a2 � a4

p ¼ q ¼ 2 DHFWHM -0.3813 -0.3916 -0.3960 -0.6147 a1 � a2 � a3 � a4

p ¼ q ¼ 5 DHFWHM -0.2344 -0.2785 -0.2084 -0.5963 a3 � a1 � a2 � a4

p ¼ 10; q ¼ 0:01 DHFWHM -0.1609 -0.2427 -0.1528 -0.5825 a3 � a1 � a2 � a4

p ¼ 10; q ¼ 10 DHFWHM -0.1567 -0.2171 -0.1128 -0.5797 a3 � a1 � a2 � a4

Fig. 9 Change trends of the scores of four alternatives

q 2 0; 10ð 
; p ¼ 0:01ð Þ Fig. 10 Change trends of the scores of four alternatives

q 2 0; 10ð 
; p ¼ 10ð Þ
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operator which was shown in Table 4. The main reason is

that the DHFWA operator [29] does not take into account

the relationship between various attributes but considered

the aggregated arguments independent. Therefore, the dual

hesitant fuzzy aggregation operators proposed in this paper

are good complement to existing research.

5 Concluding remarks

This paper proposes some dual hesitant fuzzy information

aggregation operators by introducing two parameters to

reflect the decision makers’ preference. Based on which, a

multi-criteria GDM method under dual hesitant fuzzy

environment is introduced and applied to evaluate suppli-

ers, where criteria are described quantitatively with the

DHFE. The final evaluation DHFE of each supplier can be

achieved by DHFWHM operator. Decision can be made

depends on the comprehensive DHFE for every alternative,

the bigger the score function of the comprehensive DHFE

the better the performance. A numerical example is pre-

sented to illustrate the effectiveness of the proposed

method. The proposed multi-criteria GDM method can also

be used to other evaluation problem under dual hesitant

fuzzy environment. The following points should be taken

into consideration when the method is adopted.

(1) Different values of the parameters represent different

attitude of the decision makers which produce different

comprehensive values and further cause different ranking

results. Attention should be paid to the selection of

appropriate values for parameter according the decision

makers’ preference.

(2) Access to decision-making information based on the

experts’ evaluation and expressed by DHFE correctly is a

critical step of the proposed method. It should be noted that

there are two kinds of information must be collected,

namely membership degree and non-membership degree.

(3) The GDM method proposed in this paper should be

compared with some other traditional methods to observe

whether the final decision result changes or not. Further

Fig. 11 Scores for alternative a1 obtained by the DHFWHM operator Fig. 13 Scores for alternative a3 obtained by the DHFWHM operator

Fig. 14 Scores for alternative a4 obtained by the DHFWHM operator
Fig. 12 Scores for alternative a2 obtained by the DHFWHM operator
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study about real case in real situations worth studied which

would enlarge the scope of the proposed GDM approach.
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