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Abstract With the growing availability and popularity of

online reviews, the sentiment analysis arises in response to

the requirement of organizing useful information in speed.

Feature selection directly affects the representation of on-

line reviews and brings a lot of challenges to the domain of

sentiment analysis. However, little attention has been paid

to feature selection of Chinese online reviews so far.

Therefore, we are motivated to explore the effects of fea-

ture selection on sentiment analysis of Chinese online

reviews. Firstly, N-char-grams and N-POS-grams are se-

lected as the potential sentimental features. Then, the

improved Document Frequency method is used to select

feature subsets, and the Boolean Weighting method is

adopted to calculate feature weight. At last, experiments

based on online reviews of mobile phone are conducted,

and Chi-square test is carried out to test the significance of

experimental results. The results suggest that sentiment

analysis of Chinese online reviews obtains higher accuracy

when taking 4-POS-grams as features. Besides that, low

order N-char-grams can achieve a better performance than

high order N-char-grams when taking N-char-grams as

features. Furthermore, the improved document frequency

achieves significant improvement in sentiment analysis of

Chinese online reviews.

Keywords Online reviews · Sentiment ·

Feature selection · Statistical machine learning

1 Introduction

With the boost of online reviews, a large quantity of users’

opinions on certain products or services are generated and

spread over the Internet, thus techniques of sentiment

analysis rise in response to the requirement of retrieving

valuable information in speed. A growing body of research

suggests the promising applications of online reviews in e-

commerce, financial risk, health care and so on [1–3].

Although online reviews serve numerous functions, senti-

ment analysis of online reviews remains a challenging

problem.

Generally, sentiment analysis aims to determine the

attitude of a speaker or a writer with respect to some

topic or the overall contextual sentiment polarity of a

document. There are two kinds of methods for sentiment

analysis: semantic orientation approach and statistical

machine learning approach. The semantic approach de-

termines the sentiment of a document based on extracted

sentimental words and phrases [4]. The statistical ap-

proach determines the sentiment of a document based on

extracted sentimental features and the machine learning

approach [5].

The statistical approach outperforms the semantic ap-

proach with respect of the accuracy of sentiment analysis

[6]. When we adopt the statistical approach for sentiment

analysis, every online review should be expressed as a

vector containing selected sentimental features. Features

selection directly affects the representation of online re-

views and determines the performance of sentiment

analysis. However, little attention has been paid to fea-

ture selection of Chinese online reviews so far.

Therefore, this paper is motivated and focused on the

effects of feature selection on sentiment analysis of

Chinese online reviews.
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2 Related works

Feature selection is a widely employed technique for re-

ducing dimensionality among practitioners. It aims to

choose a small subset of the relevant features from the

original ones according to certain relevance evaluation

criterion, which usually leads to better learning perfor-

mance (e.g., higher learning accuracy for classification),

lower computational cost, and better model interpretability.

Feature selection is applicable to a wide range of areas

from data mining [7], pattern recognition [8], regression

learning [9], to sentiment analysis [10]. Sentimental fea-

tures are expected to not only reflect the sentimental

information but distinguish different online reviews. The

effective feature extraction algorithms will facilitate sen-

timent analysis of online reviews. The common-used

sentimental features for sentiment analysis are n-grams.

We thus develop a review of previous studies based on n-

gram features and feature extraction.

2.1 N-gram features for sentiment analysis

To select sentimental features is of importance for deter-

mining the performance of sentiment analysis. Various

types of n-gram features have emerged for capturing sen-

timent cues in English reviews, including character, word,

and part-of-speech (POS). Table 1 provides a summary of

n-gram features used for sentiment analysis of English

online reviews.

The first step of processing n-gram features in online

reviews is Chinese word segmentation (CWS). Recent re-

search focus in Chinese word segmentation has been

placed on the development of statistical algorithms, such as

maximum match algorithm [11], conditional random field

(CRF) algorithm [12, 13], Evolutionary algorithm [14] and

so on.

Character n-grams are letter sequences. For example, the

word “hate” can be represented with the following letter

sequences “ha, at, te, hat, ate”. While character n-grams

were used mostly for style analysis previously, they have

been shown to be useful in related sentiment analysis re-

cently [15].

Word n-grams include bag-of-word n-grams (e.g., uni-

grams) and higher order word n-grams (e.g., bigrams,

trigrams) [16, 17]. In Pang’s experiment, Unigrams, Bi-

grams and Unigrams + Bigrams were selected as features,

and Boolean value is used as weights. The experiment

showed that Unigrams are superior in the performance of

sentiment analysis, but Bigrams couldnot achieve the ex-

pected accuracy [18]. Cui et al. pointed out that the corpus

in Pang’s experiment was too small to take advantage of n-

grams (n ≥ 3). Then let n be 1, 2, 3, 4, 5 and 6 respectively,

and the experimental results showed that high order n-

grams improved accuracy of analysis [19]. Opposing to the

Cui’s conclusion, Ng et al. [20] discovered that combining

Unigrams and Bigrams with Trigrams improved the per-

formance of SVM; but when using Unigrams, Bigrams and

Trigrams separately, accuracy of analysis declined with the

increase of order.

Part-of-speech n-grams are very useful for sentiment

analysis given the pervasiveness of adjectives and adverbs.

Therefore, some studies have employed word plus POS n-

grams as sentimental features. Turney proposed five com-

binations of words containing adjectives, adverbs or so to

recognize language sentiment [21]. Mullen, et al. regarded

the phrases extracted from Turney’s five-sentiment-com-

bination model as the value phrases, and applied WorldNet

to calculate all the adjectives’ EVA (evaluative), POT

(potency) and ACT (activity) values. The three values

above together with the SO (semantic orientation) formed

the features, and the experimental result indicated that this

analysis method was better than the previous ones [22].

2.2 Feature extraction for sentiment analysis

Noise and redundancy in the feature space prevent many

quality features from being incorporated due to computa-

tional limitations. Therefore, larger n-gram feature sets

require the use of feature extraction algorithms to extract

quality feature subsets. Most feature extraction algorithms

such as document frequency (DF), information gain (IG),

Chi-square statistic (CHI), and mutual information (MI)

have been used for sentiment analysis [23].

Document frequency algorithm is to sum up the number

of documents which contain the feature. IG algorithm is an

entropy-based feature extraction algorithm. The larger the

entropy of a review is, the greater the uncertainty of clas-

sifying the document will be. In the CHI algorithm,

features are filtered by measuring the association degree

between itself and a definite category. The basic principle

of MI is similar to the CHI algorithm, measuring the co-

occurrence between features and categories. The features

Table 1 N-gram features used

for sentiment analysis
N-gram category Examples Prior studies

Character n-grams C, h, ch, ca, ar, cha, ara [15]

Word n-grams Character, character of, the character of [16–20]

POS n-grams The- det, character- noun, of- prep [21, 22]
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selected by MI method have the characteristics of high

frequency of occurrence in a certain category, but low

frequency in the others.

Ng et al. [24] compared DF, MI, IG, and the CHI

methods, and the results showed that DF, IG and CHI were

better than MI. Liu et al. [25] compared DF, IG, and CHI

methods, and the experimental results indicated that DF

was better than CHI and IG. Yao et al. [26] used DF, IG,

CHI and MI to reduce dimensionality, and the experimental

result showed that DF was the best one and MI was not

suitable for the sentiment analysis of Chinese online re-

views. Because DF method has been shown to work well

for sentiment analysis, it is used to select feature subsets in

this paper.

2.3 Research gaps and questions

Sentiment analysis research requires large quantities of

sentimental features. Therefore, it is a key to select features

properly characterizing the online reviews. Based on the

literatures, we have identified appropriate gaps and

questions.

Most studies have used limited sets of n-gram features,

typically employing one category in sentiment analysis

research in English. Due to the difference of language

structures between English and Chinese, Chinese has its

unique way of sentimental expression so that the n-gram

features characterizing English online reviews are unable

to be directly applied to Chinese ones. Moreover, few

studies have attempted to integrate these heterogeneous n-

gram categories into combined feature sets for the senti-

ment analysis of online reviews.

Noise and redundancy in the feature space prevent many

quality features from being incorporated due to computa-

tional limitations. Therefore, feature extraction algorithms

have been used for sentiment analysis, and DF method has

been demonstrated to work well for extracting of feature

subsets. However, few studies have attempted to discuss

the factors influencing the performance of DF extraction

algorithm.

3 Proposed approach

In this paper, statistical machine learning techniques are

incorporated into the domain of Chinese online comments

to automatically classify user reviews as positive or nega-

tive. The basic process is as follows: (1) divide the text into

some segments; (2) select a sequence of sentimental fea-

tures according to the training sample set T = T (t1, t2,…,

tn); (3) evaluate every text from the training sample set and

test sample set to generate vector D = D (t1, w1, t2, w2, …,

tn, wn), abbreviated to D = D (w1, w2, …, wn), where wk is

the weight of feature tk. (4) transform unstructured online

reviews into structured data.

3.1 Sentimental features for sentiment analysis

We choose the ICTCLAS system developed by the Insti-

tute of Computing Technology of Chinese Academy

(http://ictclas.org/) to do the word segmentation and POS

tagging. After word segmentation, some n-grams are se-

lected as initial sentimental features. The n-grams with no

contribution to sentiment analysis like stop words are

dropped. We incorporate a rich set of n-gram features,

consisted of all the categories discussed in the literature

reviews. The feature sets are shown in Table 2.

1. N-char-grams

N-char-grams take characters (letters, spaces, symbols,

etc.) as the basic units. N-char-grams of size 1 is referred to

as a “1-char-grams”; size 2 is a “2-char-grams”; size 3 is a

“3-char-grams”; and size 4 or more is simply called an “n-

char-grams”. We combined adjacent characters into N-

char-grams to discern sentiment of the document, for ex-

ample, “不” followed by “错” becomes “不错” in the 2-

char-grams.

The advantages of N-char-grams are as follows: Lin-

guistics processing such as POS tagging of the document is

unnecessary; It has good fault tolerance in spelling mis-

takes and does not rely on any prior knowledge;

Dictionaries and regulations are unnecessary. An example

of N-char-grams is shown in Table 3.

Table 2 The feature sets used for sentiment analysis

Label Description

N-char-grams 1-Char-grams Character sequences

2-Char-grams

3-Char-grams

N-POS-grams 1-POS-grams “Noun-grams”/“adjective-grams”/"verb-grams”/“adverb-grams” Combination of POS n-grams

and word n-grams2-POS-grams “Adjective-grams” + “adverb-grams”

3-POS-grams “Verb-grams” + “adjective-grams” + “adverb-grams”

4-POS-grams “Noun-grams” + “verb-grams” + “adjective-grams” + “adverb-grams”

Int. J. Mach. Learn. & Cyber. (2018) 9:75–84 77

123

http://ictclas.org/


2. N-POS-grams

N-POS-grams employ word n-grams plus POS

n-grams as sentimental features. We choose the ICT-

CLAS system developed by the Institute of Computing

Technology of Chinese Academy (http://ictclas.org/) to

do the word segmentation and POS tagging, and then

select the N-POS-grams according to the following

rules. Four kinds of N-POS-grams (adjectives, adverbs,

verbs and nouns) are selected as potential features from

the training set.

To consider the importance of the negative words, such

as “不” “不是” (“no” “not”), these negative words will be

treated as a whole with their next contiguous adjectives,

adverbs or verbs. For example, “我不喜欢手机的外形, 看

上去不舒服。” (“I dislike the appearance of the mobile

phone because it looks uncomfortable”). The features

should be “不喜欢” (“dislike”) and “不舒服” (“uncom-

fortable”), rather than “喜欢” (“like”) and “舒服”

(“comfortable”).

The POS of a word often varies with different context of

a sentence. The same word with different POS should be

treated as different features. For example, “很出色”

(“perfect”) appearing in “显示屏效果很出色” (“the per-

formance of the display screen is perfect”) is an adjective;

while “很出色” (“perfectly”) in “功能很出色地满足了日

常需要” (“this function satisfies daily needs perfectly”) is

an adverb. “很出色” (“perfect”) being adjective and adverb

are discerned as two different features.

The words following an adjective or adverb like “的”,

“得” and “地” will be deleted when selecting feature

words. For example, if “好看的” appears in a sentence, we

only select “好看” as the adjective. Two examples of N-

POS-grams are shown in Table 4.

3.2 Feature extraction for sentiment analysis

Large feature space span hundreds of thousands of features,

feature extraction can provide greater insight into impor-

tant class attributes, extract quality feature subsets, and

potentially improve accuracy of sentiment analysis. DF

algorithm has been shown to work well for extracting of

feature subsets. However, few studies have attempted to

discuss the factors influencing the performance of DF ex-

traction algorithm. DF extraction algorithm is to sum up

the number of documents which contain certain features.

Therefore the DF value indicates the frequency of a feature

ti in all reviews. The calculation equation is as follows.

DF tið Þ ¼
XM

j¼1

N Cj; ti
� � ð1Þ

where M = 2, Cj denotes class j, which is “Positive” (C1) or

“Native” (C2), and N(Cj, ti) denotes the number of reviews

with feature ti that belongs to Cj.

1. The factors influencing the performance of DF extrac-

tion algorithm

In the DF extraction algorithm, the key statistics are the

number of pitive/negative corpora including the feature ti.
However, these statistics affected invisibly by the follow-

ing two factors:

The different number of positive corpora and negative

corpora is an important factor influencing the DF

Table 3 Examples of feature

selection
File 1-Char-grams 2-Char-grams 3-Char-grams

性价比不错。(the performance-price

ratio is pretty good)

性 性价 性价比

价 价比 价比不

比 比不 比不错

不 不错

错

Table 4 Examples of N-POS-grams

File Noun-grams Adjective-grams Verb-grams Adverb-grams

按键后总感觉顿一下才有反应,电池不耐用,两天充一次。

(it is slow to response after pushing buttons. The battery is

not durable and needs to get charged every two days)

键 不耐用 按 总

一下 感觉 才

电池 顿

两天 充

看电影很方便,听歌感觉不错。(it is easy to see a movie and

feels good to listen to the music)

电影 方便 看 很

歌 不错 听

感觉
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extraction algorithm. If there are more negative corpora

than positive ones, the values of negative features would

be inevitably exaggerated, thus it would increase the

probability of extracting negative features.

The length of corpora is another important factor in-

fluencing the DF extraction algorithm. If the length of

negative corpora is longer than that of positive one, there

are more features in negative corpora than in positive one,

thus the negative features would have more probability to

be extracted and occupy the chance of positive features.

2. Improved DF extraction algorithm

The calculation of N Cj; ti
� �

is adjusted in order to

eliminate the influence of the two factors above. NFT(Cj, ti)
instead of N Cj; ti

� �
is used in the DF algorithm. The cal-

culation equation is as follows.

FTðCjÞ ¼
XNj

i¼1

N Cj; ti
� � ð2Þ

NFT Cj; ti
� � ¼ FTðCjÞ

NCj
� N Cj; ti

� � ð3Þ

IDFðtiÞ ¼
XM

j¼1

NFT Cj; ti
� � ð4Þ

where Nj and NCj respectively denotes the number of

features in the corpora belonging to class Cj and the

number of the corpora belonging to class Cj. FT (Cj)

indicates the total number of features selected from each

class (positive or negative). NFT Cj; ti
� �

indicates the re-

lationship between the average length and the number of

corpora belonging to each class. IDF(ti) represents the

improved DF extraction algorithm.

3.3 Feature weigh calculation for sentiment analysis

Feature weighting methods include Boolean weights, term

frequency (TF), term frequency–inverse document fre-

quency (TF–IDF), and so on. Pang adopted Boolean

weighting method to do experiment and the accuracy of

sentiment analysis reached 82.9 %, which was better than

the other weighting methods [18]. The reason is that

positive or negative inclination depends on whether the

words appear in the language or not, rather than their

frequency of occurrences. Therefore, after feature selec-

tion, we use Boolean weight method to set weights.

3.4 SVM operation for sentiment analysis

Statistical machine learning can determine the sentiment of

a document based on sentimental features and the machine

learning approach. The commonly used approaches for text

classification are support vector machines (SVM), max-

imum entropy (ME), naı̈ve bayes (NB), recurrent neural

networks (FNN) and so on [27–32].

Past studies show that SVM outperforms other classi-

fiers in term of the classification performance, especially in

the case of limited training sample. For this reason, we

prefer SVM for sentiment analysis. We select the

LIBSVM, a SVM classifier developed by Taiwan Univer-

sity (www.csientu.edu.tw/~cjlin/libsvm/) to conduct the

experiment. Specific steps are illustrated in Fig. 1.

4 Experimental and evaluations

4.1 Experiment procedures

We conduct sentiment analysis experiments on mobile

phone reviews.We create a corpus of mobile phone reviews,

which are taken from a famous electronic commerce website

JingDong (www.360buy.com). A crawler is developed by

Java to randomly download 1500 positive reviews and 1500

negative reviews. The corpus is divided into four sets: the

positive reviews as a training corpus, the negative reviews as

a training corpus, the positive reviews as a test corpus, and

the negative reviews as a test corpus. For example,

Positive review: 外观漂亮,屏幕够大! (the appearance

is good, and the screen is large enough!)

Negative review: 电池不好,触摸屏不够灵敏。 (the

battery is not good, and the touch screen is not sensitive

enough).

The basic process of the sentiment analysis experiments is

illustrated in Fig. 2. In this paper, we first select N-char-grams

and N-POS-grams as the potential features of sentiment text,

then adopt DF extraction algorithm and IDF extraction al-

gorithm for feature subset selection, and at last, obtain various

vectors for experiments under different thresholds.

The data is processed 
as LIBSVM package 

format required

Prove accuracy by 
simply scaling 

operation

Select the 
RBF kernel 

function

Use cross-validation 
to select the

 best parameter

Use obtained parameters
 to train SVM model of the

 entire training set

Use the trained SVM 
classifier to predict

Fig. 1 SVM operation process
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4.2 Comparative experiments on different part of
speech

This paper chooses the ICTCLAS System developed by the

Institute of Computing Technology of Chinese Academy

(http://ictclas.org/) to do the word segmentation and POS

tagging. And four types of POS are used to select features:

noun, verb, adjective and adverb. Each type supposedly has

different contribution to sentiment analysis, thus it is nec-

essary to analyze the contribution of different POS to

sentiment analysis.

To remove the influence of the randomness of single-

validation on experimental results, the experiment adopts

cross-validation. 1200 reviews are divided into 4 groups

randomly, each containing 300 reviews (half are positive).

Then three groups of them are used as training set in turns

and the remaining group as test set. Average result of the

four groups is the final accuracy. In Table 5, for example,

“124–3” means “group 1”, “group 2” and “group 3” as

training set, and “group 4” as testing set. Nouns, adjectives,

adverbs, and verbs are selected respectively as features,

and DF algorithm is adopted to select top 150 features. The

results are shown in Table 5 and Fig. 3.

The table on the right of the figure shows the average

percentage accuracy, and Chi-square test points to significant

differences in accuracy of sentiment analysis when using 1-

POS- grams and 4-POS-grams as features respectively.

The average values of Table 5 indicate that the perfor-

mance is best when adopting 4-POS-grams to select

features. But it takes much time to select all the nouns,

verbs, adjectives and adverbs from massive reviews.

The average values of Fig. 3 indicate that when selecting

the adjective-grams as the features, a better performance

will be obtained. The result is consistent with our common

Classifier

Test Set

Feature 
Selection

Corpus Annotation
Feature 

Weighting

Training Set

Feature
Vector

Category

(1)Text Expression (2)Training Process

(3)Classification Process

Fig. 2 The basic process of

experiment

Table 5 The performance of 1-

POS-grams and 4-POS-grams
POS Accuracy (%)

124–3 123–4 234–1 341–2 Average

Nouns-grams 75.67 70.00 73.33 78.67 74.42

Verbs-grams 74.33 80.67 79.67 77.00 77.92

Adjective-grams 89.67 93.33 93.67 92.67 92.33

Adverb-grams 82.00 91.67 90.00 90.00 88.42

4-POS-grams (combining noun, verb,

adjective and adverb)

89.33 94.67 96.32 92.33 93.16

χ2 69.34

P 0.00

adjec�ve-
grams

adverb-
grams

verbs-
grams

nouns-
grams

 1-POS- grams 92.33% 88.42% 77.92% 74.42%

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

A
cc

ur
ac

y 
(%

) 

Fig. 3 The performance of 1-POS-grams
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sense that adjectives contain more sentiment information

and makes more contribution to sentiment analysis than

other POS.

4.3 Comparative experiments on different N-POS-
grams

The average values of Table 5 and Fig. 3 indicate that the

accuracy when selecting nouns or verbs as features is low.

The low accuracy means that the contributions of nouns

and verbs to analysis are limited, and they even have

negative influence on overall accuracy. So, further ex-

periments are conducted after excluding verbs and nouns.

The changes of accuracy are shown in Table 6 and Fig. 4.

Chi-square test shows that there is no significant dif-

ference in accuracy when using 1-POS-grams, 2-POS-

grams, 3-POS-grams and 4-POS-grams as features re-

spectively. From the average results of Table 6, we can

know,

1. After excluding nouns, the performance of 3-POS-grams

is satisfied. The possible reason is as follows: most nouns

selected from the reviews, such as “功能” (“function”)

and “电池” (“battery”), are neutral. These words appear

frequently but have little contribution to analysis.

2. After excluding nouns and verbs, accuracy of 2-POS-

grams is also higher. The possible reason is that the

combination of adjectives and adverbs is more senti-

mental. For example, “非常漂亮” (“very beautiful”),

the combination can reflect the feeling of reviewer

better than a single adverb.

4.4 Comparative experiments on different N-char-
grams

N-char-grams are selected as the sentimental features, and

DF algorithm is adopted to select top 150 features. The

analysis results are shown in Table 7 and Fig. 5.

From the Table 7 and Fig. 5, we can know:

1. There are significant differences in accuracy between

4-POS-grams and N-char-grams, and the performance

of sentiment analysis is best when adopting 4-POS-

grams as sentimental features.

2. Two-word phrases are usually thought to be used most

frequently in Chinese, so accuracy of 2-char-grams

should be the best. But the experiment shows an

opposite result when selecting N-char-grams as fea-

tures, accuracy declines with the increase of the order.

The accuracy of 1-char-grams is better than that of 2-

char-grams and close to that of 4-POS-grams. Possible

reasons are as follows:

If 4-POS-grams are selected as features, there will be

many individual characters, such as “快” (“fast”), “紧”

(“tight”) and “难” (“hard”). These characters are obvious in

sentiment polarity and have greater influence on sentiment

analysis. 1-char-grams choose frequent individual charac-

ters as features, so the features selected by 1-char-grams

and by 4-POS-grams have much in common.

If 2-char-grams are selected as features, the impor-

tance of features would be underestimated. For example,

“大方” (“generous”) and “大气” (“liberality”), both ex-

pressing the same sentiment polarity, appear ten times

and 15 times respectively. When DF algorithm is used to

the features ranking, they rank the 150th and the 100th

respectively. But if we select 1-char-grams as the fea-

tures, “大” (“big”) will appear 25 times with the 80th

ranking. The 80th ranking reflects the importance of se-

lected features more accurately to some extent.

Table 6 The performance of N-

POS-grams
POS Accuracy (%)

124–3 123–4 234–1 341–2 Average

4-POS-grams (combining noun,
verb, adjective and adverb)

89.33 94.67 96.32 92.33 93.16

3-POS-grams (excluding nouns) 93.67 94.33 96.33 93.33 94.42

2-POS-grams (excluding nouns and verbs) 90.67 92.00 94.00 94.33 92.75

1-POS-grams (adjective-grams) 89.67 93.33 93.67 92.67 92.35

χ2 1.07

P 0.78

4-POS-
grams

3-POS-
grams

2-POS-
grams

1-POS-
grams

N-POS-grams 93.16% 94.42% 92.75% 92.35%

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

A
cc

ur
ac

y 
(%

) 

Fig. 4 The performance of N-POS-grams
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If 3-char-grams are selected as features, the feature

vectors corresponding to some of 3-char-gram documents

(particularly the short ones) have many zeroes. This sug-

gests that the main problem with the 3-char-gram model is

likely to be data sparseness.

3. The number of selected features has a certain influence

on accuracy. As Fig. 5 shows, at the beginning, the

accuracy increases significantly with the increase of

features, but the increase rate declines afterward, and

the inflection occurs around 150 or 200. So the trade-

off between efficiency and accuracy should be taken

into consideration during the feature selection.

4.5 Comparative experiments on the DF algorithm
and the IDF algorithm

In order to test and verify the IDF algorithm, comparative

experiments are conducted based on mobile phone reviews.

1-char-grams are selected as the sentimental features, and

DF/IDF algorithm is adopted to select top 200 features.

Table 8 demonstrates that there are significant differ-

ences in accuracy between DF algorithm and IDF

algorithm. In other word, the improved DF achieves

significant improvement in sentiment analysis of Chinese

online reviews.

5 Conclusions

This paper takes Chinese online reviews as the research

object, selects N-POS-grams and N-char-grams as features

to characterize the sentiment text, adopts DF extraction

algorithm or IDF extraction algorithm for feature subset

selection, and studies the impact of feature selection on

sentiment analysis through a series of experiments. The

results demonstrate that:

1. If N-char-grams are selected as the features, precision

would decline with the increase of order, i.e., 1-char-

grams [ 2-char-grams [ 3-char-grams. And the

accuracy of 1-char-grams is close to that of 4-POS-

grams.

2. The best performance is achieved when combining

noun, adjectives, adverbs, and verbs as the sentimental

features. And adjective contains more sentiment

information and makes greater contribution to senti-

ment analysis than other POS. Therefore, if N-POS-

grams are selected as features, it is advisable to adopt

adjectives as features to save time and improve

efficiency.

3. The number of features has a certain influence on

accuracy analysis, but not the more the better. So the

trade-off between efficiency and accuracy should be

taken into consideration during the feature selection.

4. The improved DF achieves significant improvement in

sentiment analysis of Chinese online reviews.

Further research will focus on the following aspects:

1. Features based on grammatical structures may play an

important role in the sentimental expression, such as

“性价比高” (“performance-price ratio is high”) and

“操作简单” (“operation is simple”), which are subject-

predicate structures. Therefore, the effect of features

Table 7 The performance of 4-

POS-grams and N-char-grams
The number of features Accuracy (%) χ2 P

4-POS-grams 1-Char-grams 2-Char-grams 3-Char-grams

50 87.29 89.67 81.33 62.33 86.99 0.00

100 93.31 93.00 85.67 65.67 113.60 0.00

150 96.32 95.00 85.67 68.00 127.10 0.00

200 94.65 94.00 86.33 70.33 95.81 0.00

250 95.65 94.00 86.33 71.33 95.03 0.00

χ2 22.95 7.09 3.76 6.96

P 0.00 0.13 0.44 0.14
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Fig. 5 The accuracy of 4-POS-grams and N-char-grams
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based on grammatical structures on sentiment analysis

is worth discussion.

2. The current study is based on the paragraph level. If

both positive sentence and negative sentence appear in

one paragraph, the analysis results will be influenced.

Therefore, the study based on sentence level is also

worth discussion.
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