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Abstract We present an online ensemble approach,

diversified dynamic weighted majority (DDWM) to clas-

sify new data instances which have varying conceptual

distributions. Our approach maintains two sets of weighted

ensembles that differentiate in their level of diversity. An

expert in either of the ensembles is updated or removed as

per its classification accuracy and a new expert is added

based on the final global prediction of the algorithm and the

global prediction of the ensemble for any data instance.

Experimental evaluation using various artificial and real-

world datasets proves that DDWM provides very high

accuracy in classifying new data instances, irrespective of

size of dataset, type of drift or presence of noise. We

compare DDWM with the other learners in terms of new

performance metrics such as kappa statistic, model cost,

and the evaluation time and memory requirements. Our

approach proved to be highly resource effective achieving

very high accuracies even in a resource constrained

environment.

Keywords Concept drift � Ensemble � Diversity � Data
stream � Online learning

1 Introduction

Data stream mining is a very important research area in

machine learning community. It is the process of studying

the concept underlying the data and the variations in that

concept to classify new data instances with higher accu-

racy. Data streams differ from the static databases as they

may have varying concepts underlying the data, unlimited

size, high speed and high dimensionality [52]. We can

access a data instance in a data stream only ‘‘once’’ when it

arrives, after that the given instance is replaced by a new

instance which may have a different conceptual

distribution.

‘Concept’ for a data instance refers to the underlying

data distribution, illustrated by the joint distribution [1],

p(x, y) where x represents the n-dimensional feature vector

and y represents its class label. The term ‘concept drift’

refers to change in the underlying conceptual distribution

[6, 7, 15] as new instances arrive for example in various

applications like Market-Basket analysis [10], computer

security, internet data, credit fraud detection, bioinformat-

ics etc. In Market-Basket analysis, similar concept is seen

in the customer buying behavior each year during Christ-

mas festivity. This pattern re-occurs every year (i.e.

recurrent drift), resulting in a drift from the customer’s last

month buying pattern. A drift present in a dataset is mea-

sured by its severity and speed. Severity represents the

amount of changes caused by a new concept. Speed is the

inverse of the time taken for a new concept to completely

replace the old concept.

The approaches to handle drifts could be classified as

either incremental approaches [7, 22, 25, 40–45] or online

approaches [1, 4, 6, 7, 10, 11, 18, 19, 24, 54]. An incre-

mental algorithm [46] processes data several times in bat-

ches of considerably large size. Whereas, the online

approach process each training example only once when it

arrives, without any need for storage or reprocessing. A

current hypothesis is maintained that reflects all the train-

ing instances so far. The online approaches can further be
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categorized as: approaches that use a mechanism to handle

concept drift [1, 6, 7, 18, 19] and those that do not

explicitly use a mechanism to detect drifts [4, 10, 11, 24].

The former approaches use some measure related to the

classification accuracy in handling drifts. They rebuild the

system once a drift is detected. The latter type of online

approaches assigns weights to each base learner as per their

accuracy in classifying the new data instances. These

approaches update the experts, adding newly learnt experts

upon detection of a drift.

There are two main models for handling classification in

data streams: single classifier incremental model and the

ensemble model. In single classifier model, the classifier is

incrementally updated to cope with drifting data distribu-

tions requiring complex operations. The ensemble model

uses a set of classifiers and trains each classifier with the

intention to create an improved model. The result of pre-

diction is the combined result achieved in a way (weighted

or un-weighted voting or by maximum value) in classifying

the new instances. However, for better performance the

ensembles need to be pruned such that they maintain a set

of diverse and accurate classifiers [56]. Analysis of the

experimental results done in the past, prove that an

ensemble model has higher generalization accuracy [58,

59] and the success of an ensemble is based on the level of

diversity between the classifiers. Diversity [29] in an

ensemble of experts (classifiers) is the measure of variation

in the classification accuracy of ensemble members for a

given training example. Diversity [57] can be created

among the ensemble members by one of the following

ways: data manipulation method, homogeneous method or

heterogeneous (hybrid) method. However, the diversity in

the ensemble cannot be treated as a replacement for the

accuracy of the system.

This paper provides an empirical evaluation of our

approach diversified dynamic weighted majority (DDWM)

that maintains two ensembles with different levels of

diversity, so as to accurately handle various types of con-

cept drifts. In all the experimental comparisons, our

approach performed better or at least similar to the other

approaches under variations in speed of drift, severity of

drift, presence of noise and varying size of datasets. Sec-

tion 2 explains the various research questions that have

been answered by our research paper.

2 Research questions and paper organization

Our work aims at answering the following research ques-

tions related to the work on concept drift:

1. How can the concept of diversity be applied on an

online approach that does not explicitly use a

mechanism to detect drifts [10, 12]? Earlier work on

concept drift [16] used the concept of diversity with

the online approaches that use a mechanism to handle

drifts.

2. Does the high diversity ensemble always provide better

classification accuracy than the low diversity ensemble

when handling drifting concepts? The study proves

that the classification accuracy of each ensemble in

handling any drifting dataset depends on the speed and

severity of drift present in the dataset.

3. How the level of diversity among the experts in an

ensemble impacts its performance in terms of various

performance metrics: prequential accuracy, kappa

statistic, model cost, time and memory?

4. How does diversity helps in improving the perfor-

mance of an ensemble system in handling various

types of drifting concepts? The work presented in [3,

10, 12, 13] shows the performance of a system

maintaining an ensemble of experts without using the

concept of diversity.

5. What is the impact of presence of noise in the dataset,

on the performance of a concept drifting system in

terms of various performance metrics? The work

presented in [10, 12] showed the impact of noise on

the system performance in terms of accuracy and

expert count only.

In order to answer the first research question, we pro-

pose a new online ensemble learning approach to handle

drifting concepts called diversified dynamic weighted

majority (DDWM). It is an online ensemble approach that

does not explicitly use a mechanism to detect drifts. It

maintains weighted ensembles with different diversity

levels among its experts. The experts would be updated as

per their classification accuracy in handling new data

instances, as in dynamic weighted majority (DWM) [10,

12] approach. The two ensembles with different levels of

diversity are: an ensemble with low diversity and an

ensemble with high diversity. The final prediction is the

class having the maximum support, involving the weigh-

ted majority vote of the experts’ predictions from each of

the ensembles. We use two different ensembles varying in

their diversity levels as the two ensembles would perform

with different classification accuracies, depending upon

the severity and speed of drift present in the dataset.

Empirical analysis would prove that our diversified

approach provides very good accuracy in handling drifts

in data streams, using various artificial and real-world

datasets with different types of drifts, irrespective of noise

present in the dataset.

In order to answer the second and the third research

questions, we perform a study of the various perfor-

mance metrics using high diversity ensemble and low
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diversity ensemble and analyze their comparative per-

formance while handling datasets containing abrupt

concept drifts. The analysis identifies that for high speed

drifts, the low diversity ensemble provides better pre-

quential accuracy than the high diversity ensemble. The

low diversity ensemble helps DDWM achieve better

accuracy than early drift detection method (EDDM) [1]

and DWM. However, with the progress in learning the

experts in the high diversity ensemble also achieve an

improved adaptation rate to the new concepts. The

average evaluation time and the memory requirements of

both the ensembles are almost the same, independent of

the level of diversity among its experts. Hence, the

model cost is also the same for both the ensembles. The

low diversity ensemble in DDWM has very high

homogeneity/low diversity (i.e. high value of kappa

statistic) among its experts (as its name suggests)

whereas the high diversity ensemble has very high level

of diversity (i.e. low value of kappa statistic) among its

experts. Hence, the value of kappa statistic is dependent

on the k value used in modified version [15] of online

bagging [21] to explicitly encourage more or less

diversity in an ensemble.

In order to perfectly answer the fourth research question,

empirical evaluation of our approach was done using var-

ious artificial and real-time datasets containing different

levels of severity and speed of drift and random noise in

some cases. The analysis identifies that while handling

abrupt concept drifts irrespective of presence of noise our

approach converged very quickly to the target concepts

achieving accuracies better than dynamic weighted

majority (DWM) and Blum’s weighted majority (WM) [3],

independent of any base classifier. When datasets contain

gradual drifts and noise, our approach responds quickly to

changes in concepts, achieving very high accuracies same

as WM and better than DWM approach. Evaluation of

DDWM using real time datasets identifies that our

approach provided a highly stable system, achieving almost

similar or better accuracy than DWM.

In order to answer the last question, we compared the

performance of our approach in a noisy and a non-noisy

domain. For datasets containing abrupt drifts and noise,

DDWM shows high sensitivity to noise even when the

base algorithm does not support noise. The results led us

to state that the presence of noise creates a negative

impact on the performance of the system. The system

suffers from an increase in the average evaluation time

and increase in the model cost, with decrease in pre-

quential accuracy and decrease in kappa statistic value

when in a noisy domain, as compared to its performance

in a non-noisy domain. However, there is no change in

the average memory requirements of our concept drifting

system. The comparative evaluation of DDWM to the

other approaches in a noisy domain states that our

approach performs better/similar as the other approaches

in terms of average prequential accuracy. For datasets

containing gradual drifts and noise, our approach pro-

vides a highly stable system with very good average

prequential accuracy irrespective of presence of noise in

the dataset.

This paper is further organized as follows. Section 3

presents the related work on online concept drifting

approaches and provides us with the background knowl-

edge of the concept of diversity. In this section, we also

describe the various performance metrics used to evaluate

the approaches. In Sect. 4, we will give a brief description

of the various artificial and real-world datasets used for

empirical evaluation of our approach. Section 5, presents

the DDWM algorithm and its detailed description. In

Sect. 6, we present the analysis, evaluation and a detailed

comparison of our approach with the existing approaches.

In the end, we summarize our paper and discuss directions

for future research.

3 Related work

3.1 Online concept drifting approaches to handle

drifting concepts

The first drift handling ensemble learning system was

STAGGER [26] that applies a set of heuristics guided by

the Bayesian evaluation measures to prune an established

characterization that proves in-effective and/or add a new

generated characterization element whose weight surpasses

the threshold. The FLORA [28] system induces current

target concept from a single window of recent examples by

incrementally learning a new instance and forgetting the

least recent one within its window [27]. Weighted majority

(WM) [3, 13] is an online ensemble approach that main-

tains set of weighted experts. It believes in the principle

that all not features of a given data instance are necessary

to make a prediction. Drift detection method (DDM) [6],

controls the online error-rate (number of errors) produced

during prediction whereas Early Drift detection method

(EDDM) [1] was based on the estimated distribution of the

distances between classification errors.

Adaptive classifier ensemble (ACE) [20] is an adaptive

classifier ensemble approach that uses an online classifier,

a set of batch classifiers, and a drift detection mechanism

to handle mainly recurrent drifts. To improve the classi-

fication accuracy further, an enhanced version of ACE
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[18] that used a pruning strategy for classifiers. Detection

with statistical test of equal proportions (STEPD) [19]

uses a single online classifier that compares the classifi-

cation accuracies: the overall accuracy from the beginning

of the learning, and the accuracy of recent examples after

concept drift, by using statistical test of equal proportions.

Addictive Expert Ensembles (AddExp) [11] adds a new

classifier whenever the system output is incorrect, and

used two pruning methods: the oldest first and the weakest

first. Two online classifiers for learning and detecting

concept drift (Todi) [17] reduced the impact of false

alarms on the accuracy of the system in classifying the

new instances. Dynamic weighted majority (DWM) [10,

12] is a modified version of WM [13]. DWM creates new

experts dynamically in response to changes in its perfor-

mance, and removes an expert if its weight reaches a

threshold value.

CDR-Tree [37] mined concept drifting rules in data

streams by integrating new and old instances from different

time scales into pairs. It extracted a classification model of

each data block for decision making. STREAM-DETECT

[38] detected changes in data streams by measuring on-line

clustering result deviation over time. RePro [39] was

another concept drifting approach that incorporated reactive

and pro-active predictions. AC–DC algorithm [34] was

based on association rules to find relationships between

item-sets and extract the set of frequently occurring patterns

from the input dataset. Learn ??. NSE [55] is an incre-

mental ensemble approach for incremental learning of

concept drift, where the classifiers were combined using a

dynamically weighted majority voting technique based on

each classifier’s time-adjusted accuracy rate on current and

past instances. Diversity for dealing with drifts (DDD) [16]

used the concept of varying diversity levels between

ensembles. After the detection of drift, new high diversity

and low diversity ensembles were created in addition to

already existing high diversity and low diversity ensembles.

3.2 Concept of diversity in an ensemble of experts

The literature [15, 29, 30, 53] study on diversity states that

diversity in an ensemble reduces the initial increase in error

caused by a drift. Secondly an ensemble delivers more

reliable results if it includes diversity between its experts.

Based on an analysis of various diversity measures, Yule’s

Q statistic [29, 31] was recommended to be the best

measure for diversity. It minimizes the error of ensembles

and is very easy to interpret. Different levels of diversity in

an ensemble was explicitly introduced by varying the k
value in a modified version of online bagging [15, 21],

where Poisson (1) distribution was replaced by Poisson (k)

distribution. Higher/lower values of k are associated with

lower/higher diversity (higher/lower Q-average) in an

ensemble of experts.

The performance of an ensemble with high diversity

differs from the performance of the low diversity ensemble

in classifying drifting data instances. The accuracy with

which each ensemble classifies the instances depends on

the level of severity and speed of drift present in the

dataset. From earlier research work on concept drift in

DDD [16], it has been found that for drifts with low

severity and high speed, the old high diversity ensemble

provides the best generalization accuracy. For high severity

and high speed drifts, it is a good strategy to use the new

low diversity ensemble. For low speed drifts (independent

of severity), old high diversity ensemble provides the best

accuracy during the whole period since the beginning of

the drift.

If the dataset contains drifts with low severity and

high speed, even though the new concept after the drift

would not be same but it would be similar to the old

concept. In this case the high diversity ensemble learns

the old concept only partly, and is able to converge to

the new concept by learning it with low diversity. A low

diversity ensemble would provide information from the

old concept but would have problems to converge to the

new concept [15].

If the dataset contains drift with high severity and high

speed [16], it causes big changes very suddenly. The new

concept is completely different from the old concept. The

new ensemble learning from scratch is thus the best option.

For low speed drifts (independent of severity), the new

concept gradually replaces the old concept. So only shortly

after the beginning of the drift, the best strategy is to use

the low diversity ensemble as the conceptual distribution

underlying the data instances is almost the same; but longer

after the drift independent of severity, the high diversity

ensemble learning the new concept with low diversity

provides better classification accuracy.

3.3 Performance evaluation metrics for various concept

drifting approaches

– Prequential Accuracy (%): prequential accuracy [1, 4,

32] is the average online accuracy obtained by pre-

diction of each example to be learned, prior to its

learning.

– Kappa Statistic (%): the Kappa statistic value is a

performance measure that gives a score of homogeneity

among the experts.

– Model cost (RAM-Hours): the resource efficiency of

any stream mining algorithm is judged by another
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measure i.e. model-cost (RAM-Hours). One RAM-

Hour is equivalent to one GB of RAM being deployed

for one hour.

– Time (CPU-seconds): it is the total CPU runtime

involved when testing of new instances and further

training of experts.

– Memory (bytes): it is the total amount of memory used

by any online algorithm. It consists of memory used to

store the running statistics, and that used to store the

online model.

4 Concept drifting data streams

4.1 Artificial datasets

4.1.1 Stagger concepts: Abrupt concept drift,

without noise

A concept in a Stagger [26, 54] dataset consists of three

attribute values: shape [ {circle, triangle, rectangle}, color

[ {green, blue, red}, and size [ {small, medium, large}.

The dataset contains 240 training examples, with one

example at each time step. Here, we are evaluating a

classifier based on maximum of a pair of features (i.e. two

features) and in each context at least one of the features is

irrelevant.

4.1.2 SEA Concepts: Very large dataset, abrupt concept

drift with noise

The SEA [25] dataset provides a very large sized dataset

with each training example consisting of three real-valued

attributes, xi [ R such that 0.0 B xi B 10.0.The target

concept is as in Eq. (1).

Y ¼ x0 þ x1 � h½ � ð1Þ

where h [ {7, 8, 9, 9.5} for the four data blocks. A data

instance belongs to class 1 if condition in Eq. (1) is correct

and class 0 otherwise. We can observe that only the first

two attributes (x0, x1) are relevant. There are 50,000

training examples with one example at each time step.

Noise was introduced to evaluate our approach in a noisy

domain.

4.1.3 Moving hyperplane: gradual drift with noise

The training examples in this dataset [9] are uniformly

distributed in multidimensional space [0, 1]10 and the

examples are labeled as positive if they satisfy the condi-

tion as in Eq. (2)

a0 �R10
i¼1aixi ð2Þ

The weights of the hyperplane, {ai}, are initialized to

[-1, 1] randomly, and are updated as ai / ai ? 0.001si at

each time step, where si [ {-1, 1} represents direction of

change for each weight. The threshold a0 is calculated as in

Eq. (3), at each time step.

a0 ¼ 1=2R10
i¼1ai ð3Þ

{si} is reset randomly after every 1000 training examples.

Random noise was introduced to evaluate our approach in

noisy domain. The total number of examples was 3,000.

4.2 Real-world datasets

4.2.1 Electricity pricing domain

To evaluate our approach on a real-world problem we

selected, ‘‘the electricity pricing domain [8]’’. This dataset

was obtained from TransGrid, the electricity supplier in

New South Wales, Australia. The dataset has a total of

45,312 instances collected at 30-min intervals between 7

May 1996 and 5 December, 1998. Each instance has a

feature vector consisting of five features and a class label of

either up or down. The prediction task is to predict whether

the price of electricity will go up or down and is affected

by demand and supply.

4.2.2 Breast cancer dataset

‘‘The Breast cancer dataset [36] ‘‘classifies an instance as

recurrence-events or no-recurrence-events based on the

various attribute values. This dataset was provided by the

Oncology Institute, and has repeatedly appeared in the

machine learning literature. The data set includes total of

286 instances out of which 201 instances belong to one

class and the rest 85 instances belong to another class. Each

data instance consists of 9 attributes, having either linear or

nominal values.

5 Diversified dynamic weighted majority (DDWM)

This section presents the algorithm for our approach,

diversified dynamic weighted majority (DDWM) followed

by its detailed discussion. Our approach develops two

ensembles: one with low diversity and the other ensemble
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having high diversity between the experts. These ensem-

bles of weighted experts are updated based on their clas-

sification accuracy for new instances as in DWM [10, 12].

Our approach allows creation of new experts and deletion

of poor performing experts based on its generalization

accuracy.

We use the two ensembles that vary in their levels of

diversity so that DDWM always provides good classifica-

tion accuracy in handling any type of drift present in the

dataset, ranging from high speed to low speed drifts; or

from high severity to medium severity or low severity of

drift. If the low diversity ensemble does not provide good

classification accuracy in handling any type of drift, the

high diversity ensemble is likely to provide good accuracy

while handling that drift and vice versa.

As shown in Algorithm 1, the learning system contains

two ensembles: an ensemble with low diversity (EL) and

an ensemble with high diversity (EH). Different levels of

diversity in each of these ensembles are introduced by

replacing Poisson (1) with Poisson (k) distribution in

online bagging [21], using kl and kh to generate low and

high diversity ensembles, respectively. Each of these

ensembles contains weighted pool of experts (each with an

initial weight of one (lines 3-8). An expert is added to the

ensemble based on the final global performance (G) of the

algorithm and the global performance of the ensemble (GL

for low and GH for high) in classifying the new instances

(lines 36, 37 and 46). The global performance of an

ensemble (GL or GH) is the weighted majority vote of its

experts’ predictions (line 24–25). The final global perfor-

mance of the algorithm (G) is the class with the maximum

support considering both the ensembles (EL or EH) (lines

26–30). If the overall global prediction is incorrect, each of

the ensembles is checked for their individual global per-

formance. If the global prediction (GL or GH) is incorrect,

a new expert with an initial weight of one is introduced in

the corresponding ensemble (lines 43 and 52).

If an expert in any ensemble classifies the given instance

incorrectly, then the experts’ weight is reduced by a mul-

tiplicative factor (b) (lines 14–15, 20–21) and if after fur-

ther training also it still performs poorly, then that expert is

removed from the ensemble, provided its weight reaches a

given threshold value (h) (lines 34–35). However, a

parameter p controls the weight update, creation and

removal of experts. For training of the experts in an

ensemble at each time step, one could use any base learner

considering the various parameters of the base learner and

the diversity level of the concerned ensemble (lines 58

and 61).

Algorithm 1. Diversified Dynamic Weighted 
Majority ( { , }1 , β, p, θ, λl , λh )

{X, Y}: a training data instance, with a feature vector (X) 
and class label (Y)

β: multiplicative factor for reducing weight of experts, 0≤ β 
<1

C ∈ ℕ: number of classes
{el, wl }1

m : a low diversity ensemble EL of m experts and 
their weights      

{eh, wh }1
m : a high diversity ensemble EH of m experts 

and their weights 
GL, GH, LH, LL ∈ {1,…, C}: global and local predictions 

corresponding to low and diversity ensemble
G ∈ {1,…, C}: final global prediction for any instance 

considering both the ensembles
WL, WH ∈ ℝC: sum of weighted predictions for each class 

corresponding to low diversity and high diversity 
ensemble, respectively

θ: threshold for removing experts
p:period between expert creation, removal or  weight update
n: total number of instances 
λl, λh: λ parameter for generating low and high diversity 

ensemble

1: EL ←new ensemble; // new low diversity ensemble 
using λl

2: EH ←new ensemble;   // new high diversity ensemble 
using λh 

3:   for jl =1, …., m
4:      wl jl←1;
5:   end
6: for jh=1, …., m
7:      wh jh←1;
8:   end
9: for   i =1,… n
10: WL ← 0;
11:    WH ← 0;
12:      for  kl = 1,… m
13:         LL= classify (ELkl , Xi );
14:         if (LL ≠ Yi and i mod p = 0)
15:                        wlkl = β wlkl ;              
16: WLLL ← WLLL + wlkl;`
17:      end
18: for kh = 1,… m
19: LH= classify (EHkh , Xi );
20:              if (LH ≠ Yi and i mod p = 0)
21:                       whkh = β whkh ;             
22: WHLH ← WHLH + whkh ;
23: end
24: GL ← argmax kl WLkl ;
25:      GH ← argmax kh WHkh ;
26: if (WL GL > WHGH)
27: G ← GL;
28: else
29: G ← GH;
30: end
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The formal step by step algorithm is presented in

Algorithm 1. The algorithm maintains two ensembles EL

and EH, each containing m experts each with a weight of

one, wl jl, and wh jh for jl, jh = 1,… m (lines 1–8). These

two ensembles, EL and EH maintain a set of experts

having low and high diversity between the experts,

respectively. Input to the system is n training instances,

each consisting of a feature vector and its corresponding

class label (line 9).

Every expert in an ensemble (high diversity ensemble

and simultaneously low diversity ensemble) is used for

classification of training instances, one instance at each

time step (lines 13 and 19). This gives us their local pre-

diction results. If the result of local prediction by an expert

does not match the exact label of the training instance, the

weight of the corresponding expert is reduced by a multi-

plicative factor b (lines 15 and 21). Regardless of the

experts’ prediction correctness, DDWM uses its weight to

calculate the weighted sum for each class corresponding to

each ensemble (lines 16 and 22), at each time step. The

global prediction results for low diversity ensemble (GL)

and high diversity ensemble (GH), is the class with the

maximum support (weight) as per the prediction results

from each of the ensembles (lines 24 and 25). However, the

final global prediction result G, is the class with the max-

imum weight considering both the ensembles (line 26–30).

We consider both the ensembles because it is not necessary

that the high diversity ensemble would always provide

better classification accuracy than the low diversity

ensemble, rather the classification accuracy of each

ensemble in handling any drifting dataset depends on the

speed and severity of drift present in the dataset, as

explained in Sect. 3. After each weight update, the weights

of all the experts are normalized so that after transforma-

tion, the maximum value of weight is one (lines 32 and 33).

The normalization also prevents the newly added experts

having initial weight of one to dominate the classification

results.

The approach also removes the poorly performing

experts from both the ensembles having weight less than a

predefined threshold value h (lines 34 and 35). However,

this does not remove the last expert in each of the

ensembles. The weight reduction and deletion of poorly

performing experts is controlled by a parameter period p,

which helps the learning system to handle large datasets

(lines 14, 20 and 31).

If the final global prediction (G) result for any training

instance is incorrect, we will check the global prediction by

each of the low and high diversity ensembles, GL and GH

respectively. If GL is incorrect, and the number of experts

existing in the low diversity ensemble reaches the maxi-

mum limit of permitted ensemble size (m), the weakest

expert with the minimum weight is removed from the

ensemble (lines 38–40) and a new expert (with an initial

weight of one) in GL is created maintaining low diversity

among the experts (lines 42-44). Similarly, if GH is

incorrect, a new expert in GH is created maintaining high

diversity among the experts (lines 46–54).

The creation of new experts is also controlled by the

parameter p (lines 31–56). Finally, after using the new

training instance to train every single expert in each of the

ensembles, at each time step (lines 57–62), DDWM outputs

the final global prediction G, which gives us the final

classification result for any instance (line 63). DDWM is an

online algorithm for handling concept drift. The parameter

p, defines the period over which DDWM does not update

the experts’ weight and will not create new experts’ or

delete the poorly performing experts. However, learning of

the experts continues during this period p, to make the

ensembles adapt better to the new target concepts.

31: if (i mod p = 0)
32: wl ← normalize_ weights (wl);
33:     wh ← normalize_ weights (wh);
34:     {el, wl} ← delete ({el, wl}, θ );
35:      {eh, wh}← delete ({eh, wh}, θ );
36:  if (G ≠ Yi)
37:      if (GL ≠ Yi)
38:       if (num _experts(EL)  = m)
39: {el, wl} ←rem_weak ({el, wl})
40: m ← m-1;
41: end
42:        m ← m+1;
43: elm ← new_expert_creation ();
44:        wlm ← 1;
45:      end  
46: if (GH ≠ Yi)
47:      if ( num_experts(EH)  = m)
48: {eh,wh}←rem_weak({eh, wh});
49: m ← m-1;
50: end
51:  m ← m+1;
52: ehm ← new_expert_creation ();
53:     whm ← 1;
54:     end  
55:   end
56:  end
57: for (kl =1, …… , m)
58:    elkl ← learn_experts (elkl, Xi, Yi);
59:   end
60:  for (kh=1, …… , m)
61:         ehkh ← learn_experts (ehkh, Xi, Yi);
62:   end
63:   output G;
64: end
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6 Experimental evaluation and results

6.1 Experimental objectives, design and measures

analyzed

The objective of the various experiments with DDWM is to

analyze the behavior of our approach in different situations

and to validate it, showing that it provides an answer to our

first and fourth research questions presented in Sect. 2. The

empirical analysis also identifies for which types of drift

our approach works better and the reason for its behavior.

Empirical analysis of our approach was done using

massive online analysis (MOA) [2], a tool developed for

analyzing online data streams. In our experiments, the

various performance measures that have been analyzed are

prequential accuracy, memory usage and evaluation time.

In some cases, the model-cost and kappa statistic values

have also been compared. Our paper also compares the two

ensembles existing in DDWM: the low diversity ensemble

and the high diversity ensemble at each time step, while

handling abrupt drifts in dataset. The paper presents a

detailed comparative analysis of the behavior of our

approach in noisy and non-noisy domains. The impact of

variations in the number of experts, the period value (that

controls the update, deletion and creation of new experts),

variation in multiplicative factor for weight reduction and

the threshold value on the performance of DDWM, has also

been analyzed in detail. DDWM has been empirically

compared with EDDM [1] (an approach that explicitly uses

a mechanism to deal with drifts), DWM [10, 12] (an

approach that does not explicitly use a mechanism to

handle drifts), with Blum’s implementation of Weighted

Majority [3, 13], the worst-case learner i.e. standard

implementation of naı̈ve bayes (NB) with no drift handling

capabilities and with Hoeffding Tree (HT) that used

methods that were based on VFDT [49] enriched with

change detection mechanism.

The standard implementation of naı̈ve bayes in MOA

provided the worst-case learning system as the system was

not designed to handle any drifting concepts and learns

from all the examples in the dataset. Hoeffding Tree is a

decision tree learner that requires each example to be

learned at most once and requires a small constant time to

process it. The resulting tree is nearly identical with the

tree built by conventional batch learner, given enough

examples to train and build the Hoeffding tree. It uses

Hoeffding bound that gives certain level of confidence on

the best attribute to split the tree, hence we can build the

model based on certain number of instances that we have

seen. It does not assume feature independence for a dataset

as was the requirement for the naı̈ve bayes classifier.

The prequential accuracy is calculated based on the

classification given to the current training instance before

the instance is used for updating the system. The term

update here refers to the learning of the experts as per the

current training example; change the weights of the

experts in each ensemble, deletion of poor performing

experts from each ensemble and creation of new experts

in each ensemble. Our approach has been compared with

the other approaches in terms of the various performance

metrics as discussed in Sect. 3.3, numerically as well as

empirically. The numerical results provide us the average

values corresponding to the various performance metrics

whereas the graphs give us the actual information at each

time step of learning and predictions. The illustrations

provide us information about the behavior of our

approach: at the time of drift, soon after the drift, fairly

longer after the drift and in the presence of noise. It also

helps us to identify for which types of drifts, our system is

highly stable or highly sensitive. The slope of the graphs

gives us information about the rate at which our concept

drifting system converges to new concepts, achieving

higher accuracy levels.

The method to update, create or remove the experts in

DDWM is similar to the one used to maintain the experts in

DWM. This is so as to provide a fair comparison between a

concept drifting ensemble system with weighted experts

and an ensemble system with weighted experts using the

concept of diversity, thus answering the first and fourth

research questions as validated by the experimental results.

Comparisons were also done with EDDM, a concept

drifting approach that uses a mechanism to handle concept

drift. The results were completely in favor of our approach.

Better performance of our approach as compared to Blum’s

implementation of weighted majority helps us to state that

for handling drifting concepts, a pair of features is not

sufficient for getting a good ensemble learning system, as

was the belief of WM algorithm.

The ensembles were created using (modified) online

bagging [21]. Further, diversity in the ensembles was

introduced using the Poisson (k) distribution in Online

Bagging [21], and the parameter kl for getting the low

diversity ensembles was set to 1, for all the experimental

evaluations. The kh value for the high diversity ensembles

were chosen after performing 10 preliminary executions

using kh = 0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1

and 0.5, giving a total of 80 executions for each data set.

The values of kh which gives the best average results are:

0.1 for Stagger dataset, 0.0005 for SEA dataset and 0.0005

for hyperplane. Further for real world datasets, the value of

kh was 0.5 for electricity pricing domain and 0.05 for

Breast cancer dataset. For the various experiments, the base

learner mainly used by DDWM was naı̈ve bayes [20] and

to analyze the behavior of DDWM when there was feature

dependence, Hoeffding tree (HT) was used in some cases.

In our experiments, we repeated this procedure 50 times for
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each dataset and the results were the average results over

these 50 runs of each dataset.

For all the experimental evaluations, the value of the

multiplicative factor b for DDWM and DWM was set to

0.5. However, in case of WM the value of b (multiplicative

factor) was taken to be 0.9. The value of the threshold for

removing the experts in DDWM, WM and DWM, was set

to 0.01 (i.e. h = 0.01 for DDWM and DWM; c = 0.01 for

WM). For WM approach each expert maintained a history

of only its last prediction. The parameters warning level

and drift level, for EDDM have been set to 0.95 and 0.90

respectively.

To perform empirical analysis of DDWM on Stagger

concepts with 240 instances (i.e. n = 240), the maximum

size of the ensembles was set to 10 experts (i.e. m = 10).

We set to update the weights, create or remove experts

every 10 time steps (i.e. p = 10). In the first context of 80

time steps, the examples are treated as positive if they have

the following concept description, i.e. size = medium or

size = large. In the next (80 time steps), the concept

description is defined by two relevant attributes, col-

or = green or shape = circle. In the third context, the

training examples are classified as positive if the concept is

size = small and color = red. To evaluate our algorithm,

we randomly generate 80 training examples of the current

target concept, and calculate the prequential accuracy with

one example at each time step.

We perform empirical analysis on SEA concepts using

50,000 instances (i.e. n = 50,000), and setting themaximum

size of the ensembles to 5. For DDWM and DWM we set to

update the weights, create or remove experts every 50 time

steps (i.e. p = 50). For the first 12, 500 time steps, the target

concept is with h = 7. For the second data block, h = 8; the

third data block has h = 9; and the last concept has h = 9.5.

To evaluate our drift detection algorithm DDWM on SEA

concepts, we randomly generate 12,500 examples of the

current target concept, and compute the prequential accuracy

with a new example at each time step. In one experimental

evaluation, we added 10 % class noise.

To perform empirical analysis of DDWM on hyperplane

concepts with 3,000 instances (i.e. n = 3,000), the size of

the ensembles was set to 4 experts (i.e. m = 4). For

DDWM and DWM, we set the value of period to be 50

time steps (i.e. p = 50). Random noise was introduced by

switching the labels of 5 % of the training examples. We

computed the prequential accuracy of the various approa-

ches with a new example at each time step. Here we have

also evaluated DDWM with another base learner, Hoeff-

ding Tree (HT) that does not assume any feature inde-

pendence as was the assumption in case of standard naı̈ve

bayes classifier.

To perform empirical analysis of DDWM on electricity

pricing dataset, the maximum size of the ensembles was set

to 15 experts (i.e. m = 15). For DDWM and DWM, we set

the value of period to be 10 time steps (i.e. p = 10). Here

we have evaluated, DDWM using two different base

learners, one was naı̈ve bayes (DDWM-NB) and another

was HT (DDWM-HT). All the values for the various

parameters of DWM and DDWM were the same so the

comparison could be based solely on the approach used in

each of the cases and not because of variation in any other

feature. Since this is an online task, we first obtained pre-

dictions from the various learners and then trained each

learner with one example at each time step, in the temporal

order as each example appears in the dataset.

For empirical analysis of DDWM on a real time static

dataset, we used the Breast cancer dataset from the UCI

repository [48] containing 286 instances (i.e. n = 286).

The maximum size of the ensembles was set to 5 and the

value of period in DDWM and DWM, was set to 10 time

steps. Here we have evaluated DDWM, EDDM and DWM,

by using naı̈ve bayes as the base classifier and the exper-

imental results were the average results over 50 runs of the

dataset. We processed the examples in the same order as

they appear in the dataset with one example at each time

step.

The empirical analysis of DDWM and the final con-

clusions are based on the following facts:

1. EDDM approach always uses new classifiers created

from scratch which is not always the best choice to

handle drifting concepts. DWM uses old experts

updated as per their accuracy in classifying the new

instances, create newly learnt experts and removes the

experts which perform very poorly on the present

concepts. Blum’s implementation of WM changes the

weights of the experts as per their accuracy on the

training instances and trains these experts as per the

new instances but does not have the provision to create

new experts. Hence, EDDM, DWM and WM do not

appear to be good systems in handling all types of

drifts. However, our approach maintains two ensem-

bles: a high diversity ensemble (experts classify the

training instances very differently from each other) and

a low diversity ensemble (experts classify the training

instances almost similar to each other). In situations

where low diversity ensemble does not provide good

accuracy, the high diversity ensemble has a very high

probability of achieving good accuracy levels and vice

versa also holds.

Secondly, DDWM maintains almost double the number

of experts as compared to DWM, hence giving DDWM an

opportunity to maintain better learnt and better varied

experts. Hence, DDWM appears to be the best system for

handling any type of drifts, irrespective of the presence of

noise in the dataset. The performance of our approach in
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terms of the various performance metrics is dependent on

the selection of the base learner used in the various

experimental evaluations. Our approach provided very

good accuracy levels without any fear of non-accurate drift

detections.

Another observation from the comparative analysis of

the low diversity ensemble and the high diversity ensemble

in DDWM helps us to state that for high speed drifts, the

low diversity ensemble provides better prequential accu-

racy than the high diversity ensemble. However, with the

progress in learning the experts in high diversity ensemble

have an improved adaptation rate to the new concepts.

2. The memory requirements of DDWM are the highest

among all the approaches. This is because DDWM

maintains two sets of experts as compared to a single

expert in DWM and WM, and a single classifier in

EDDM and naı̈ve bayes. Empirical analysis shows that

WM requires consistent memory storage whereas

DDWM storage varies with the progress in learning.

This is because Blum’s implementation of WM does

not have the provision to delete the poor performing

experts or create newly learnt experts. DWM also

requires almost consistent storage as the rate of update

to experts, creation or removal of experts in its single

ensemble is very low as compared to DDWM which

has a higher rate of update to experts, creation or

removal of experts in its two ensembles in response to

the drifts present in the dataset and maintains only

good experts in the system. For similar reasons, the

average evaluation time and the model-cost of DDWM

is the maximum among all the approaches. However

the exponentially low cost and higher accuracy levels

of our system, makes it highly beneficial even in a

resource constrained environment.

Another observation from the comparative analysis of

the low diversity ensemble and the high diversity ensemble

in DDWM helps us to state that the average evaluation time

and the memory requirements of both the low diversity

ensemble and the high diversity ensemble are almost the

same and are independent of the level of diversity among

the experts.

3. The kappa statistic value in DDWM varies as per the

type of drift present in the dataset. DWM maintains

lower value of homogeneity (lower kappa statistic

value) as compared to DDWM irrespective of noise or

type of drift present in the dataset. When a drift is

detected, DWM maintains its ensemble the same way

as DDWM but DDWM includes a low diversity

ensemble which makes the system highly homoge-

neous (higher kappa statistic value) as compared to

DWM. EDDM resets the system when the drift level is

triggered hence maintaining a lower kappa statistic

value (i.e. higher diversity) as compared to DDWM

that only updates the system. However, in the presence

of noise their kappa statistic values are almost similar

because of large number of misclassifications and

extensive updates to ensembles in DDWM. The kappa

statistic value is dependent on the base learner used by

DDWM.

In Sect. 6.2 to 6.6, using various artificial and real time

datasets we have proved that the concept of diversity in

DDWM has given us an ensemble system that performs

with very good prequential accuracy, while handling any

type of drift varying from gradual to abrupt drifts, irre-

spective of the presence of noise in the dataset. In Sect. 6.2,

we have also empirically compared the two ensembles: the

low diversity ensemble and the high diversity ensemble

existing in DDWM, in terms of the various performance

metrics.

The analysis has helped us to identify the performance

metrics for which DDWM works better than the other

approaches, on the various datasets and explained the

reason for its performance. We have also analyzed the

influence of the various parameters: m (size of each

ensemble) (in Sect. 6.3) and p (value of period) (in

Sect. 6.3 and 6.4), h (value of threshold) (in Sect. 6.5) and

b (the value of the multiplicative factor) (in Sect. 6.5) on

the various performance metrics used to evaluate DDWM.

The results have illustrated the impact of using naı̈ve bayes

(NB) and using Hoeffding tree (HT) as base classifiers, on

the performance of DDWM while handling different types

of drifts.

6.2 Experimental evaluation on stagger concepts

The results of analysis of DDWM-NB (DDWM with naı̈ve

bayes as base learner) on the Stagger concepts in terms of

prequential accuracy have been illustrated as in Fig. 1a.

The graphs show that DDWM performs similarly as

DWM-NB (DWM with naı̈ve bayes as base learner) and

EDDM-NB (EDDM with naı̈ve bayes as base learner) on

the first target concept, and illustrates better accuracy on

the second and third target concepts. However, EDDM

detects false alarms between time steps 60 and 70. DDWM

reached second and third target concepts earlier than

EDDM with higher prequential accuracy. DDWM illus-

trates similar behavior as DWM on the second and third

target concepts as their graphs have similar slope and

asymptote and shows better accuracy than DWM. The

better accuracy of DDWM is because of the diversified

ensemble of experts present in DDWM and not only

because of the basic ensemble of experts that also exists in

DWM.
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As expected the memory requirements of DDWM is

more than double the requirements for DWM as DDWM

maintains two ensembles (one low diversity and one high

diversity) at any given time step in contrast to DWM which

maintains only a single ensemble. The graphs for DDWM

and DWM show almost consistent memory need apart from

time steps, 80 and 160 where a sudden drift is observed,

resulting in incorrect local predictions and large number of

experts are removed from the ensembles as their weights

reach the given threshold value, leading to a sudden fall in

memory requirements. However, when the final prediction

by DDWM was incorrect there was a sudden drop in pre-

quential accuracy as illustrated in Fig. 1a, new experts

were created in each of the ensembles resulting in gradual

increase in storage requirements, and these experts after

effective training result in an increase in accuracy as

illustrated in Fig. 1a, b, respectively.

It can be seen from the graphs in Fig. 1b, the memory

requirements dropped by almost 0.007 bytes in DDWM at

times of drift as compared to a drop of only 0.001 bytes by

DWM. This means that DDWM is more sensitive to errors,

detecting changes and improving its performance giving

higher accuracies than DWM on the new concepts. EDDM

requires hardly any storage for its model as it is a single

classifier approach. DDWM takes more average evaluation

time than that needed by EDDM and DWM as illustrated in

Fig. 1c. This is because DDWM needs to update two sets

of ensembles in contrast to DWM which updates a single

ensemble when there is a drift. Further, the rate of removal,

creation and update to experts in DDWM is quite higher

than the updates in case of DWM as seen in Fig. 1c with

DDWM showing the maximum slope and DWM illustrat-

ing the minimum slope.

When DDWM is evaluated using Stagger concepts (i.e.

high speed drifts), we observe that the ensemble with low

diversity gives better prequential accuracy than the high

diversity ensemble on all the three target concepts as

illustrated in Fig. 2a. The low diversity ensemble helps

DDWM achieve better accuracy than EDDM and DWM.

The slope of high diversity ensemble is higher than the low

Fig. 1 Average results of evaluation of DDWM on Stagger concepts based on a Prequential accuracy b Memory c Evaluation Time
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diversity ensemble as seen in the Fig. 2a, around time steps

130 and 180, which means that with the progress in

learning the experts in high diversity ensemble have a

higher adaptation rate to the new concepts. This is because

when a drift has high severity and high speed, it causes big

changes very suddenly. The new concept has almost no

similarities to the old concept. So in our approach of the

two ensembles with high or low diversity levels, the

ensemble learning with low diversity provides better

accuracy on the new concept, after the drift.

The average evaluation time taken by both the ensem-

bles is almost the same at each time step as seen in Fig. 2b.

The low diversity and the high diversity ensemble of

DDWM maintain same number of experts at each step as

illustrated by overlapping of their graphs in Fig. 2c. Hence,

we can state that the time and the memory requirements of

any ensemble approach are independent of the level of

diversity among its experts. It has been illustrated in

Fig. 2d, that the low diversity ensemble in DDWM has

almost 80 % homogeneity (or 20 % diversity) among its

experts as its name suggests whereas the high diversity

ensemble with kh value of 0.1 illustrates almost 30 %

homogeneity (or 70 % diversity).

In the time period after 80 time steps, when the

system tries to adapt to drift, the slope for the kappa

statistic graph is higher for low diversity ensemble than

that for high diversity ensemble. This means new experts

created in low diversity ensemble increase the homoge-

neity level of the experts within a very short time span,

maintaining the low diversity characteristic of the

ensemble. Further with the progress in learning, the

experts in both the ensembles regain their desired

homogeneity levels for effective accuracy in classifying

the new training instances. Hence, it is a good strategy

to use a low diversity ensemble for handling abrupt

drifts present in a dataset as it gives better accuracy than

the high diversity ensemble within same time and

memory requirements.

DDWM—NB performed similarly as naı̈ve bayes and

WM on the first target concept as can be seen in Fig. 3a.

Fig. 2 Comparison of the high diversity and the low diversity ensemble in DDWM using Stagger concepts a Prequential Accuracy (%)

b Evaluation Time (CPU seconds) c Memory (bytes) d kappa statistic (%)
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However, it showed better prequential accuracy than the

other two learners on the second and third target concepts.

Both the naı̈ve bayes and WM gave similar accuracy on all

the three target concepts, as seen by overlapping of their

graphs. Our approach outperforms WM and naı̈ve bayes in

terms of slope and asymptote. WM detects false alarms

drop at time steps 70 and 140, so we can say only a pair of

features is not sufficient for getting a good predictor for this

problem, as was believed by WM algorithm.

As expected, the memory utilization of DDWM is far

more than naı̈ve bayes and WM as illustrated in Fig. 3b, as

explained earlier. However, it can be observed that WM

requires consistent storage in contrast to DDWM whose

storage varies as per detection of drifts in the dataset. This

is because WM does not have the provision to create new

experts when the predictions are incorrect and receives

predictions from all the existing (nu 2) experts (nu corre-

sponds to number of features for any instance). On the

other hand, DDWM dynamically updates, create or remove

the experts in response to the drifts present in the dataset

and maintains only good experts in its ensembles.

The model cost for DDWM is the maximum as it

maintains its two ensembles as seen in Fig. 3c. On the

other hand, WM is less costly than DDWM as it maintains

only a single ensemble of experts. Naı̈ve bayes is the least

costly of all the three approaches since the model is not

updated to handle drifts in concept. Further, the graph for

DDWM has the highest slope indicating the highest rate of

increase of model-cost as compared to that for WM and

naı̈ve bayes.

The average results of our experimental evaluation using

the Stagger concepts over fifty runs of the dataset have

been summarized as in Table 1. From the empirical ana-

lysis of the results, DDWM is highly sensitive to change

and updates very frequently, resulting in best prequential

accuracy among all the approaches. We have evaluated our

Fig. 3 Performance of DDWM -NB on the Stagger Concepts in comparison with Naı̈ve Bayes and weighted majority. a Prequential accuracy

(%). b Memory (bytes). c Model cost (RAM-Hours)
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approach using naı̈ve bayes as the base classifier that

assumes independence of the features of the dataset.

However, to prove that the high performance of our

approach is not dependent on any such requirement, we

evaluate our approach using Hoeffding tree as base clas-

sifier that does not have any such requirement of feature

independence.

The graph of Fig. 4 illustrates the results for DDWM-

HT (DDWM with Hoeffding Tree as base learner) on the

Stagger concepts in terms of prequential accuracy. DDWM

performs with better accuracy than EDDM-HT (EDDM

with Hoeffding tree as base learner) andWM-HT (WM

with Hoeffding tree as base learner) on the all the three

target concepts. It has also been observed that Hoeffding

tree performs similarly as WM on all the target concepts as

illustrated by overlapping of their graphs. DDWM-HT

illustrates better performance than DWM-HT (DWM with

Hoeffding tree as base classifier) on the first and third

target concepts and almost similar performance on the

second target concept. DDWM performs with the highest

average accuracy of 85.02 %, whereas DWM-HT performs

with 82.19 % accuracy, EDDM performs with 77.69 %

average accuracy, Hoeffding tree and WM-HT performs

with similar accuracy of 74.35 %, average over 50 runs of

the dataset. Hence, from analysis of the graphs in Fig. 1a

and Fig. 4, we can easily state that our approach performs

the best while handling abrupt drifts in dataset, independent

of any base classifier. These results prove that the high

performance of DDWM is applicable for any dataset,

having a variation in its feature set from being independent

such as using naı̈ve bayes classifier to dependent features

such as time stamped variables.

6.3 Experimental evaluation on a very large dataset

with concept drift: SEA Concepts

DDWM shows high sensitivity to noise even when the base

algorithm does not support noise and improves its perfor-

mance very quickly ultimately resulting in very good

average prequential accuracy on the fourth target concept

as illustrated in Fig. 5a. The high sensitivity to noise could

be observed as we see large number of fluctuations in graph

for DDWM as compared to EDDM. On the second target

concept, DDWM converged more quickly to the target

concept that too with higher accuracy better than EDDM

and DWM approach. With the progress in learning,

DDWM reached high accuracy levels almost similar to

EDDM as seen in the Fig. 5(a) on the second, third and

fourth target concepts.

EDDM detected false alarms as can be seen in the

period surrounding 37,500 time steps by a drop in accuracy

of EDDM before actual drift occurs at 37,500 time steps.

On the third and fourth target concepts, DDWM and DWM

learned the new concepts at almost the same time step but

EDDM took more time to adjust to drifts, to achieve its

best accuracy levels. On the fourth target concept after

43,000 time steps, DDWM achieved accuracy similar to

EDDM approach while DWM gave the worst accuracy.

Our approach was better than EDDM in terms of slope on

all the four target concepts and provided very good accu-

racy levels without any fear of non-accurate drift

detections.

Comparative analysis of DDWM-NB and DWM-NB on

Stagger and SEA concepts led to the conclusions that in

case of dataset with abrupt concept drift both DDWM and

DWM showed similar accuracy on the first target concept

as in Fig. 1a, however when noise was present our

approach gave better accuracy than DWM as illustrated in

Fig. 5a. This is because of extensive updates to the

ensembles in DDWM as a result of noise and large number

of misclassifications. Hence, DDWM handles drifts in a

noisy domain better than the DWM approach and this is

only because of the underlying mechanism in DDWM and

not because of the base learner as both DDWM and DWM

used the naı̈ve bayes as the base learner.

As expected the evaluation time taken by DDWM is

always higher than the time taken by EDDM and DWM as

Table 1 Experimental results for DDWM-NB on the stagger con-

cepts average over 50 runs

EDDM DWM DDWM NB WM

Accuracy 79.16 83.31 88.43 76.00 76.00

kappa statistic 59.54 67.88 70.87 53.38 53.38

model cost (*exp. -9) 0.32 0.25 2.11 0.00 1.25

Time 0.11 0.09 0.29 0.03 0.21

Memory 0.00 0.01 0.03 0.00 0.02

Fig. 4 Average prequential accuracy of DDWM on the stagger

concepts using Hoeffding tree as base classifier
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illustrated in Fig. 5b. All the learning systems have expo-

nential time graphs in contrast to linear time graphs in-case

of Stagger concepts (abrupt drift without noise). This

means in noisy condition, the approaches made more

misclassifications and therefore the rate of creation of

experts and updates was higher, involving more CPU time

than the condition without noise.

WM and naı̈ve bayes achieve better prequential accu-

racy than DDWM on the first target concept as shown in

Fig. 6. However, with the progress in learning on the

second, third and the fourth target concept, DDWM

achieved very high accuracies outperforming naı̈ve bayes

and WM approach. DDWM is highly sensitive to noise

than WM and naı̈ve bayes, detecting changes and

improving its performance as seen by 5–7 % accuracy

variation by DDWM as compared to only 2–3 % in case of

WM and naı̈ve bayes approach. The standard implemen-

tation of naı̈ve bayes provided the worst case learner as it

has no direct method of removing the outdated concept

descriptions. When DDWM detects the presence of noise,

because of incorrect local predictions the experts weights

are updated and they are removed when their weights reach

the defined threshold value. If during further learning, the

global prediction by an ensemble is incorrect, a new better

learned expert is created in the concerned ensemble. Hence

for very large datasets containing noise, DDWM provides

the best learnt system among all the approaches, achieving

very high average accuracies.

DDWM illustrates better accuracy on SEA concepts

without noise than it observed in a noisy domain as seen in

Fig. 7a. In the noisy condition, since 10 % of the examples

are relabeled, DDWM-NB made more mistakes and cre-

ated more experts than in the condition without noise.

DDWM also shows large variations in accuracy (almost

5 % to 7 %) in the noisy domain as the accuracy drops

because of large number of incorrect global predictions and

needed extensive training of its ensembles, whereas in the

condition without noise, the graph illustrates an almost

consistent and stable behavior (with maximum of 1 %

variation in accuracy).

As expected, the memory graph for DDWM-NB in

noisy condition shows large number of misclassifications,

resulting in increased frequency of removal and creation of

experts, as illustrated in Fig. 7b by large fluctuations in

memory requirements in a noisy domain as compared to a

condition without noise as seen in the period between time

steps 16,000 and 25,000. However, after 28,000 time steps

Fig. 5 Performance evaluation of DDWM-NB as compared to EDDM and DWM, using SEA concepts with 10 % class noise. a Prequential

accuracy (%). b Evaluation time (CPU- seconds)

Fig. 6 Performance evaluation of DDWM-NB as compared to WM

and naı̈ve bayes on SEA concepts with 10 % class noise. The graphs

for NB and WM overlap showing similar accuracy on all the four

target concepts
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the two graphs show a similar trend but the memory needs

of DDWM-NB in a non-noisy domain is far lower than its

requirements in a noisy condition.

In order to control the large number of experts existing

in a noisy domain we can use the parameter p effectively.

Increasing the value of period p from 50 to 100 reduced the

memory needs of DDWM-NB considerably as illustrated in

Fig. 8b. This is because as we increased the value of per-

iod, the rate of updates to experts and rate of removal of

experts is reduced, the system got more time to train these

existing experts making them highly adaptable to the new

concepts. This reduced the number of incorrect final pre-

dictions, reducing the need for creation of new experts in

each of the ensembles and still achieving almost similar

accuracy levels as the system with earlier period value of

50 as illustrated in Fig. 8a.

The average results of our experimental evaluations on

the SEA concepts for all the concept drifting systems over

the 50 runs of the dataset have been summarized as in

Table 2. Analysis of the results, led to the conclusion that

DDWM gave very high accuracies on dataset containing

abrupt drift and noise. DDWM gave almost similar accu-

racy as EDDM maintaining a low diversity and a high

diversity ensemble based on earlier concept descriptions

and that are trained to adapt themselves on the new concept

distributions. The extensive updates of experts’ weights

and creation of new better learnt experts, makes it highly

accurate than the DWM approach, WM and the naı̈ve ba-

yes classifier, in terms of prequential accuracy adapting

quickly to the new concepts. Our approach proves to be

very resource effective as depicted by an exponentially low

value of RAM-Hours.

Fig. 7 Performance of DDWM-NB using the SEA concepts with 10 % class noise compared to SEA concepts with no noise. a Prequential

accuracy (%). b Memory (bytes)

Fig. 8 Performance evaluation of DDWM-NB on SEA concepts with 10 % class noise. The value of period was increased from 50 to 100 with

number of experts capped at five. a Prequential Accuracy (%). b Memory (bytes)
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The average results of DDWM-NB on the SEA concepts

with 10 % class noise with variations in the parameters:

period p and number of experts m averaged over the 50

runs have been summarized as in Table 3. The change in

the value of period from 50 to 100 did not considerably

affect accuracy. However, it increased the homogeneity

among the experts as depicted by the value of kappa sta-

tistic. This is because if the period value is 100, it will

update the experts’ weights or will remove or create new

experts only after 100 time steps have passed since the last

update. When the period value is increased, it will take

longer to update the ensembles and the old experts would

be maintained for a longer time increasing the homogeneity

level of the ensemble. The system achieved reduced model

cost and slight reduction in the average evaluation time.

The increase in the value of parameter m (i.e. number of

experts) from 5 to 10 experts increased the average eval-

uation time and the memory requirements of a system

without showing any improvement in accuracy, in handling

drifts. The cost of the system was almost doubled with

m set to 10 experts. This is because our system required

more time to update, store and train the 10 experts than it

needed for a 5 expert system with no change in accuracy of

the system. Empirical analysis of DDWM on SEA concepts

with 10 % class noise led to the conclusion that the

appropriate values of parameters: period p and number of

experts m can make our system more real time and very

effective in handling drifts in a resource constrained

environment with little effect on accuracy.

6.4 Experimental evaluation on moving hyperplane

dataset

From earlier research work on concept drift, EDDM has

been found to be the best approach for handling gradual

and very slow gradual changes. As illustrated in Fig. 9a,

DDWM provides better accuracy than EDDM in the first

1,200 examples and almost similar performance as DWM.

However, in the next set of 1,200 examples, EDDM

achieves very high accuracy as compared to DDWM and

DWM. DDWM responds quickly to changes than EDDM,

updating its ensembles and improving its performance

achieving very high accuracy levels same as EDDM after

2,400 time steps. On the other hand, DWM shows reduc-

tion in prequential accuracy while handling gradual drifts

and noise. The better performance of DDWM as compared

to DWM is because of concept of diversity introduced in its

two ensemble approach and not only because of the

methodology of weight updates, creation or removal of

experts that is also inherent in DWM.

EDDM however detects non- accurate drifts as seen in

Fig. 9(a) between time steps 300 and 400, where DDWM

and DWM shows gradual increase in accuracy whereas

EDDM’s accuracy drops.

As illustrated in Fig. 9 (b), WM and naı̈ve bayes per-

form similarly in terms of prequential accuracy as seen by

overlapping of their graphs. DDWM also performed almost

as well as naı̈ve bayes and WM achieving very high

accuracy on the first set of 1,200 examples. However, on

the next set of examples its performance dropped consid-

erably and the differential between the performance of

DDWM and naı̈ve bayes was very large. As seen in

Fig. 9(b) around 1,200 time steps DDWM responds

quickly to changes than WM approach. It updates its

ensembles in response to gradual changes and noise,

improving its performance thus achieving very high accu-

racy levels as similar as WM after 2,400 time steps. Hence

our approach, DDWM provides a very good concept

drifting system good enough to handle noisy gradual drifts.

In the case of gradual drifts, variation in value of period

p, drastically affects the performance of DDWM as illus-

trated in Fig. 10a. When the period value was reduced to

Table 2 Average experimental results for evaluation of DDWM-NB on the SEA concepts, over 50 runs of the dataset with number of experts

capped at 5 and the period value set to 50

EDDM DWM DDWM (10 % class noise) DDWM (no noise) WM NB

Accuracy 86.30 84.45 85.81 94.83 83.7 83.7

Kappa statistic 69.86 65.67 68.99 87.81 64.7 64.7

Model cost(*exp.-6) 0.14 0.12 0.66 0.56 0.43 0.02

Time 64.06 65.99 129.01 120.01 96.50 31.38

Memory 0.00 0.00 0.02 0.02 0.02 0.00

Table 3 Experimental results for DDWM-NB on the SEA concepts,

average over 50 runs varying the parameters: number of experts

m and period p

m = 5,

p = 50

m = 5,

p = 100

m = 10,

p = 50

Accuracy 85.81 86.36 85.54

Kappa statistic 68.99 70.29 68.38

Model cost

(*exp. -6)

0.66 0.53 1.33

Time 129.01 127.62 204.43

Memory 0.02 0.02 0.03
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10 time steps, i.e. updates, creation and removal of experts

could happen only after 10 time steps since the last update,

the prequential accuracy dropped considerably. These

accuracy levels dropped further when the updates were

allowed after each time step (i.e. p = 1). Hence, we can

easily conclude that increase in the rate of updates to

experts (with p = 1), resulted in increased rate of removal

and creation of experts effecting the accuracy levels as

experts did not get enough time to adapt to gradual drifts.

As expected the increase in updates, creation or removal of

experts increased the CPU involvement time as illustrated

in Fig. 10b. All the time graphs show linear rise despite the

presence of noise in dataset. So, the best value of period p

for hyperplane problem was 50 time steps resulting in the

best accuracy levels with the least CPU involvement.

As expected when DDWM is implemented on hyper-

plane dataset without noise, it achieves better accuracy as

illustrated in Fig. 11a. However, at around 2,300 time

steps DDWM when implemented on hyperplane dataset

with noise illustrates a considerable improvement in

accuracy reaching levels, higher than that achieved in the

condition without noise. This means incase of datasets

with gradual drifts our approach gives a more stable

system and provides very good prequential accuracy

irrespective of noise present in the dataset. DDWM pro-

vides a very good ensemble learning system that detects

gradual changes very quickly and improves its perfor-

mance achieving very high accuracies even in a noisy

domain. On the contrary, in datasets with sudden drift

DDWM gives better accuracy results in the condition

Fig. 9 Prequential accuracy (%) of DDWM-NB on moving hyperplane dataset with 5 % noise. a DDWM-NB as compared to EDDM and

DWM. b DDWM-NB as compared to Naı̈ve bayes and weighted majority

Fig. 10 Performance evaluation of DDWM on moving hyperplane dataset containing gradual drifts and noise, varying the value of period

p based on following performance metrics. a Prequential accuracy (%). b Evaluation Time (CPU seconds)
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without noise than in the noisy domain as discussed earlier

in SEA concepts.

To compare our approach using another base learning

algorithm which does not have any assumption of feature

independence, we have used Hoeffding Tree (HT) as the

base classifier. DWM-HT and the standard implementation

of HT illustrate very good prequential accuracy in the first

1,200 time steps as illustrated in Fig. 11b. DDWM-HT

performed almost as well as DWM-HT and HT on the first

1,200 time steps. All the three systems have curves which

are similar in terms of slope and asymptote. However, after

1,200 time steps DDWM-HT achieves higher accuracy

than DWM but considerably lower accuracy than HT.

Around 2,400 time steps, with the progress in learning our

approach DDWM-HT illustrates very good performance as

similar as HT and far better than DWM-HT which shows

decrease in accuracy levels. Also, we can state that change

in the base classifier does not affect the accuracy of

DDWM as can be seen from graphs in Figs. 9a and 11b.

This is because both naı̈ve bayes and HT perform similarly

while handling gradual drifts and noise. The average results

of DDWM-NB on the hyperplane concepts averaged over

50 runs have been summarized as in Table 4. DDWM-NB

provided very high accuracies while handling datasets

containing gradual drifts irrespective of noise present in the

dataset. It responds very quickly to change in concepts and

updates its ensembles to achieve the best accuracy levels.

6.5 Experimental evaluation on electricity pricing

domain

Overall, hoeffding tree averaged 79.23 % and DWM-HT

averaged 87.43 % prequential accuracy whereas DDWM-

HT depicted the best accuracy of 88.69 % as illustrated in

Fig. 12a. DDWM converged more quickly to the target

concepts than DWM and Hoeffding Tree learner as can be

seen in the graphs, surrounding time step 21,000.

As seen in Fig. 12a, DDWM-HT showed the maximum

accuracy whereas HT showed the minimum accuracy while

handling drifts in the real-world electricity pricing dataset.

The curves for DDWM and DWM were similar in terms of

slope however DDWM provided a more stable system than

DWM and HT. For reference, we can see the work by

Harries [8] who used an online version of C4.5 [50] and

builds a decision tree from examples in a sliding window

reporting accuracy between 66 and 67.7 %. Hence the

concept of diversity which is exclusive to our approach

helps DDWM-HT achieve the best accuracy among all the

approaches.

As a dataset derived from a real-world phenomenon, we

cannot predict when and how many times concept drifts

has occurred. Nonetheless, DDWM-HT has appeared to be

more robust to change present in the samples than DWM-

HT and Hoeffding tree. One example is the period around

20,000 time step, where prequential accuracy of DDWM

remains nearly constant (maximum 3 % variation) whereas

Hoeffding tree shows a large drop in their accuracies

Fig. 11 Accuracy of DDWM on hyperplane dataset. a Dataset with noise as compared to the condition without noise. b DDWM with Hoeffding

Tree (HT) as the base classifier as compared to DWM-HT and simply Hoeffding Tree as the concept drifting system

Table 4 Experimental results for DDWM on the hyperplane dataset

with 5 % noise, average over 50 runs of the dataset using naı̈ve bayes

as the base learner

DDWM EDDM DWM WM NB

Accuracy 85.51 85.30 83.44 86.08 86.08

kappa statistic 70.90 70.47 66.76 73.26 73.26

Model cost (*exp. -9) 2.76 0.71 0.72 1.53 0.12

Time 0.55 0.23 0.17 0.33 0.10

Memory 0.03 0.00 0.01 0.03 0.01
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around 15 % drop. In case of DDWM if one ensemble

performs poorly another ensemble provides good classifi-

cation results so that the system provides good overall

accuracy. This is clearly illustrative in the graphs around

time step 20,000, as the accuracies of DWM and Hoeffding

tree drop, whereas DDWM shows an improvement in its

accuracy levels. DDWM-NB achieves accuracies higher

than naı̈ve bayes and almost similar accuracy as DWM-NB

as seen in Fig. 12b.

DDWM-HT achieved higher accuracies than DDWM-

NB as can be seen from the graphs of Fig. 12. If we

compare the plots of Hoeffding tree and naı̈ve bayes, we

see that hoeffding tree achieved higher accuracies as

compared to naı̈ve bayes. Thus, the higher accuracy of

DDWM-HT is due to differences in the base learners rather

than to something inherent in DDWM.

As illustrated in Fig. 13a, variation in the value of b in

DDWM does not affect accuracy of our approach. How-

ever, it does impact the memory requirements and the cost

of the system. DDWM with b value of 0.7 requires the

maximum average memory to store its experts whereas

the systems with b value of 0.3 and 0.5 require lower and

the same amount of memory for its effective evaluation as

seen in Fig. 13b. This is because higher the value of b
would reduce the experts’ weight earlier to the threshold

value and result in increased frequency of removal and

creation of new experts in the ensembles, resulting in

increased model cost of the system as illustrated in

Fig. 13c.

The model cost of DDWM was maximum when the b
value was 0.7 whereas DDWM with b value of 0.5 and 0.3,

involved similar cost as illustrated in Fig. 13c. This means

the best value for b was 0.5 to effectively update weight of

poor performing experts, without any increase in memory

requirements and cost (as further lower values of b did not

reduce the memory requirements or cost) of the system.

The variation in the value of threshold h did not influence

the performance of DDWM in terms of any of the metrics,

apart from evaluation time which varies very little as

observed from Table 5.

The average results of DDWM on electricity pricing

dataset have been summarized as in Table 6. So we can

easily conclude from the results, that DDWM gives the best

prequential accuracy among various approaches on a real

time electricity pricing domain when HT was used as the

base classifier. When DDWM and DWM used HT as base

classifier, they required almost double the CPU evaluation

time than when naı̈ve bayes was used as their base clas-

sifier. So the increase in the time is because of change in

base classifier and not because of something inherent in

DDWM. The use of HT as base classifier increased the

homogeneity among the experts of DDWM as compared to

that using NB as base learner, as validated by the value of

kappa statistic in Table 6. All the systems proved to be

very resource effective as validated by almost exponen-

tially low value of RAM-Hours.

6.6 Experimental evaluation on breast cancer dataset

DDWM-NB achieved better prequential accuracy than

DWM at every single time step as illustrated in Fig. 14a.

The graph for DDWM is better than DWM in terms of

slope as seen around 40 time steps. DDWM achieves

higher accuracies as compared to DWM that too at a very

fast rate as seen in the period between time steps 150 and

160. DDWM-NB provides a more stable system than

DWM-NB. This can be clearly seen from the examples in

the period between time steps 175 and 200, where the

prequential accuracy of DDWM remains nearly constant

while DWM illustrates a drop during this period. Overall,

Fig. 12 Accuracy of DDWM on electricity pricing domain. a Using Hoeffding Tree as the base classifier. b Using naı̈ve bayes as the base

classifier
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DDWM averaged 68.66 % accuracy and DWM-NB aver-

aged 65.06 % accuracy over 50 runs of the dataset.

The memory needs for DDWM is almost double the

needs for DWM as it maintains two ensembles rather than

one in-case of DWM as illustrated in Fig. 14b. However,

DDWM provides better learnt ensembles as it maintains

only the minimum required number of experts and removes

the poor performing experts. This was shown in the graph

by gradual drop of 0.01 bytes in memory needs of the two

ensembles of DDWM whereas DWM shows a drop of

almost 0.001 bytes for a single ensemble as seen in

Fig. 14b around 70 time steps. This means there is an

average drop of 0.005 bytes in memory requirements per

ensemble in DDWM which is huge as compared to DWM.

Reduction in memory needs means, large number of poor

performing experts were removed in DDWM as compared

to DWM. The average results of DDWM on breast cancer

dataset have been summarized as in Table 7.

After analysis of the results as summarized in Table 7,

we can conclude that DDWM performs better than DWM

and EDDM in terms of prequential accuracy. However,

DDWM’s performance is almost similar as the perfor-

mance of standard implementation of naı̈ve bayes classifier

that has not been designed to handle any drifts and learns

from all the examples in the stream. The approach provides

us highly homogeneous experts as observed from its kappa

statistic value, which is highly beneficial for classification

in static datasets. DDWM proves to be highly resource

efficient achieving high accuracy even in static concepts.

Fig. 13 Performance evaluation of DDWM on electricity pricing domain, varying the value of multiplicative factor b keeping threshold value at

0.01. a Prequential accuracy (%). b Memory (bytes). c Model cost (RAM-Hours)

Table 5 Experimental results for DDWM –NB on electricity pricing

domain, varying the value of threshold h, all the other parameters are

same (i.e. b = 0.5, m = 15, p = 10)

H = 0.005 H = 0.01 H = 0.03

Accuracy 85.37 85.37 85.37

kappa statistic 69.72 69.72 69.72

Model cost (*exp. -6) 1.23 1.22 1.22

Time 77.77 77.67 77.64

Memory 0.08 0.08 0.08
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Hence DDWM could be used for classification of any

dataset varying from static to highly dynamic datasets.

7 Conclusions

In this paper, we presented an online ensemble method,

Diversified dynamic weighted majority which maintains

two sets of weighted ensembles: one with high diversity

and the other one with low diversity. We described two

implementations of DDWM, one with naı̈ve bayes as the

base learner and the other using hoeffding tree as the base

classifier. On the problem domains we considered, the

diversity concept in the two sets of weighted ensembles

helped DDWM provide a better response to concept drift

than the other learners such as those that considered only

single ensemble of weighted experts (i.e. DWM and WM),

and approaches based on the distance between classifica-

tion errors (i.e. EDDM).

Analysis of the experimental results of DDWM using

Stagger concepts state that DDWM shows the best average

prequential accuracy among DWM and EDDM. Our

approach is highly sensitive to errors, detects changes and

improves its performance delivering the best accuracy in

handling sudden drifts in dataset. However the average

evaluation time was the maximum for DDWM as it

maintains two sets of experts and involves highest rate of

updates, creation and deletion of experts. Comparison

between the high diversity and low diversity ensemble of

DDWM clearly proves that for sudden drifting datasets, the

low diversity ensemble provides us better accuracy than the

high diversity ensemble. Secondly, the evaluation time

taken by any ensemble is independent of the level of

diversity among its experts. Empirical evaluation of our

approach using Stagger concepts states that DDWM also

provides better prequential accuracy than the Blum’s

implementation of weighted majority and the standard

implementation of naı̈ve bayes. We also evaluated our

approach using Hoeffding tree as base classifier, achieving

very high average prequential accuracy. The results led us

to state that our approach performs with high accuracy for

Table 6 Average experimental

results for DDWM on electricity

pricing domain, with naı̈ve

bayes and hoeffding tree as the

base learners

DDWM-HT DWM-HT HT NB DDWM-NB DWM-NB

Accuracy (%) 88.69 87.43 79.23 73.40 85.87 85.86

Kappa statistic(%) 76.52 73.98 56.27 39.95 69.72 70.69

Model cost (*exp.-6) 12.8 0.03 0.03 0.002 1.22 0.002

Time (CPU-seconds) 160.66 7.96 12.04 1.66 77.67 4.03

Memory (bytes) 0.39 0.02 0.07 0.01 0.08 0.01

Fig. 14 Performance of DDWM on Breast Cancer dataset containing 286 instances, averaged over 50 runs of the dataset based on following

metrics. a Prequential accuracy (%). b Memory (bytes)

Table 7 Average experimental results for DDWM using breast

cancer dataset, with naı̈ve bayes as base classifier

DDWM DWM NB EDDM

Accuracy (%) 68.61 65.06 68.62 66.18

Kappa statistic (%) 24.97 20.75 26.11 20.67

Time(CPU-seconds) 0.07 0.02 0.01 0.02

Memory(bytes) 0.04 0.02 0.01 0.00
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any dataset, varying from dependent feature set to an

independent feature set as in naı̈ve bayes classifier.

Our approach proves itself to be the best approach in

handling abrupt drifts in very large datasets as seen by

analysis of evaluation results using SEA concepts. It pro-

vided very high accuracies and converged very quickly to

the target concepts as compared to the other approaches.

DDWM shows very high sensitivity to noise but detects

changes and improves its performance achieving the best

accuracy levels as similar as EDDM. On the other hand,

EDDM suffered from false alarms and large number of

non-accurate drift detections. Results on SEA concepts

without noise prove that DDWM provided very high

accuracies on very large dataset without noise, with highly

reduced memory requirements and lower evaluation time

than in a noisy domain.

The change in the value of period did not significantly

affect accuracy but considerably reduced the memory

requirements of DDWM as seen in the experimental results

using SEA concepts. The increase in the period value led to

reduction in model cost and decreased the overall CPU

involvement. Empirical analysis of DDWM using SEA

concepts clearly led to the conclusion that the increase in

the value of parameter m (i.e. number of experts), increased

the average evaluation time, model cost and the memory

requirements of a system without showing any improve-

ment in accuracy, in handling sudden noisy drifts. Hence

we can easily state that the value of period and the maxi-

mum number of experts existing in any given system for

handling abrupt drifts should be chosen carefully so as to

get the best results within least possible memory and time

requirements.

Our approach responds quickly to gradual changes,

updating its ensembles and improves its performance

achieving very high accuracy levels as seen in experiments

using moving hyperplane problem. It was observed that the

change in the value of period greatly affects the perfor-

mance of our system while handling gradual drifts in

dataset. The accuracy of the system was directly propor-

tional to the value of period and the evaluation time was

inversely proportional to the period value while handling

gradual drifts containing noise.

To evaluate our approach on a real-world problem we

used Electricity pricing domain. The results show that the

use of a better base learning algorithm such as HT

improved the accuracy of DDWM as compared to its

accuracy when NB was used as the base learning algo-

rithm. Secondly, our approach provided a very stable sys-

tem with almost consistent accuracy levels. It was

empirically proved that the variation in the multiplicative

factor in DDWM does not affect accuracy of DDWM but it

does impact the memory requirements and the cost of the

system. However, the variation in the threshold value does

not affect the performance of DDWM in terms of any of

the performance metrics. We also evaluated DDWM on

another real-world static dataset, breast cancer dataset. Our

approach converged quickly to target concepts with higher

accuracy levels, giving a better learnt system than DWM.

For future work, we plan to improvise our approach to

handle datasets with weighted instances, in which based on

the weights some training instances will be explicitly dis-

carded from the training dataset. We would also like to

investigate mechanisms for handling novel class detection

such as those present in an adaptive ensemble classifier

approach [51]. We would also try to enhance our approach

to handle recurrent drifts, investigating mechanisms as

those present in ACE [18, 20]. We also aim to handle

concept drifting under dynamic feature sets where the

distinctive features used for describing the instances,

change over time. New better mechanisms can be intro-

duced to handle weights of experts, to make our approach

more resource effective by reducing its overall time and

memory usage and maintaining only the best experts in

each of the ensembles that are sufficient enough to provide

good accuracy in a resource constrained environment.
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