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Abstract This paper deals with the recognition of hand-

written Malayalam character using wavelet energy feature

(WEF) and extreme learning machine (ELM). The wavelet

energy (WE) is a new and robust parameter, and is derived

using wavelet transform. It can reduce the influences of

different types of noise at different levels. WEF can reflect

the WE distribution of characters in several directions at

different scales. To a non oscillating pattern, the ampli-

tudes of wavelet coefficients increase when the scale of

wavelet decomposition increase. WE of different decom-

position levels have different powers to discriminate the

character images. These features constitute patterns of

handwritten characters for classification. The traditional

learning algorithms of the different classifiers are far

slower than required. So we have used an extremely fast

leaning algorithm called ELM for single hidden layer feed

forward networks (SLFN), which randomly chooses the

input weights and analytically determines the output

weights of SLFN. This algorithm learns much faster than

traditional popular learning algorithms for feed forward

neural networks. This feature vector, classifier combination

gave good recognition accuracy at level 6 of the wavelet

decomposition.

Keywords Character recognition � Feature extraction �
Wavelet energy � Extreme learning machine

1 Introduction

Handwriting recognition has been a popular area of research

since few decades under the purview of image processing

and pattern recognition [1]. A major goal of pattern rec-

ognition research is to create human perception capabilities

in artificial systems. The task of automatically reading

handwriting with close to human performance is still an

open problem and the central issue of an active field of

research [2]. This may be due to the large degree of vari-

ability of human writing. Handwritten character recognition

(HCR) systems have to address issues such as infinite

variety of character shapes, similarity between characters,

and distorted and broken characters [3]. The system having

intelligence in recognizing the natural handwriting for all

possible scripts around the world is the need of the current

era. As a first step of document understanding, a digital

image of the document to be analyzed needs to be captured

by a scanner or digital camera. Then the segmented char-

acters are subject to a number of preprocessing steps that

aim at reducing the variability in the appearance of hand-

writing [2]. The basic problem is to assign the digitized

character to its symbolic class. A pattern recognition algo-

rithm is used to extract shape features and to assign the

observed character to the appropriate class. In the case of

handprint, it is loosely referred to as intelligent character

recognition (ICR) [4]. It provides significant benefit to

man–machine communication.

The techniques for automatic handwriting recognition

can be distinguished as being either online or offline

depending on the particular processing strategy applied.

Online recognition is performed as the text to be recog-

nized is written. In contrast, offline recognition is per-

formed after the text has been written [2]. It deals with

the analysis of spatio-luminance of an image. Two critical
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issues of developing a handwriting recognition system are

the selection of a feature set and designing a classifier. The

state of the art classifiers include statistical classifier such

as modified quadratic discriminant function (MQDF),

neural classifiers such as multi layer perceptron (MLP),

radial basis function (RBF) classifier, polynomial classifier

(PC), learning vector quantization (LVQ) and support

vector machine (SVM) [5]. The state of the art features in

HCR are the different variants of direction features [6].

These include chain code [7], gradient [8], and curvature

features [9]. Gabor transform [10] and statistical/structural

features [11] have also been successfully used in character

recognition research. Shi et al. [9] considered a composite

feature by combining gradient and curvature feature

vectors.

The aim of feature extraction of the recognition struc-

ture is to extract discriminant information from an image of

a character as well as to reduce its dimension of repre-

sentation. This reduction is required to make the concep-

tion of the classification system easier, when the

discriminant feature extraction allows presenting compe-

tently a character to the classifier. In this paper, we adapt a

feature called wavelet energy (WE) computed from

wavelet transform (WT). Wavelets are powerful tools of

multi-resolution analysis, which have been widely used in

image processing applications. A 2D wavelet transform can

decompose the image in several directions at different

scale. Moreover, to a non oscillating pattern, the ampli-

tudes of wavelet coefficients increase when the scale of

wavelet decomposition increase. WE of different decom-

position levels have different powers to discriminate

character images [12]. Computation of WE parameter is

easy, and it produces better recognition accuracy. The main

advantage of using this parameter is its ability to separate

the character from noise in the wavelet transformed domain

[13].

Once discriminant features have been extracted, they are

submitted to a logic decision system whose task is to

identify the character that they represent. Over the years,

artificial neural networks (ANN) have widely used in

classification tasks. The popularity of neural networks is

due to their ability to approximate complex nonlinear

mappings directly from the input samples [14]. However,

their performance is strongly affected by the quality of the

representation of the characters. This may require a large

number of parameters to represent the character. Moreover,

the gradient based learning algorithms (back propagation)

may easily get stuck in a local minimum. Also, the acti-

vation functions need to be differentiable [15]. The com-

putation time will also increase with the increase of

network size. So, it is necessary to perform efficient fea-

tures extraction on the one hand, and to take steps to reduce

the training/testing time on the other hand. ELM is an

efficient algorithm which tends to reach the smallest

training error, obtain smallest norm of weights, produce

best generalization performance, and runs extremely fast

[16].

The remaining part of this paper is organized as follows.

The next section reviews the work done on HCR for var-

ious language domains. Section 3 introduces the derivation

and analysis of the WE parameter. ELM is briefly

explained in Sect. 4. An experiment on handwritten Mal-

ayalam character recognition using wavelet energy feature

(WEF) and ELM is given in Sect. 5. This paper concludes

in Sect. 6 by specifying the advantages of using this

approach for HCR.

2 Previous work

The constant development of computer tools leads to the

requirement of easier interfaces between man and com-

puter. Such an interface can be created with offline systems

which have significant economic impact on specialized

domains such as interpreting handwritten postal addresses

on envelopes, automatic processing of bank cheques and

official forms, offline signature verification, whiteboard

reading, etc. [2]. The importance of these applications has

led to intense research for several years in the field of

offline HCR.

2.1 Handwritten character recognition

A general framework of handwriting recognition involves

tasks such as preprocessing (noise removal, text detection

or similar), segmentation, representation (skeleton, con-

tour, pixels or other), feature extraction and recognition.

Some approaches do not use all these elements but only a

subset [17]. One may find so much of work for languages

like Arabic, Chinese, and Indian scripts Hindi, Kannada,

Tamil, Bengali, Malayalam, and Gujarati. Offline HCR

systems are matured only in few languages like English

and Chinese [18]. The nature of character set (language)

has great influence on the performance of HCR system.

Abuhaiba et al. [19] proposed a set of character graph

models to recognize isolated Arabic letters. Each model

was a state machine with transitions corresponding to

directions of segments in the character and with additional

fuzzy constraints to distinguish some characters. Amin

et al. [20] also used a skeleton based graph representation

for the recognition of Arabic letters. Structural features

including curves were fed into a five layer neural network.

Both image level [21] and structural features [22] have

been applied to Arabic handwriting recognition. The for-

mer places the burden of processing on the recognizer,

while the latter involves more processing at the feature
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detection stage. More training data would be needed for

image level features to model handwritten character

shapes. Structural and hybrid approaches are more com-

mon in handwritten Arabic. Al-Shaher and Hancock

considered the recognition problem from a different per-

spective [23]. They choose seven basic shape classes found

in Arabic characters, each of which consisted of only one

trajectory. Their system distributed twenty points uni-

formly along each trajectory to train point distribution

models (PDMs). Test result showed that a mixture of

PDMs achieved significantly better performance than did a

single PDM. The uncommon representation of contour

projections is employed by Dehghani et al. [24] for Persian

character recognition. The image is projected in multiple

directions and the chain code of the contour of each pro-

jection is obtained. The contour is sampled, and the fea-

tures are obtained for each section using a two dimensional

pattern, the number of active pixels, and slope and curva-

ture. Separate feature vectors from the contours of hori-

zontal and vertical projections are computed and modeled

by individual hidden Markov models (HMM), yielding

two HMMs per character. During recognition, the scores

from individual classifiers are integrated to improve the

performance.

HMMs are also appropriate for learning characteristics

that are difficult to describe intuitively. Today, systems

based on Markov models (MM) are successfully used for

automatic handwriting recognition. In [25], HMMs are

used for the recognition of both legal and courtesy amounts

in bank cheques. A cheque reading system that recognizes

both legal and courtesy amounts on French cheques in real

time with a read rate of 75% and an error rate of 1 in

10,000 is described in [26]. It uses a segment and recognize

(using multiple classifiers) paradigm. The approach of first

recognizing the legal amount to drive the recognition of the

courtesy amount is used in [27]. Albert et al. [28] con-

structed leave-one-out-training and leave-one-out-testing

HMMs (LOOT-HMM), and carried out an experiment on

handwritten digit recognition problem. In a sequence of

M observations, leave an observation out of the original

sequence and make a new sequence without this observa-

tion. Repeat the process on all observations in this

sequence and create M new sequences. Then, sum up the

likelihood of all M sequences to make a final decision.

Obtaining high recognition accuracy is often difficult for

a single classifier due to the enormous variability in the

handwritten shapes. One solution is to employ a cascade of

classifiers with a rejection strategy. Nunes et al. [29] used a

cascade of classifiers along with a recognition scheme

having low computational complexity. Giusti et al. [30]

presented a two stage recognition system in which the

patterns rejected by the first classifier were classified by the

second classifier. Cao et al. [31] used a multistage classifier

system comprising two different neural networks for the

recognition of handwritten numerals in two stages. Geor-

gios et al. [32] presented a feature extraction technique

based on recursive sub division of the character image so

that the resulting sub images contain balanced number of

foreground pixels. Feature extraction is followed by a two

stage classification scheme based on the level of granu-

larity of the feature extraction method. Classes with high

values in the confusion matrix are merged at a certain level,

and for each group of merged classes, granularity features

from the level that best distinguishes them are employed.

Lei et al. [33] proposes an optimal dimensionality

reduction method based on the integration of geodesic paths

and non-parametrical dimensionality reduction. In order to

solve large scale pattern recognition problems like Chinese

character recognition, the authors present a simplification

strategy for algorithms. This approach greatly speeds up

training by employing non-parametrical dimensionality

reduction algorithms optimized with geodesic distance. It is

more effective than principle component analysis (PCA)

and linear discriminant analysis (LDA) with stronger clas-

sification ability. Tsukumo and Tanaka [34] proposed 1D

nonlinear normalization methods which normalize an input

character into a relatively stable shape and successfully

applied to character recognition. Fu and Xu [35] applied

Bayesian decision based neural networks for classification,

whilst Mao and Mohiuddin [36] introduced character deg-

radation models for training the ensemble of character

classifiers using a boosting algorithm.

Several experiments have been conducted using the

database ETL-9B. Dong et al. [37] has achieved a recog-

nition rate of 99% using SVM. Liu et al. [38] proposed 1D

moment and bi-moment normalization methods using

quadratic curve fitting. They also proposed 2D normali-

zation methods [39] to reduce the runtime complexity, and

obtained a recognition rate of 99.19%. Liu et al. [40]

proposed MQDF3, and discriminately trained the parame-

ters to boost the recognition rate to 99.39%. Kato et al. [41]

employed slant correction and an asymmetric Mahalanobis

distance for classification, and attained a recognition rate of

99.42%. One problem in the training of statistical classi-

fiers is the lack of sufficient training samples. The problem

can be alleviated by reducing the feature dimension using

Fisher’s discriminant, as well as by regularizing the

covariance matrix as is done in MQDFs. A third technique

is to augment the training set by generating a huge number

of artificial distorted samples from the existing training

samples. Recently, Leung et al. [42] combined all the three

techniques and boosted the recognition rate to 99.46%.

Leung and Leung [43] propose critical region analysis

technique to tackle the problem of similar character clas-

ses. The central idea of the critical region analysis method

is to highlight the particular cells (critical regions) that can
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distinguish between two similar character classes by

extracting finer features from these regions. The extra

features extracted are appended to the original feature

vector so that the overall contribution of the critical regions

in the feature vector is increased. The authors adopted a

hierarchical multi classifier approach, in which a two class

classifier is used for each pair of similar character classes

called confusing pair. The input character is first classified

by the first level classifier. If it is identified as belonging to

a confusing pair, the corresponding two class classifier is

invoked to give a final classification; otherwise, the deci-

sion from the first classifier is final. This approach pro-

duced the highest recognition accuracy of 99.53%.

Pattern recognition studies on various Indian scripts are

also widely reported. Chinnuswami et al. [44] presented

their work to recognize handwritten Tamil characters. In

this work, authors have used the structure of Tamil char-

acters. Using the curves and strokes of characters, features

were identified and statistical approach was used for the

classification. Shanthi et al. [45] used SVM for the rec-

ognition of handwritten Tamil characters. In this work

image subdivision was used for feature extraction.

Sukhaswami et al. [46] used multiple neural network

associate memory for the recognition of both printed and

handwritten Telugu characters. Many preprocessing activ-

ities such as smoothing, thinning, skew detection and

correction, and normalization can be found in the work

done on Gujarati numeral recognition [47]. A skew angle

detection of Indian script documents is proposed in [48].

Rajasekhara Aradhya [49] proposed an offline handwritten

numeral recognition system for four south Indian languages

Kannada, Tamil, Telugu and Malayalam. In this work,

author suggested a feature extraction technique based on

zone and image centroid. The author has used two different

classifiers, nearest neighbourhood and back propagation

neural network, to achieve 99% accuracy for Kannada and

Telugu, 96% for Tamil and 95% for Malayalam.

Dutta et al. [50] recognized both printed and handwrit-

ten alphanumeric Bengali characters using curvature fea-

tures. Here, features like curvature maxima, curvature

minima, and inflexion points were considered. Thinning

and smoothing were also performed prior to classification

of characters. Bhattacharya et al. [51] described a hybrid

scheme, while Bhowmick et al. [52] used stroke features

for the recognition of handwritten Bengla numerals and

characters, respectively. Ujjwal and Chaudhuri [5] pre-

sented a multistage cascaded recognition scheme using

wavelet based multi resolution representations and MLP

classifiers for the recognition of mixed handwritten

numerals Bengla, Devanagari and English. In this scheme,

a numeral is subjected to three MLP classifiers corre-

sponding to three coarse to fine resolution levels in a cas-

caded manner. If rejection occurs even at the highest

resolution, another MLP is used as the final attempt to

recognize the input numeral by combining the outputs of

three classifiers in previous stages. Hanmandlu and Murthy

[53] proposed a fuzzy model based scheme for the recog-

nition of handwritten Devanagari numerals. Banashree

et al. [54] attempted the identification handwritten Hindi

digits, using diffusion half toning algorithm. Here, a six-

teen segment display concept has been used for feature

extraction.

Lajish [55] has applied several techniques for the rec-

ognition of handwritten Malayalam characters. The author

has used features like state space point distribution, zoned

vector distance and fuzzy zoned normalized vector distance

(FZ-NVD), and the classifiers c-means clustering, k-NN,

class modular neural network and adaptive neuro fuzzy

inference system (ANFIS). The highest recognition rate of

82.35% is obtained for FZ-NVD-ANFIS combination. This

work pointed out the need of other discriminating features

for this pattern recognition problem. Bindu and Raju have

done some works on this problem using MLP and NVD

[56–60]. The authors have explored the meshing tech-

niques to divide the thinned image into 16 blocks and

measured NVD from it. In [60], a recognition accuracy of

76.21 and 76.45% is obtained when NVD is measured from

common origin (global elastic meshing) and local origin

(fuzzy boundary based meshing), respectively. When the

local elastic meshing with common origin is used, the

recognition rate is increased to 79.8% [56]. An improved

recognition accuracy of 83.31% is obtained by measuring

the NVD from local centroid (fixed meshing) [57]. The

accuracy is increased to 88.22% by using three more fea-

tures namely, aspect ratio, image code, and the distance

between image origin and centroid. In [58], multiple MLP

classifiers are used to boost the recognition rate to 93.3%.

A QDF based character recognition system attained an

accuracy of 89.99%, in which each thinned image is divi-

ded into 64 blocks [59]. In all these works, the poor per-

formance of thinning algorithm affected in the recognition

accuracy. Binu and Babu [61] used discrete features and

MLP to achieve a recognition rate of 90.18%. In this work,

efficient skeletonization and skeleton pruning algorithms

are used to get better features. Still, the parasitic compo-

nents created due to writing style of the people are

unavoidable. Wavelet based feature extraction method is

also used in Malayalam character recognition [3, 62, 63].

Binu et al. [62] compared the performance of back prop-

agation (BP) and multiple back propagation (MBP) algo-

rithms using wavelet mean based features. The work on

binary images showed the superiority of MBP with a rec-

ognition rate of 80.85%. Raju [63] investigated the possi-

bility of using 1D wavelet transform of vertical and

horizontal projection profiles of thinned characters. This

work is extended in [3] by taking the average of wavelet
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coefficients as the feature. When the aspect ratio is also

included in the feature set, the recognition rate is increased

to 81.3% using MLP. Even though wavelet mean is used in

different environments, the recognition rate does not go

beyond a certain limit. This clearly shows the lack of

discriminating power of this feature.

The above HCR systems have proposed many feature

extraction methods and classification techniques for dif-

ferent languages. The approaches found suitable for one

language need not give the same level of performance for

another language. Even though different combination of

features and classifiers were used in Malayalam character

recognition, a remarkable achievement is not yet obtained.

The experimental result showed that the classifiers were

not efficient w.r.t. time either in training stage or in testing

stage. The different feature sets also could not contribute

much to improve the recognition accuracy. This really

motivated us to search for a new set of features and an

efficient classifier. In this work, we have used ELM, a fast

learning algorithm, and a wavelet based feature set known

as wavelet energy. ELM is faster than SVM and has better

generalization ability [64]. It gave better recognition

accuracy than SVM, HMM, and nearest mean classifiers

[65]. Some works based on wavelet features are given in

the next section. The discriminating power of these features

mainly depends on the choice of wavelet, decomposition

level, and further processing of wavelet coefficients. Here,

the WEF is measured as the square of wavelet coefficients,

and the suitable wavelet and decomposition level are

determined through experimentation. Different from the

previous methods of extracting features from thinned

images, this approach takes features from binary images.

3 Wavelet transform

Wavelets are localized basis functions which are translated

and dilated versions of some fixed mother wavelet. They

form a foundation for representing signals, such as images,

in a hierarchy of increasing resolutions. This multi reso-

lution analysis enables us to analyse the image in different

frequency bands. WT is a technique for analyzing the

time–frequency domain that is most suited for a non sta-

tionary signal. It uses the localized basis function to cap-

ture the localized features of a signal. Hence, it provides

better signal approximation than other tools such as Fou-

rier, sine or cosine transform [13]. The ability to capture

local information is essential because characters are locally

quite different [66]. Wavelet analysis provides immediate

access to information that can be obscured by other time–

frequency methods such as Fourier analysis.

The application of WT to a wide variety of problems is

so plentiful that they have emerged as the most promising

techniques in the past decade. Wavelets helped to analyse

variations of values at financial markets. Biologists used

them for cell membrane recognition; the federal bureau of

investigation considered the wavelet application for storage

of 30 million sets of criminal fingerprints; computer

scientists exploited them in image processing like edge

recognition, image searching, animation control, image

compression and even Internet traffic description; engi-

neers used WT for time phenomenon study in transient

process. Recently, wavelets have been implemented for

structural health monitoring and damage detection. In

seismic engineering, wavelets analyse seismic records for

geologic purposes [67].

The WT decomposes the original image into four sub

bands: approximation and the three detail sub bands in the

horizontal, vertical and diagonal directions (Fig. 1). This

process can be iterated until a predefined number of levels

to obtain the multi resolution representation of the image.

The levels refer to the inverse of the size of aperture of the

wavelet filter to be applied on the image. As the WT

requires downsampling by two from one level to another,

the maximum level of applying the WT depends on the

number of data points in the data set. For an image with a

size of s times s pixels, the number of levels is M, where

2M = s/2 [68].

3.1 Feature extraction using wavelets

Features are information passed to the recognizer, such as

pixels, shape data, or mathematical properties [17]. Some

papers have been published using WT as a feature

extractor. In the last 20 years, wavelet and similar trans-

formations became popular for image processing tasks

including character recognition. In image processing, dis-

crete wavelets with finite support and compact are more

Fig. 1 2D discrete wavelet transform [12]
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popular due to their relations to multi-resolution filter

banks. These wavelets have finite impulse response [3].

Use of multi resolution analysis for character recognition is

found in [69] and [70]. Favata et al. [69] implemented a

multi resolution approach to feature generation by com-

puting the features at three stages: local, global and inter-

mediate. The dynamic character recognizer proposed by

Park et al. [70] starts with features extracted at a coarse

resolution while finer resolution of a sub image is consid-

ered on each successive recursive passes until the classi-

fication meets certain acceptance criteria. In [5], the

wavelet filter is applied three times, and the chain code

histogram feature is extracted from each of the detailed

image components DL/L
(k) , k = 1, 2, 3. For computation of

features from DL/H
(k) , DH/L

(k) , and DH/H
(k) , the bounding box of

each of them is divided into 8 9 8 blocks and the number

of black pixels is counted. The feature vector is formed by

concatenating DL/L
(k) , DL/H

(k) , DH/L
(k) , and DH/H

(k) .

The zero crossings of the wavelet transform provide the

locations of sharp signal variation. [71] used the count of

zero crossings at different scale as a feature. In [72], feature

extraction is done by taking the wavelet packet transform

of the character image (using best basis algorithm) for a

desired number of multi resolution levels. In [73], the

authors proposed a scheme to recognize unconstrained

handwritten numerals using Haar wavelets to extract multi

resolution features. Two types of feature vectors were

considered. The first type used only the features at one

resolution level and the second type used all the features at

two resolution levels. [74] proposed a method to recognize

unconstrained handwritten numerals using spline wavelet

CDF 3/7. In this system, bi-dimensional wavelet transform

was applied and the four resulting sub band images of

coefficients were used as feature vector. Minhua et al. [66]

decomposed the character skeleton at two scales of reso-

lution and yielded seven sub band images. Each sub band

image is further divided into sub blocks and extracted WE.

The sum of wavelet coefficients in the sub block/sub band

image is taken as the WE. Wavelet energy density (WED)

of a sub block is calculated by dividing its WE with that of

the corresponding sub band image. The WEDs of all the

sub blocks together constitute the WED feature.

3.2 Wavelet energy

The features extracted from wavelet coefficients are

numerous, including total energy, statistical representation

such as mean and standard deviation, histogram properties

and co-occurrence matrix features. A simple and powerful

feature extracted from the wavelet coefficients is the WE of

approximation and detail images. Such energy signatures

provide a good indication of the total energy contained at

specific spatial frequency levels and orientations. WEF

computed using Discrete Wavelet Transform (DWT) is one

of the best features to be used in the classification process.

It is also robust to some extent of rotation and translation of

the images. This paper also analyses the discriminabilities

of different wavelets at each level. The experimental result

shows that the order of discriminability increases as the

level increases.

In order to extract the features, WT is applied to each

binary image. The wavelet coefficients from the approxi-

mation sub band and the detail sub bands of all the

decomposition levels are used to formulate the WEF [68].

It is determined using the following equations.

WE in horizontal, vertical and diagonal directions at ith

level is defined as:

Eh
i ¼

XP

x¼1

XQ

y¼1

ðHiðx; yÞÞ2 ð1Þ

Ev
i ¼

XP

x¼1

XQ

y¼1

ðViðx; yÞÞ2 ð2Þ

Ed
i ¼

XP

x¼1

XQ

y¼1

ðDiðx; yÞÞ2 ð3Þ

These energies reflect the strength of the images’ details

in different directions at the ith wavelet decompose level.

The energy of non oscillating patterns is concentrated at the

large wavelet decomposition scales. The feature vector,

ðEh
i ;E

v
i ;E

d
i Þi¼1;2;...;M ð4Þ

where M is the total wavelet decomposition level, can

describe the global details information of a character image

efficiently. Since the energy values of components obtained

from decomposed images varies widely, the normalized

energy values are used to develop our recognition method.

Normalization is performed by the total energy calculated

using Eq. (5). This normalized vector is called the WEF. WEF

is composed of different level WEFs, which have different

abilities to discriminate handwritten characters [12].

Etotal ¼
XK

k¼1

XR

i¼1

ðck
i Þ2 ð5Þ

where R is the total number of wavelet coefficients of each

sub band, K is the total number of sub bands, and ci
k is the

ith coefficient of the kth sub band.

WE of the approximation sub band can be similarly

determined using approximation coefficients.

4 Single hidden layer feed forward network

The research on approximation capabilities of feed forward

neural networks has focused on two aspects: universal
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approximation on compact input sets and approximation in

a finite set of training samples. In real applications, neural

networks are trained in finite training set. For function

approximation in a finite training set, Huang and Babri [75]

show that a single hidden layer feed forward network

(SLFN) with at most N hidden nodes and with almost any

nonlinear activation function can exactly learn N distinct

observations. According to conventional neural network

theories, SLFN with additive or RBF hidden nodes are

universal approximators when all the parameters of the

networks are allowed adjustable. However, as observed in

most neural network implementations, tuning all the

parameters of the networks may cause learning compli-

cated and inefficient, and it may be difficult to train net-

works with non-differentiable activation functions such as

threshold networks. Huang et al. [16] proved that the input

weights and hidden layer biases of SLFN can be randomly

assigned if the activation functions in the hidden layer are

infinitely differentiable. In order to let SLFNs work as

universal approximators, the network sequence ffN̂g with

randomly generated hidden nodes can coverage to any

continuous target function f by only adjusting the output

weights.

Let L2(X) be a space of functions f on a compact subset

X in the d-dimensional Euclidean space Rd such that |f|2 are

integrable, i.e., $X|f(x)|2dx \?. Let eN̂ � f � fN̂ denote

the residual error function for the current network fN̂ with

N̂ hidden nodes. Huang et al. [14] proved that given any

bounded non-constant piecewise continuous activation

function g:R ? R for additive nodes or integrable piece-

wise continuous activation function g:R ? R (and

$Rg(x)dx = 0) for RBF nodes, for any continuous target

function f and any randomly generated sequence fgN̂g;
limN̂!1 jjeN̂ jj ¼ 0 holds if bN̂ ¼ he�1

N̂
; gN̂i=jjgN̂ jj

2
. The

network with fixed architecture and randomly assigned

hidden nodes is called ELM where the output parameters

are determined by ordinary least square and according to

limN̂!1 jjf � fN̂ jj ¼ 0 [14].

4.1 Extreme learning machine

The slow learning speed of feed forward neural networks

has been a major bottleneck in their applications during the

past decades. The main reason is that all the parameters of

the networks are tuned iteratively when the gradient-based

learning algorithms are used for training. Unlike these

conventional implementations, this paper describes a

learning algorithm called ELM for SLFNs. In the appli-

cation of SLFN, input weights and hidden layer biases are

randomly chosen, and they need not be adjusted at all.

This method not only makes the learning extremely fast

but also produces good generalization performance. After

parameters are chosen randomly, SLFN can be simply

considered as a linear system and the output weights

(linking the hidden layer to the output layer) of SLFN can

be analytically determined through simple generalized

inverse operation of the hidden layer output matrices.

Based on this concept, this section explores ELM whose

learning speed can be thousands of times faster than tra-

ditional feed forward neural network learning algorithms

like back propagation.

For N arbitrary distinct samples (xi, ti), where xi = [xi1,

xi2, …, xin]T 2 Rn and ti = [ti1, ti2, …, tim]T2 Rm, standard

SLFN with N̂ hidden neurons and activation function g(x)

are mathematically modeled as

X̂N

i¼1

bigðwi:xj þ biÞ ¼ oj; j ¼ 1; 2; . . .;N ð6Þ

where wi = [wi1, wi2, …, win]T is the weight vector con-

necting the ith hidden neuron and the input neurons,

bi = [bi1, bi2, …, bim]T is the weight vector connecting the

ith hidden neuron and the output neurons, and bi is the

threshold of the ith hidden neuron. The number of input

and output neurons is represented using n and m respec-

tively. wi.xj denotes the inner product of wi and xj. The

output neurons are chosen linear in this experiment.

The SLFN with N̂ hidden neurons with activation

function g(x) can approximate these N samples with zero

error means that
PN̂

j¼1 jjoj � tjjj ¼ 0, i.e., there exist bi, wi

and bi such that

XN̂

i¼1

bigðwi:xj þ biÞ ¼ tj; j ¼ 1; 2; . . .;N ð7Þ

The above N equations can be written compactly as:

Hb ¼ T ð8Þ

where

Hðw1; . . .;wN̂ ; b1; . . .; bN̂ ; x1; . . .; xNÞ

¼
g w1:x1 þ b1ð Þ . . . g wN̂ :x1 þ bN̂

� �

..

. ..
. ..

.

g w1:xN þ b1ð Þ . . . g wN̂ :xN þ bN̂

� �

2
64

3
75

NxN̂

ð9Þ

b ¼
bT

1

..

.

bT
N̂

2

64

3

75

N̂xm

and T ¼
tT
1

..

.

tT
N

2

64

3

75

Nxm

ð10Þ

H is called the hidden layer output matrix of the neural

network; the ith column of H is the ith hidden neuron’s

output vector with respect to inputs x1, x2, …, xN [16].

If the number of hidden neurons is equal to the number

of distinct training samples, N̂ = N, matrix H is square

and invertible, and SLFN can approximate these training
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samples with zero error. However, in most cases the

number of hidden neurons is much less than the number of

distinct training samples, N̂ � N, H is a non square matrix

and there may not exist wi, bi, bi (i = 1, …, N̂) such that

Hb = T [16]. Thus, instead one may need to find specific

cwi ; bbi ; b̂ (i = 1, …, N̂) such that

jjHðŵ1; . . .; ŵN̂ ; b̂1; . . .; b̂N̂Þb̂� Tjj
¼min

wi;bi;b
jjHðw1; . . .;wN̂ ; b1; . . .; bN̂Þb� Tjj ð11Þ

The hidden layer output matrix H can remain unchanged

once random values have been assigned to the input

weights wi and the hidden layer biases bi at the beginning

of learning. The training of an SLFN is simply equivalent

to finding a least square solution b̂ of the linear system

Hb = T:

jjHðw1; . . .;wN̂ ; b1; . . .; bN̂Þb̂� Tjj
¼min

b jjHðw1; . . .;wN̂ ; b1; . . .; bN̂Þb� Tjj ð12Þ

According to theorem 3.1, the smallest norm least

squares solution of the above linear system is:

b̂ ¼ HyT ð13Þ

Theorem 3.1: Let there exist a matrix G such that Gy is

a minimum norm least squares solution of a linear system

Ax = y. Then, it is necessary and sufficient that G = Ay,
the Moore–Penrose (MP) generalized inverse of matrix A

[16].

Algorithm ELM: Given a training set @ = {(xi, ti)
|xi 2

Rn, ti 2 Rm, i = 1, …, N}, activation function g(x), and

hidden neuron number N̂,

Step 1: Assign arbitrary input weight wi and bias bi,

i = 1, …, N̂.

Step 2: Calculate the hidden layer output matrix H.

Step 3: Calculate the output weight b:

b ¼ HyT ð14Þ

where H, b and T are defined as Eqs. (9) and (10).

The MP generalized inverse and minimum norm least

squares solution of a generalized linear system play an

important role in the development of ELM algorithm. The

learning time of ELM is mainly spent on calculating MP

generalized inverse of the hidden layer output matrix

H. The activation functions used are differentiable and non

differentiable, and continuous and non continuous. Such

functions include sigmoidal, radial basis, sine, cosine,

exponential, etc. [16]. ELM avoids many difficulties faced

by gradient based learning methods such as stopping cri-

teria, learning rate, epochs, and local minima [15]. Also, it

replaces the tuning of hidden node parameters by random

assignment, and then problem is solved by computing a

simple least squares solution rather than a time consuming

optimization.

4.2 Types of ELM

During the past five years, many variants of ELM have been

proposed. The online sequential mode of ELM is given in

[76]. This algorithm is referred to as online sequential ELM

(OS-ELM), which can learn data one-by-one or chunk-by-

chunk with fixed or varying chunk size. Only block size and

number of hidden nodes are used as control parameters. OS-

ELM is faster than other sequential learning algorithms and

produces better generalization performance. Usually, ELM

may need higher number of hidden neurons due to the

random determination of the input weights and hidden

biases. In [15], a modified differential evolution (DE)

algorithm is used to search for the optimal input weights and

hidden biases. This approach is known as evolutionary

ELM (E-ELM). Evolutionary algorithms (EA) are widely

used as a global searching method for optimization. E-ELM

is able to achieve good generalization performance with

much more compact networks.

The generalization performance of ELM for sparse data

classification problem depends on three parameters—

number of hidden neurons, input weights, and bias values.

In [77], the authors proposed two approaches, real coded

genetic algorithm based ELM (RCGA-ELM) and sparse

ELM (S-ELM), to set these parameters. RCGA-ELM used

two genetic operators for this purpose. The network based

genetic operator controls the number hidden neurons and

the weight based genetic operator evolves the input weight

and bias values. S-ELM (KS-ELM [78]), which is com-

putationally less intensive than RCGA-ELM, uses a K-fold

cross-validation (CV) to select the ELM parameters. CV

approach is used to select the input weights and bias values

for the given number of hidden nodes such that the esti-

mated generalization error is small. Then, this process is

repeated with a random set of hidden nodes and determined

the optimal number of hidden nodes for which training and

CV efficiencies are high.

A number of algorithms have been proposed to choose the

network structure of different applications. They are cate-

gorized into pruning method, forward selection method, and

incremental learning algorithms. Rong et al. [79] has pro-

posed a pruned ELM (P-ELM) for pattern classification

applications, which starts with a large network and then

eliminates the hidden nodes with low relevance to the class

label. The statistical criteria such as Chi-square (v2) and

information gain are utilized to check the relevance. Miche

et al. [80] presented optimally pruned ELM (OP-ELM), in

which hidden nodes are ranked by multi response sparse

regression algorithm. The final model is selected by leave-

one-out CV. A constructive hidden nodes selection method
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for ELM (CS-ELM) is proposed in [81] based on a stepwise

forward selection method. At each step, the hidden node with

an output that has the highest correlation with the current

residual is selected. The hidden nodes selection stops auto-

matically when the unbiased risk estimation criterion

reaches its minimum. In [82], Lan et al. has proposed a two

stage ELM (TS-ELM) consisting of forward selection stage

and backward elimination stage. In forward selection, many

groups of hidden nodes are randomly generated in each step,

and the group of hidden nodes with the highest net contri-

bution is selected and added to the network. The selection

process is terminated when the stopping criterion of final

prediction error achieves its minimum. In backward elimi-

nation, the hidden nodes selected in the previous stage are

reviewed one by one, and insignificant hidden nodes are

removed from the network.

In [14], Huang et al. developed an incremental ELM (I-

ELM), in which nodes are added one by one to the hidden

layer, while keeping the output weights of the existing

hidden nodes unchanged. I-ELM requires only two control

parameters—target error and maximum number of hidden

nodes. In [83], Barron’s convex optimization learning

method [84] is incorporated into I-ELM, and the resulting

algorithm is referred to as convex I-ELM (CI-ELM). Dif-

ferent from I-ELM, CI-ELM recalculates the output

weights of the existing hidden nodes after a new hidden

node is added. It can achieve faster convergence rate, more

compact network architecture, better generalization per-

formance, and more stability than I-ELM.

It is found that some of the hidden nodes in I-ELM may

play a very minor role in the network output and this may

eventually increase the network complexity. In order to

avoid this issue and to obtain more compact network

architecture, Huang and Lei [85] proposed an enhanced

method for I-ELM (EI-ELM). At each learning step, sev-

eral hidden nodes (say k nodes, where k is a constant) are

randomly generated and among them the hidden node

leading to smallest residual error will be added to the

existing network. EI-ELM can achieve faster convergence

rate and much more compact network architecture than

I-ELM. I-ELM is a specific case of EI-ELM when k = 1.

Guorui et al. [86] proposed a method to automatically

determine the number of hidden nodes in generalized

SLFN. This approach is referred to as error minimized

ELM (EM-ELM), and can add hidden nodes one by one or

group by group. If the network output error is less than the

target error, hidden nodes will not be added and the

learning terminates. Otherwise, hidden nodes are added

and generate new hidden layer output matrix. EM-ELM

reduces the computation complexity by updating only the

output weights incrementally. It is much faster than other

sequential/incremental/growing algorithms, and produce

good generalization performance.

5 Experimental result

Experiments have been conducted to extract the features

and thereby classify the Malayalam characters. One of the

most popular and efficient wavelet features is the energy of

wavelet decomposed images. WE reflect the distribution of

energy along the frequency axis over scale and orientation,

and have been proven to be very powerful for pattern

classification. Over the last 20 years, numerous wavelets

have been proposed which posses different properties, and

are optimal or near optimal in a particular sense. The

experiments are conducted with different wavelets, and we

obtained good results with daubechies, symlet and bior-

thogonal wavelets. The DWT, based on sub band coding, is

found to yield a fast computation of WT. It is easy to

implement and reduces the computation time and resources

required. The DWT is applied in size normalized binary

images. After the Mth level wavelet transform, the wavelet

energy for each sub band is computed in order to form the

feature vector. Two different feature sets are created, the

first one contains only detail sub bands, and the other

includes approximation sub band also. It is found that the

first set could give 3% more recognition accuracy than the

second set, and so only the detail sub bands are used in this

classification.

The different variants of ELM are either batch learning

or sequential learning. These algorithms determine SLFN

parameters randomly or experimentally. For the purpose of

comparison, an algorithm from each group is used for

experimentation. The recognition of handwritten characters

is performed with ELM, E-ELM (batch learning and

parameters are determined experimentally), and OS-ELM

(sequential learning and parameters chosen randomly). All

the experiments are implemented in MATLAB 7.10 envi-

ronment using a PC with Core 2 Due 2.0 GHz processor

and 3 GB RAM. This process involves both training stage

and recognition stage. The collected samples are divided

randomly into training set and testing set in the ratio 2:1. In

this work, a total of 9,000 characters of 30 different classes

collected from 300 persons are used. The sample images of

these characters are shown in Fig. 2. In the training stage,

WEFs of the training samples are used. In the recognition

stage, WEFs of the testing samples are used. The input

layer of SLFN contains 3 M nodes to accommodate the

feature vector. The output layer contains 30 nodes, equiv-

alent to the number of classes. Generally, the number of

nodes in the hidden layer is decided by a rule of thumb, and

it is different for different learning algorithms. The sine

function is used as the activation function for this character

recognition problem.

The experiments with E-ELM gave a wide variability in

classification results with respect to the feature sets. It is

found that the number of hidden neurons is different for
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different levels of wavelet decomposition. As the decom-

position level increases, the feature size will also increase.

This will necessitate more memory for feature set, which in

turn decrease the number of hidden neurons. In this pattern

classification problem, E-ELM supported 650, 800, 950 and

1250 hidden neurons at the decomposition levels 6, 5, 4 and

3 respectively. Beyond this limit, the algorithm ran out of

memory. The lack of hidden nodes affected the perfor-

mance of E-ELM. The recognition rate varies from 66.52%

(bior1.3 at level 6) to 76.84% (db5 at level 6) in different

feature sets (Table 1). The training time ranges from 112 s

(bior1.5 at level 6) to 502 s (db2 at level 3), whereas testing

consumed 0.17 s (sym3 at level 6) to 0.31 s (db2 at level 3).

The feature set based on db5 at sixth decomposition level

produced highest recognition accuracy of 76.84% by

spending 114 s for training and 0.27 s for testing.

In many applications, data may arrive one-by-one or

chunk-by-chunk during the training stage. In this case, we

need an algorithm which can handle data in the order of

their submission. A sequential learning variant of ELM,

known as OS-ELM, is suitable in such situations. The use

of OS-ELM is an attempt to verify whether the sequential

learning can improve the recognition rate. OS-ELM pro-

vides memory economy to the pattern recognition system.

It produced better result than E-ELM. The classifier gave a

recognition rate of 67.33% (db2 at level 3) to 90.69% (db6

at level 6) for different wavelets. It spend more time (0.34 s

(db2 at level 3) to 0.75 s (db2 at level 6)) for testing than

E-ELM, whereas the training time varies from 45 s (db2 at

level 3) to 204 s (db6 at level 6). The number of hidden

neurons in the network is determined through experimen-

tation. The best performing measures for each feature set is

shown in Table 1. Since the training observations of a

particular block are discarded immediately after its use,

OS-ELM supports more hidden nodes and training pat-

terns. In this experiment, an initial block of 4,000 patterns

is used, and further blocks ranged from 200 to 400 patterns.

The highest recognition accuracy of 90.69% is obtained for

db6 wavelet at sixth decomposition level by spending

0.66 s in testing. In E-ELM and OS-ELM, the training time

increased with the increase of hidden neurons.

The classification results using ELM show a clear dis-

tinction with its variants. Based on the experiments, the

number of hidden neurons is determined as 2500 for all

feature sets. Since the hidden layer size is same, the vari-

ation in different training times [204 s (db4 at level 6) to

216 s (db2 at level 6)] and testing times [0.83 s (sym3 at

level 6) to 1.06 s (db2 at level 3)] is also less. The testing

time is more than OS-ELM due to the large size of hidden

layer. But, at the same time, ELM is more time efficient

than its variants for the same number of hidden neurons.

The recognition accuracy obtained [90.02% (db2 at level 3)

to 95.59% (db6 at level6)] is also more than that of E-ELM

and OS-ELM. Even though OS-ELM can accommodate

more hidden neurons, it does not improve the recognition

accuracy beyond a certain limit. This is due to less number

of training patterns handled at any stage of its learning. For

this character recognition problem, db6 wavelet is found to

be promising. WEF using db6 at the sixth decomposition

level achieved the highest recognition rate of 95.59% by

spending 212 s for training and 0.89 s for testing. ELM

showed consistent performance with all wavelets and at

every level of decomposition. The generalization perfor-

mance of this algorithm is very stable on a wide range of

hidden nodes, although it tends to become worse when too

few or too many nodes are randomly generated. ELM

appears to be suitable in applications which require fast

prediction and response capability [16].

Fig. 2 Malayalam character set

Table 1 Recognition accuracy (%) using different wavelets

Wavelet Level ELM E-ELM OS-ELM

Accuracy Hidden neurons

db2 3 90.02 76.54 67.33 1,000

db2 4 91.15 73.37 80.29 1,500

db2 5 93.19 74.90 83.90 1,500

db2 6 95.33 73.54 87.18 1,750

db3 6 94.21 74.98 85.90 1,500

db4 6 90.79 68.14 76.96 1,200

db5 6 95.17 76.84 88.90 1,500

db6 6 95.59 75.71 90.69 1,750

bior1.3 6 90.67 66.52 76.34 1,200

bior1.5 6 91.82 68.26 78.09 1,200

sym3 6 94.16 75.29 85.79 1,500

158 Int. J. Mach. Learn. & Cyber. (2012) 3:149–161

123



The recent works on Malayalam character recognition

with the same database has achieved much improvement in

recognition accuracy. Bindu and Raju [87] compared the

performance of QDF and MQDF using NVD, run length

coding (RLC) [88], and gradient features [89]. MQDF

showed the highest recognition rate of 92% (NVD),

94.18% (RLC from thinned image), and 94.96% (gradient

feature) in the respective feature sets. When the RLC is

extracted from edge image, the recognition accuracy is

increased to 95.16% using MLP [90]. From these results, it

can be seen that ELM is able to produce the highest rec-

ognition rate in this classification problem. MQDF is quick

in training, whereas it took 168 s to test the gradient feature

set of size 35. Both MLP and ELM used a feature set of

size 18. MLP is fast in testing, but it too slow in training.

ELM does not have the problem of slow testing or training.

6 Conclusion

The handwriting recognition has been a subject of intensive

research for the past few decades. The slow speed of

leaning algorithms was a major hurdle for these experi-

ments. In this paper, we have overcome this difficulty using

ELM. The leaning speed of ELM is extremely fast, and it

produced only the smallest training error. It can be used to

train SLFN with non differentiable activation functions.

The feature vector used for this pattern classification

problem is based on wavelet energy. WEF is defined by

employing wavelets, which is a powerful tool for multi-

resolution analysis. It can reflect the wavelet energy dis-

tribution of characters in several directions at different

wavelet decomposition levels. The discriminability of each

level WEF is also investigated and it shows that the order

of these discriminabilites increase as the level increase.

Usually, most of the people keep their paper in an angular

position while writing. As a result a skewness is created in

most of the characters. Since WEF is robust to some extent

of rotation and translation of the images, we have not used

any skew correction techniques in this work. Since the

three wavelets have shown good performance in this pat-

tern recognition problem, there is a scope for further

improvement. The future research is in the direction of

employing statistical measures on wavelet coefficients to

extract more discrimating features from character images.

Based on the recent works on Malayalam character rec-

ognition, it is required to conduct experiments using dif-

ferent features with better performing classifiers.
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