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Abstract This paper investigates optimal model selection

for posture recognition. Accuracy and computational time

are related to the trained model in a supervised classifica-

tion. An optimal model selection is important for a reliable

activity monitoring system. Conventional guidance on

model training uses large instances of randomly selected

data in order to characterize the classes. A new approach to

the training of a multiclass support vector machine (SVM)

model suited to limited training sets such as used in posture

recognition is provided. This approach picks a small

training set from misclassified data to improve an initial

model in an iterative and incremental fashion. In addition,

a two step grid-search algorithm is used for the parameters

setting. The best parameters were chosen according to the

testing accuracy rather than conventional validating accu-

racy. This new approach for model selection was evaluated

against conventional approaches in an activity classifica-

tion study. Nine everyday postures were classified from a

belt-worn smart phone’s accelerometer data. The classifi-

cation derived from the small training set and the con-

ventional randomly selected training set differed in two

aspects: classification performance to new data (85.1%

Pick-out small training set vs. 70.3% conventional large

training set) and computational efficiency (improved 28%).

Keywords Optimal model � Posture recognition �
Accelerometer � Multi-class SVM

1 Introduction

The increase in the aging population demographics and

related prevalence of chronic diseases are already an eco-

nomic burden on health care systems [26]. The provision of

health, social care and positive lifestyle choices within this

group is important for independent living. Keeping healthy

postures is useful in daily life for people to maintain fitness

and ameliorate the symptoms of chronic diseases such as

arthritis. Maintenance of good posture for ‘standing’,

‘lying’ and ‘sitting’ positions where the bones and joints

are in the correct alignment can reduce muscle strain. Good

posture contributes to enhanced relaxation, reduction of

stress, good appearance, and ultimately assists in main-

taining health and wellness. With poor posture, the bones

and joints are improperly aligned and fatigue and pain can

result. For example, sitting upright is better than sitting

with an arched back. Robust posture recognition allows

more intelligent monitoring between healthy and unhealthy

postures. A portable posture measurement system can be

utilized in various health-related applications such as fit-

ness training and rehabilitation at home [24]. A posture

monitoring system combined with a real-time posture-

aware reminder system can empower the user, and assist

with self management. Coaching can reduce the risk of

hospitalization and supply significant savings in health care

costs, especially for the elderly [15].

In this paper a posture recognition prototype is pre-

sented. Related work in posture classification is discussed

in Sect. 2. Posture data acquisition is described in Sect. 3.

Section 4 is focused on obtaining the optimal multiclass
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SVM model. In particular, how to learn from a small

optimal training set is addressed. In Sect. 5 posture clas-

sification experiments using a mobile phone are described

and results are presented. The discussion of the results is

detailed in Sect. 6. Finally in Sect. 7, a conclusion with

opportunity for future work is provided.

2 Related work

Studies have focused on human posture classification for

home care or human behavior analysis [10, 17]. Also

various postures activity-sensing methods have been tried.

Wearable sensing of posture facilitates comparison with

surveillance cameras, since the sensors are cheap and

lightweight and do not require complex room setups. For

example, studies have used multiple accelerometers fixed

to specific places on the body, such as wrists, arms, thighs,

sternum, waist and lower legs [4, 7, 13]. Using many

sensors is likely to get a high accuracy in terms of posture

and motion classification. Nevertheless, it is also likely to

be inconvenient and too burdensome for long-term real life

monitoring. A few studies have investigated using a single

accelerometer device attached at the waist, sternum or back

[21, 23, 33].

Different postures have been recognized using various

classification methods. For example, [25] discriminated

four postures (standing, crawling, laying and sitting) using

histogram projections based on an indoor surveillance

camera. Mattmann et al. [24] classified 27 postures (15

sitting and 12 standing postures) by using 21 strain sensors

attached to the back region of tight-fitting clothing. Allen

et al. [3] distinguished three postures (sitting, standing and

lying) and four posture transitions (sit-to-stand, stand-to-

sit, lie-to-stand, and stand-to-lie) from data obtained using

a single, waist-mounted, triaxial accelerometer. They

investigated two classification methods: a rule-based

Heuristic algorithm and a Gaussian mixture model algo-

rithm. Sung et al. [29] introduced a wearable kinesthetic

system for upper limb posture and gesture measuring by

using a sensing garment. Boulay et al. [5] recognized four

general posture categories (standing, sitting, bending and

lying) and eight detailed posture sub-categories based on

the video sequence. They further classified standing pos-

tures into standing with one arm up, standing with arms

along the body and T-shape posture. Sitting postures

include sitting on chair and sitting on the floor. Lying

postures may be distinguished as lying with spread legs and

lying with curled-up legs.

Studies also have tried a variety of classification algo-

rithms for daily activity and posture recognition. Ravi et al.

[27] compared 18 base-level classifiers and meta-level

classifiers by four different data settings in the Weka

toolkit [31]. They found that Plurality Voting provided

accuracy ranging from 90 to 99%. However the approach

was not applicable when training and testing data came

from different subjects. The ‘Boosting’ support vector

machine (SVM) outperformed other classifiers when the

testing and training data came from different subjects, but

the accuracy reduced to 73%. They also found that meta-

level classifiers perform better than base level classifiers.

Sung et al. [29] developed a real-time classifier from

Gaussian Mixture Models using frequency measures

derived from the continuous accelerometer sensing data.

An interesting study by Martiskainen et al. [22] used the

multiclass SVM method to recognize cow behavior pat-

terns based on a neck worn three-dimensional accelerom-

eter. They measured behavior activities that included

standing, lying, ruminating, feeding, normal and lame

walking, lying down, and standing up. Their SVM classi-

fier model achieved a reasonable recognition for the

standing, lying, ruminating, feeding, walking normally, and

lame walking. But it was poor for lying down and standing

up. Their overall precision of the SVM multi-class model

was 78%.

The smart phone provides an opportunity to unobtru-

sively monitor ambulating daily activities. This research

uses a smart phone embedded with an accelerometer for

data sensing, and a multiclass SVM classifier to recognize

nine human postures in daily life. It aims to train an opti-

mal model which will improve the classification accuracy

and reduce the computational consumption for activity

classification, which is important for eventual real-time

implementation.

3 Data acquisition

3.1 The devices

This study uses a HTC touch phone (HD T8282) to record

the movement data of daily activities. This smart phone

includes an embedded three-dimensional G-sensor which

measures the acceleration for classification of a number of

activities, both inside and outside of the home environ-

ment. This means that users are not required to wear any

further technology and can use their handset as the plat-

form from which their activities can be recorded and pro-

cessed. It is easy to use without assistance and has been

found to be comfortable and convenient. The phone is belt-

worn at the left waist in a horizontal orientation as shown

in Fig. 1a. Axes are defined as follows in this case: X axis

is vertical, Y axis is horizontal and Z axis out from the

display of the phone. The phone has two orientations

depending on how it is placed in the holster as shown in

Fig. 1b, c. The monitoring was designed to adapt to the two
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orientations automatically. Based on these configurations,

acceleration values in three dimensions with an associated

time stamp (t, ax, ay, az) were collected and subsequently

used for the basis of the evaluation of the activity classi-

fication algorithms. In addition, a Logitech video camera

was fixed in the ceiling of the laboratory for activity

recording synchronized with the HTC phone. The video is

used to validate the posture classification results.

3.2 Posture selection

Sitting, standing and lying are prevalent activities in human

daily life. Subjects may have variability in posture for the

same activity. Nevertheless, fatigue or pain could be

caused if the subject maintains an unhealthy posture such

as ‘‘sitting leaning side’’ for a long time. In order to remind

users to keep health postures in their daily life, nine pos-

tures (four sitting, two standing and three lying) were

selected in this study, as Fig. 2 shown. The nine postures

include sitting back arch (Sit-B), sitting leaning right (Sit-

R), sitting leaning left (Sit-L), sitting normal (Sit-N, sitting

upright or sitting leaning forward), standing upright (Sta-

U), standing leaning forward (Sta-F), lying right side (Lyi-

R), lying on back (Lyi-B) and lying face down (Lyi-Fd).

The nine postures can be used to distinguish healthy and

unhealthy behavior in the further reminder systems. For

example, Sit-N, Sta-U, Lyi-R and Lyi-B can be defined as

healthy postures, and Sit-B, Sit-R, Sit-L, Sta-F and Lyi-Fd

are classified as unhealthy postures [18]). In a posture-

aware reminder system, an alert reminder will be triggered

when the subject keeps an unhealthy posture for a prede-

fined period.

3.3 Phone’s position selection

Usually, people put the mobile phone in their pocket, or use

it belt-worn on the waist. A position which is both con-

venient for users and provides high classification accuracy

is needed. Two positions (waist and pocket) were initially

tested. Figure 3a shows that if the phone is worn in the

(a) The smart phone is 

belt-worn horizontally on 

the left waist.

Y

X

Z

Y

X 

Z

(b) X –axis up if the 

phone is facing 

backward.   

(c) X –axis down if 

the phone is facing 

frontward.   

HTC touch phone

Fig. 1 HTC phone monitoring system configurations

Fig. 2 Inactivity in different

postures
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waist, most postures have different acceleration values in

three dimensions. Figure 3b shows that some postures

cannot be recognized when the phone is in the pocket. The

two sitting postures (Sit-N with Sit-R), and the two

standing postures (Sta-U with Sta-F) have very similar

values for the acceleration in three dimensions. This indi-

cates that positioning the phone at the waist is better than in

the pocket for distinguishing the above nine posture. So the

phone was positioned belt-worn in left waist for the activity

monitoring.

Note that the posture label was marked in the vertical

acceleration Ax signal only in Fig. 3a, b. Nevertheless, the

classification combined three axis’s acceleration Ax, Ay

and Az to recognize the nine postures.

4 Method

In this section we investigate the possible classifiers,

describe the multi-class SVM classifier as used in this

study, and describe the approach for optimizing the

classifier.

4.1 Classifier selection

In order to select a suitable classifier, we evaluated six

classifiers selected from different categories, available in

the RapidMiner toolkit [25]. The classifiers are the com-

monly used methods in the data mining literature, and

represent comparative approaches:

K-NN (k-nearest neighbours): it is a type of instance-

based learning algorithm based on an explicit similarity

measure [8].

Naı̈ve Bayes: it is probabilistic classifier using estimated

normal distributions [11].

Decision Tree: the decision is determined by the crite-

rion using a tree-like model [32].

W-DTNB (Weka-Decision table Naı̈ve bayes): it per-

forms the Weka learning rules using a decision table/naı̈ve

bayes hybrid classifier [14].

Fig. 3 Comparison

3D-acceleration signals for

different postures and for

different phone positions
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Neural Net (Artificial Neural Network): it learns a

neural net by means of a feed-forward neural network. The

learning is done via back propagation [6].

LibSVM (Support Vector Machine): a SVM constructs a

hyperplane or set of hyperplanes in a high or infinite

dimensional space to map the testing set. It is based on the

statistical learning theory. LibSVM is a library for SVMs

developed by Chang and Lin [9]. It supports multi-class

classification.

All classifiers were run on data sets in two different

settings and using the model application process.

• Setting1: Data collected from six subjects (each with

nine postures) were randomly separated into equally

sized (50%) subsets. One of the subsets was used as the

training set, and the other as the testing set.

• Setting2: The training set is same as Setting1, and data

collected from a further seven subjects were used as a

testing set only.

The experimental results show that all classifiers per-

form better in setting1 (95.07–98.98%) than in setting2

(57.66–70.29%). The reason is that testing data for setting1

is from the same subjects as the training set, whereas

testing data for setting2 is from different than the training

set. Nevertheless, the classification ability for previously

unseen data is important in evaluating classifier’s perfor-

mance. Hence classifier selection was conditioned on three

aspects: (a) classification accuracy for setting2, (b) the

balance of the precision for nine classes, and (c) the exe-

cution time. Table 1 shows that two classifiers LibSVM

and Neural Net have similar ability for the aspect (a) (70.29

vs. 69.18%) and aspect (b) (46.39–100% vs. 54.7–100%).

However, LibSVM is faster than Neural Net (less 1 vs.

3 s). Considering that the classification time may be

important for our intended application that is real-time

unhealthy posture reminder system. Therefore we selected

the LibSVM classifier for the multiple posture recognition.

4.2 Multi-class SVMs

Multi-class SVMs are usually realized by combining sev-

eral binary SVMs [16]. There are four types of SVMs that

manage multi-class problems: one-vs-all, one-vs-one,

error-correcting output code, and all-vs-all [1].

Figure 4 shows an example for binary classification of

linearly non-separable data such as sitting and standing.

The decision boundary is given by d(x, w, b) = wTx ?

b = 0. For the overlap, the algorithm allows a soft margin

d(x, w, b) = wTx ? b = ±1. The width of a soft margin

can be controlled by a corresponding penalty parameter

C. In order to find the optimal separating hyperplane with

the optimal margin, the linear non-separable SVM classi-

fier can be formulated as shown in Eq. (1).

minimize:
1

2
wT wþ C

Xm

i¼1

ni

constraints: yi wT xi þ b
� �

� 1� ni; i ¼ 1. . .m; ni� 0 ð1Þ

where weights w is the subject of learning; C is a design

parameter called error cost that can be adjusted by users,

and can either decrease or increase the penalty errors; the

scalar b is called a bias; n denotes a slack variable. The

parameter C controls the trade-off between slack variable

penalty and the margin.

The SVM machine learning algorithms solve the con-

strained minimization problems by using a Lagrange

function and Karush–Kuhn–Tucker (KKT) conditions [12].

After training, the classifier obtains a SVM model (decision

hyperplane), and then, the classifier can predict the class

membership for new patterns using an indicator function,

such as the class of a pattern xj is determined by Eq. (2).

classðxjÞ ¼ signðyjÞ ¼ sign
Xm

i¼1

kiyix
T
i � xj þ b

 !
; ki� 0

ð2Þ

where xj denotes the new instance, xi denotes the training

instances, yi denotes the corresponding class labels,

k = (k1, k2,…, km) is the set of Lagrange multipliers of the

training instance with ki C 0, and ki [ 0 represent the

support vectors (SVs), and ki = 0 signify non-SVs. Pat-

terns that are non-SVs do not influence the classification

result in Eq. (2). This means to classify a new instance xj,

significant computational time can be saved when the

number of SVs is small.

Table 1 Comparison of the

performance for different

classifiers based on two data

settings

Bold values indicate best

accuracy, best precision, and

longest execution time

Classifier Accuracy (%) (apply model) The range of nine

classes precision (%)

Execution time for

2,350 instances (s)
Setting 1 Setting 2

K-NN 98.98 66.43 28–100 Less 1

Naı̈ve Bayes 97.58 70.01 31–100 Less 1

Decision Tree 98.28 68.02 30–100 Less 1

W-DTNB 95.32 53.27 33–100 Less 1

Neural Net 96.61 69.18 54.7–100 3

LibSVM 95.07 70.29 46.39–100 Less 1
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A kernel function is used to transform the input vectors

into the higher-dimensional feature space in order to con-

struct the optimal separating hyperplane. For example,

linear, polynomial and radial basis function (RBF) are three

basic kernels. A usual kernel function is the RBF as Eq. (3)

shown. Here c is kernel parameter, which controls the

kernel radius. For more details of SVMs, see e.g. Vapnik

and Lerner [30].

RBF: kðxi; xjÞ ¼ e�cjjxi�xjjj2 ; c[ 0 ð3Þ

In this study, a software package LIBSVM [9] was used

to implement the classifier algorithms. It uses the one-

versus-one method [19]. For the k-class activity

classification problem, the basic idea of the method is to

construct k (k-1)/2 classifiers and each one is trained on

data from two classes. After all k (k-1)/2 classifiers are

constructed, a voting strategy is used for testing. Using this

strategy, each binary classification is considered to be a

voting, and then the point is predicted in the class with the

largest vote. So it is also called the ‘‘Max Wins’’ strategy.

In case two classes have identical votes, the one with the

smallest index will be selected. This study will recognize 9

postures (9 classes), so 36 binary classifiers will be

constructed.

4.3 Obtaining the optimal SVM model

A SVM model is determined by training data, kernel

function and parameters. This study used the RBF, since it

can handle the case when the relation between classes and

features is nonlinear, and it also has less parameters than

other nonlinear kernels such as the polynomial kernel. The

number of kernel parameters influences the complexity of

model selection. After the kernel function was decided, the

optimal training data selection and best parameters setting

can improve the classification accuracy and computational

efficiency. The parameters include penalty parameter

C that controls the soft margin and the gamma (c) for the

RBF kernel, which controls the kernel radius.

4.3.1 Optimal training data selection using the pick-out

approach

To classify a new pattern using the SVM classifier, the dot

product between the new pattern and every support vector

(SV) from the SVM model is calculated. Patterns that are

non-SVs in the training sets do not influence the classifi-

cation result. This means the computational time can be

reduced if the number of SVs is small in a training model.

In addition, the value of SVs should build a proper decision

hyperplane to classify new data. The size of the training

data and parameters settings determine the number of SVs.

The proper value of SVs depends on the training data

values. Optimal training set selection is important for the

optimal SVM model training.

Generally, model training uses large samples of ran-

domly selected training data in order to characterize the

classes, the remaining small samples as testing data [16]. In

this way, satisfactory testing results can only be found

when testing and training data came from same subjects.

However, the approach may produce poor generalization to

new subjects [27]. Moreover, the large training set leads to

the training model that includes more Support Vectors

(SVs). This will increase the computational consumption

during the testing stage. The problem to be solved is how to

reduce the training dataset and without degrading the final

classification result. A number of studies have focused on

data selection for SVM training. For example, Sohn and

Dagli [28] have described a method that used the K-nearest

neighbor algorithm to calculate the fuzzy class membership

for each of the samples in the training dataset. Neverthe-

less, it requires huge computational expense for large

training sets. Koggalage and Halgamuge [20] used the

k-means clustering technique to find initial clusters that are

further altered to identify non-relevant samples, and hence

reduce the training set size. Abe and Inoue [2] used

Mahalanobis distance method to estimate boundary data. In

this study, nine ubiquitous postures in daily life were

classified using the SVM algorithm. The classification

ability of a SVM classifier relies on building an appropriate

hyperplane from the limited training data rather than the

number of the training data described in Sect. 4.2. The data

shown in Fig. 3a indicates many similar attributes values

existing in the nine postures. Within a large number of

similar training samples maybe only one of them contrib-

utes to the hyperplane building. However the large number

training data will raise the computation cost for the model

training and data testing.

The Pick-out method (pick the optimal data out) is

proposed for the training data selection in this paper. This

method is motivated by the SVM decision function that is

fully determined by only a small subset (SVs) of the

training data. Consequently, it is attractive to remove

Fig. 4 Binary classification of linearly non-separable data
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samples from the training set that have less influence on the

final decision function. In this method, iterative and

incremental learning technique is used to select the proper

and smallest training set efficiently. The Pick-out approach

is a boosting algorithm. The idea is that one subject per-

forms each of nine postures in several different poses such

as sitting leaning right in different angles. The typical

feature values are picked out and labeled from each of

postures as the single training set SingleD to train a single

model named SingleM. The interval scaled values of

3D-acceleration (ax, ay, az) for each posture are defined as

typical feature values here. Then the model SingleM is

used to classify unseen data from the other five subjects

(total six training subjects), and adds the interval scaled

misclassified data from the five new subjects into the pre-

vious training set SingleD as new training set 6PickD to

train a new model called 6PickM. The advantage of the

Pick-out method is that the training data can be optimized

to be representative and also the smallest set. It saves

computational time for the typical data picking using the

method of added misclassified data based on a single

model. Figure 5 shows the processing of training the model

6PickM using the Pick-out approach. The size of the data

set SingleD and 6PickM as well as the instances for each

posture are shown in Table 2 below Sect. 4.3.2.

In order to compare with the conventional approach, a

model named 6LargeM was trained on a large training set

6LargeD that is 50% of each of the nine postures random

selected from the six training subjects. The number of

training data in 6LargeD is more than in 6PickD (943 vs.

125 as Table 2 shown). However 6PickD includes all

typical feature values from the six subjects, since 6PickD

uses the Pick-out method to add the misclassified data from

all data of the six subjects based on a weak classifier

SingleM as described above. The two SVM models

(6PickM and 6LargeM) will be compared from both

aspects classification accuracy and computational time in

the experiments section.

4.3.2 Grid-search and best parameters setting

There are two parameters (c, C) chosen by users during the

training stage while using RBF kernels as above discussed.

An optimal model is trained by optimal training data with

the best pair parameters (c, C). Generally, choosing the best

parameters combines the Grid-search algorithm with a k-

fold cross validation [16, 22]. However, this study found

that it is not rigorous if the best parameters are decided by

the cross validation accuracy only. In order to get the best

parameters, this study performed two steps: better param-

eters region searching and best parameters deciding

according to its better region. The better parameters region

searching combined the grid-search with k-fold cross-val-

idation algorithms as usual. In k-fold cross-validation, the

data set is divided into k subsets of equal size. Each of

subsets is tested using the classifier trained on the

remaining k-1 subsets. Study [16] shows that trying

exponentially growing sequences of C and c is an efficient

method for grid searches. This study tried the parameters

c = 20, 2-1,…, 2-12 and C = 20, 21,…, 210. Therefore,

13 9 11 = 143 pairs of parameters are tried and the region

with the better cross-validation accuracy is chosen as the

better region. The k-fold number was designed different for

the three kinds of data sets as Table 2 shown (k = 20 and

k = 10), since their data number was different. For the

small data set, the larger k will be better, because thus

leaves more instances in the training set [30]. The instances

number for each posture, k numbers and the better

parameters region for each training data set are shown in

Table 2. Note that the boundary of the better parameters’

region is set according to ordered validation accuracy from

the above tried 143 pairs of parameters. For example, the

training set 6PickD acquired validation accuracy is ordered

from 80 to 41%, tried the parameters C is from 1 to 1,024

and c from 1 to 0.000244 using the grid-search method.

The better validation accuracy is from 80 to 71% for the

6PickD as shown in Table 2, consequently the corre-

sponding better parameters region was selected as shown in

Table 2.

Table 2 shows that the 6PickD obtained lower valida-

tion accuracy among the three training sets. The reason is

that the 6PickD data set was picked up from six different

subjects using the Pick-out method described above. The

data number is small and not balance. The higher numbers

of misclassified postures were added. The optimal model is

derived according to its predicting accuracy for new data,

not the cross-validation accuracy.

After identifying the better region on the grid, a further

grid search on that region is carried out for choosing the

Fig. 5 Pick-out approach processing. A optimal model 6PickM

trained on small training set 6PickD drawn from incrementally added

typical data from six training subjects (s1,…, s6)
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best parameters. In this stage, the whole training data with

different (c, C) setting according to the enlarged better

region is used to train a model. Meanwhile, the model is

used to test on data from the six subjects. The best

parameters are chosen according to the average testing

accuracy. As an example, Table 3 shows part of results for

the best (c, C) selection based on the model SingleM

training and testing. First keep C value as a constant to try c
value from large to small in a small interval according to its

better region (such as from 0.6 to 0.09, interval = -0.01).

The best c value is decided by the best average testing

accuracy. Second, keep the best c value as a constant to try

C value from small to large in a small interval (such as

from 4 to 10, interval = 1). Finally the best pair parameters

(c, C) = (0.1, 7) is obtained according to the higher aver-

age testing accuracy (87.9 vs. 84.8%). Note that the best

parameters are decided by the average testing accuracy, not

their validating accuracy (94 vs. 99%). For the SingleM,

the best c = 0.1 is out of its better region from 0.125 to 0.5,

so the enlarged better region is necessary. The reason is

that a big interval was used in the first step (such as 2n or

2-n) for the roughly better region searching. It is possible

to improve the grid search efficiency, but it maybe decrease

the region of interest.

In same way, the model 6PickM and 6LargeM were

trained with the best parameters (c, C) = (0.06, 10) and

(c, C) = (0.02, 1), respectively. The optimal model is

trained by optimal training data with best parameters

simultaneously. If the training data set is changed, the best

parameters need to obtain from a grid-search again. This is

why the k-fold cross validation accuracy can be used to

search the better region of parameters only, but it is not

suitable to decide the best parameters.

5 Experiments

Two models 6PickM and 6LargeM were trained using

different approaches (pick-out small training set vs. con-

ventional large training set). The experiments were per-

formed by 13 subjects (ages from 23 to 50) in the

laboratory where a video was fixed in the ceiling for the

validating the experiments results by synchronized video

recording. Thirteen subjects were arranged into two groups.

Group1 includes six subjects whose data were divided into

two subsets of 50% each, randomly. One such subset is

used as the training set and the other as the test set. Group2

includes seven subjects whose data are considered as

testing set only. The experiments were designed in two

sessions: (1) Compare the testing accuracy between two

models by two groups: testing data and training data came

from same subjects (Group1) and different subjects

(Group2). (2) Compare the computational time between

two models. All subjects in the two groups were measured

undertaking the nine postures using a belt-worn HTC

phone. The data sampling frequency was set at 1 Hz, since

it is fast enough for the posture recognition. Four channels

of data (t, ax, ay, az) were stored in the phone as a text file

for each experiment. And then, the data set were formed

based on two sets of variables such as the input set x and

the classes label set y represented as (x1, y1),…, (xm, ym),

where each x is a vector of acceleration values in three

Table 2 Instances number and the better (c, C) region with cross-validation accuracy for three training data sets

Data Sets Instances for each posture Total K-fold Better

c region

Better

C region

Validation

accuracy (%)
Sit-N Sit-B Sit-R Sit-L Sta-U Sta-F Lyi-R Lyi-B Lyi-Fd

SingleD 10 10 10 10 13 10 10 10 10 93 20 0.125–0.5 1–64 97–99

6PickD 14 18 15 15 15 15 11 12 10 125 20 0.039–1 1–128 71–80

6LargeD 77 93 81 87 101 124 113 125 142 943 10 0.001–0.04 1–16 85–89

Table 3 Best parameters (c, C) choosing for the model SingleM

c value C value Training

accuracy (%)

Validating

accuracy (%)

Testing accuracy for each subject

S1 (%) S2 (%) S3 (%) S4 (%) S5 (%) S6 (%) Average (%)

0.6 1 100 98 100 66.9 77 81.4 78.1 89.4 82.1

0.1 1 100 99 100 67.8 76.7 81.8 83.1 99.6 84.8

0.09 1 100 99 100 68.1 76.8 81.4 82.5 99.2 84.7

0.1 4 100 94.1 100 68.1 76.8 81.8 82.9 99.6 84.8

0.1 7 100 94 100 77.1 82 85.8 83.1 99.6 87.9

0.1 10 100 94 100 66 76.5 81.8 82.9 99.6 84.5

Bold values indicate best parameters for validation accuracy or testing accuracy
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dimensions, represented as x = (ax, ay, az) and yi =

f(xi) = (1, 2, 3, 4, 5, 6, 7, 8, 9) represents nine classes: Sit-

N, Sta-U, Lyi-S, Sit-B, Sta-F, Lyi-B, Sit-R, Sit-L, and Lyi-

Fd. As the experiment is simulating real daily life, the test

protocol was designed very flexible. For example, subjects

were asked to undertake a series of activities in a random

order along with their natural unconstrained behavior.

5.1 Classification accuracy comparison

First, the classification accuracy was compared between two

models for the six training subjects in group1. The testing

data were the remaining 50% data of each of six subjects after

training. The experiment results for each subject were shown

in Table 4. It includes the instance number of each posture

and testing accuracy for two models.

Table 4 compares testing accuracy for each subject

based on two models, both random in turn on the higher

position. 6LargeM produced higher average accuracy than

6PickM for the training subjects in group1 (95.1 vs.

91.6%), since 6LargeM was trained on the large training

set from the six training subjects, it is familiar with the

remaining data.

The classification accuracy was compared between two

models for the previously unseen data also. The unseen data

were collected from seven new subjects in group2. The

experiment details for each subject that include the instances

number of each posture and testing accuracy are shown in

Table 5. Table 5 shows that 6PickM got higher accuracy for

each subject than 6LargeM except the subject10.

Figure 6 compared the average accuracy of two models

for each of the two groups and the total average of the two

groups. The model 6PickM has a little lower average

accuracy than 6LargeM for the training subjects in group1

(91.6 vs. 95.1%), but it has higher average accuracy than

6LargeM for the unseen data in group2 (85.1 vs. 70.3%).

This means 6PickM has better generalization capability for

Table 4 Comparison testing accuracy between two models for training subjects

ID Instances for each posture Accuracy

Sit-N Sit-B Sit-R Sit-L Sta-U Sta-F Lyi-R Lyi-B Lyi-Fd Total 6PickM (%) 6LargeM (%)

S1 21 21 19 20 22 26 18 17 23 187 98.4 89

S2 32 22 22 29 48 54 45 34 43 329 83.9 99.4

S3 30 56 41 44 28 36 46 46 40 367 78.5 97.3

S4 26 35 23 19 31 30 40 33 37 274 91.2 93.3

S5 29 27 28 31 48 69 37 70 100 439 98.4 92.2

S6 14 21 26 27 29 25 37 47 37 263 98.9 99.2

Total 152 159 159 170 206 240 223 247 280 1859 91.55 95.07

Bold values indicate the average accuracy for the training subjects

Table 5 Results of classification for previously unseen data using two models

ID Instances for each posture Accuracy

Sit-N Sit-B Sit-R Sit-L Sta-U Sta-F Lyi-R Lyi-B Lyi-Fd Total 6PickM (%) 6LargeM (%)

S7 37 44 34 34 64 40 48 43 46 390 78.2 76.4

S8 73 50 35 49 123 71 63 49 43 556 97.5 87.2

S9 32 23 33 35 38 34 35 35 32 297 79.5 56.9

S10 88 28 26 21 35 45 29 50 40 362 88.4 89

S11 22 18 20 33 34 19 17 18 24 205 91.2 51

S12 35 29 27 29 38 27 29 31 30 275 89.1 66.2

S13 11 25 14 26 108 21 18 32 10 265 71.7 65.3

Total 298 217 189 227 440 257 239 258 225 2350 85.09 70.29

Bold values indicate the average accuracy for the testing subjects

Fig. 6 Comparisons the average accuracy for two groups
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new subjects than 6LargeM, since it includes more typical

feature values. Every subject in group2 is new to both

models, so the accuracy for group2 was lower than for

group1 classified by the two models.

The confusion matrix with the accuracy of each posture

based on the model 6PickM for all subjects in the two groups

was shown in Table 6. Consider the accuracy calculation for

each posture problem, classification result for each posture is

given as (Cori, Toti) from Table 6. Where i = 1...9 repre-

sents the nine postures. Cori stands for the correct number in

the diagonal line for each posture and Toti indicates the total

number in the row of Total for each posture. The accuracy

for each of the postures was calculated by Eq. (4). The total

average accuracy for all postures was calculated by Eq. (5).

Table 6 shows that the three kinds of lying postures (Lyi-R,

Lyi-B and Lyi-Fd) were mostly correctly to a high degree (in

95.7, 99.8, and 100% of the each case respectively). In

addition Sta-U also got a high accuracy in 94.1%. However

the three types of sitting postures (Sit-B, Sit-R and Sit-L)

were confused with each other most often (76.1, 77.9 and

60.1% of the each cases respectively).

Ai ¼
Cori

Toti
� 100% ð4Þ

A ¼
P9

i¼1 CoriP9
i¼1 Toti

� 100% ð5Þ

5.2 Computational time comparison

The model is trained once and reused for testing. Here the

computational time only assesses the testing time, not the

training time. The SVs number is related with the number

of training instances and the value of parameters. In theory,

testing time will be reduced when the number of SVs is

small according to Eq. (2). This verified by the experiments

below by testing different numbers of instances using the

two models 6PickM and 6LargeM. Details of the two

models are shown in Table 7.

Table 7 shows that 6LargeM has more SVs than 6PickM

(623 vs. 109) which will cost the computational time when

classifying a new pattern.

In order to compare the testing time for different number

of instances using the two models, all data from 13 subjects

were random organized in several files. The small number

of data was combined different number of subjects’ data

together such as 6 subjects or 13 subjects. The large

number of data was copied the 13 subjects’ data several

times. The details of experiments result were shown in

Table 8. The classification was performed offline on a

computer, which used the Intel 3 GHz processor with 2 GB

of RAM. Table 8 shows that the testing time was improved

using 6PickM compared to 6LargeM. For small number of

data, the computational efficiency was improved in a range

from 22 to 43.9%. Nevertheless, the improvement of test-

ing time was stable in 28% based on 6PickM than 6LargeM

when the data size is more than 33,572 as Fig. 7 shown.

5.3 Evaluation accuracy by different classifiers

The Pick-out method reduces the training set size whilst

improving the classification accuracy. In order to evaluate

this approach, we used six different classifiers to run on

Table 6 Confusion matrix with the accuracy of each posture using 6PickM for all subjects

Postures Sit-N Sit-B Sit-R Sit-L Sta-U Sta-F Lyi-R Lyi-B Lyi-Fd Average accuracy

Sit-N 398 5 39 71 8 0 0 0 0

Sit-B 0 306 41 78 0 0 0 0 0

Sit-R 3 64 293 1 0 0 0 0 0

Sit-L 12 26 0 226 0 0 0 0 0

Sta-U 35 1 3 0 608 58 0 0 0

Sta-F 2 0 0 0 30 439 0 0 0

Lyi-R 0 0 0 0 0 0 442 1 0

Lyi-B 0 0 0 0 0 0 20 504 0

Lyi-Fd 0 0 0 0 0 0 0 0 505

Total 450 402 376 376 646 497 462 505 505

Accuracy 88.4% 76.1% 77.9% 60.1% 94.1% 88.3% 95.7% 99.8% 100% 88.2%

Bold values in the diagonal line indicate the correct number for each posture

Table 7 Details about the two SVM models

Model name Training data Instances number Feature number Class number Best parameters (c, C) SVs

6PickM 6PickD 125 3 9 (0.06, 10) 109

6LargeM 6LargeD 943 3 9 (0.02, 1) 623
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two different training models 6PickM and 6LargeM, and

each of the two models was tested using the two same data

sets named as Testing1 and Testing2 described below. The

results are shown in Table 9.

• 6PickM: trained on data 6PickD which is optimized

small set using Pick-out method from six training

subjects. Details were described in Sect. 4.3.1.

• 6LargeM: trained on data 6LargeD which is 50% of

each of the nine postures were randomly selected from

the six training subjects.

• Testing1: was the subsequent 50% of the subset come

from six training subjects relating to 6LargeD.

• Testing2: was collected from a further seven subjects.

The results in Table 9 show that the training model

6LargeM achieves very different accuracy for the two

testing sets. It performs with very high accuracy (95–99%)

for the training subjects (Testing1) for each of the six

classifiers, but with low accuracy (53–70%) for the unseen

data (Testing2) for each of the classifiers. However,

6PickM produces similar accuracy for both testing sets and

higher accuracy than 6LargeM for the Testing2 (unseen

data). Running classifiers on unseen data is important for

many applications. These results indicate that the 6PickM

trained using Pick-out approach, whilst achieving lower

accuracy on training subjects (Testing1) is superior for

unseen data (Testing2). Moreover it is also suitable for

most types of classifiers, not only for SVM classifier.

5.4 Evaluation the two steps grid-search algorithm

A two steps grid-search algorithm was compared with the

one step cross-validation algorithm for the best parameters

selection. We ran the SVM classifier on the two training

sets 6PickD and 6LargeD with the same testing set (unseen

data Testing2 described in Sect. 5.3) respectively based on

the two pairs of the best parameters (c, C) selected using

the two algorithms: cross-validation and two steps grid-

search. The classification accuracy based on the best

parameters for each of the two training sets and each of the

two algorithms is shown in Table 10. The results indicate

that the new grid-search algorithm performs better than the

cross-validation, especially for the small size training set

6PickD (85.09 vs. 66.94%).

6 Discussion

The classification accuracy and computational time are

related to the SVM model. An optimal model is trained by

Table 8 Comparison testing

time for different number of

instances based on two models

Number of instances Testing time (s) T2-T1 (s) Percentage for

improvement (%)
6PickM (T1) 6LargeM (T2)

1,241 0.157 0.28 0.123 43.9

1,858 0.29 0.484 0.194 40

4,219 0.547 0.703 0.156 22.2

8,438 0.969 1.297 0.328 25.3

16,876 1.688 2.454 0.766 31.2

33,572 3.469 4.672 1.203 25.7

595,800 57.6 80.5 22.9 28.4

617,693 59.89 83.5 23.61 28.2

702,104 67.844 94.719 26.875 28.3

Fig. 7 Percentage of testing time improvement for different number

of data based on model 6PickM than 6LargeM. It is stable in 28% for

the large number of data

Table 9 Evaluation of the Pick-out method by six classifiers based

on two training models with two testing sets

Classifier Accuracy (%)

6LargeM 6PickM

Testing1 Testing2 Testing1 Testing2

K-NN 98.98 66.43 74.7 80.74

Naı̈ve Bayes 97.58 70.01 78.85 78.18

Decision Tree 98.28 68.02 77.23 74.95

W-DTNB 95.32 53.27 67.22 62.29

Neural Net 96.61 69.18 88.21 82.66

LibSVM 95.07 70.29 91.55 85.09
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the optimal training data with best parameters simulta-

neously. Conventional guidance on the model training is

designed to use large samples of randomly selected training

set. A novel Pick-out approach which is different to the

generally promoted approach for training set selection was

discussed in this study. This approach picked a small

optimal training set using incrementally added misclassi-

fied data from six training subjects during the testing by a

single training model. In addition, the best parameters were

chosen using two steps grid-search algorithm. First, a better

region searching combined the grid-search with k-fold

cross-validation algorithms. And then, best parameters are

decided by combining the grid-search with model training

and testing according to its better region. This new

approach for optimal model selection was evaluated

against conventional approaches with nine prevalent pos-

tures classification from belt-worn smart phone’s acceler-

ometer data. Two models (6PickM and 6LargeM) were

compared using: classification accuracy and computational

efficiency. The main result was that classification derived

from 6PickM (trained on small optimal training set) and

6LargeM (trained on conventional large randomly selected

training set) did differ in generalization to new data and

computational time. 6LargeM produced higher average

accuracy for the training subjects (95.1 vs. 91.6%). Nev-

ertheless, 6PickM obtained higher average accuracy for

new subjects (85.1 vs. 70.3%). Computational time was

improved 28% compared with 6LargeM. The Pick-out

method is an incremental modeling approach. It can get

more typical feature values by the increment of model

learning. Thus the model can be optimized in both aspects:

high classification accuracy for unseen data and computa-

tional efficiency, since it learned the most characteristic

values and includes a small number of support vectors

(SVs).

Classification of the human nine postures in daily life for

thirteen subjects was achieved with the multiclass SVM

classifier. Some postures were classified with high accu-

racy, but also some misclassification of the nine postures

occurred. Each of the misclassified postures became con-

fused with one or two other postures. Most of these pos-

tures closely resembled each other (e.g. Sta-U and Sta-Fd).

Specially, some subjects habitually take the posture Sit-B

with Sit-L or Sit-R at the same time, so more confusion

happened between Sit-L with Sit-B or between Sit-B with

Sit-R. Additionally, if the subject only leaning a small

angle when he/she was Sit-L or Sit-R, the confusion also

happened between Sit-L with Sit-N or between Sit-R with

Sit-N. Overall, the model 6PickM exhibits a quite robust-

ness for both training subjects (91.6%) and previously

unseen new subjects (85.1%). The nine postures were

recognized in different accuracy: High level values for

Lyi-Fd (100%), Lyi-B (99.8%), Lyi-R (95.7%), and Sta-U

(94.1%); Average level values for Sit-N (88.4%) and Sta-F

(88.3%); Lower precision values for Sit-B (76.1%), Sit-R

(77.9%) and Sit-L (60.1%). Nevertheless, the limitation on

the three types of sittings recognition can be ignored for the

further posture-aware reminder systems, since the sitting

postures could define in two groups: sitting healthy (Sit-N)

and sitting unhealthy (Sit-Uh which includes Sit-B, Sit-L

and Sit-R), thus the confusion happened most often

between Sit-B, Sit-L and Sit-R is not significant for

unhealthy posture alert.

7 Conclusion and future work

This study discussed a novel method which selects typical

training data (Pick-out) with a two step grid-search algo-

rithm for optimal model selection. The Pick-out method

adopted the iterative and incremental learning technique.

The advantages of the Pick-out approach compared with

other data reducing methods are: its ability to reduce the

training set size with lower computational cost (e.g. a

distance calculation is not required); faster selection of new

attributes (simply picking the misclassified typical data);

improvement of the generalization performance of the

resulting classifiers (not only suitable for SVM, as shown

in Table 9). The Pick-out method can use incremental

learning, accumulating a representative training set in a

domain such as Activities of Daily Living. Additionally,

Experiments show that the model trained on data selected

by Pick-out approach is competitive with the standard

approach of use of a large randomly selected training set.

Table 10 Evaluate the two algorithms for parameters selection using the two training sets 6PickD and 6LargeD based on corresponding two

pairs of the best parameters

Training set Algorithm Parameters Testing set Accuracy (%)

c C

6PickD Cross-validation 0.5 4 Testing2 (unseen data) 66.94

Two steps grid-search 0.06 10 85.09

6LargeD Cross-validation 0.00781 1 68.87

Two steps grid-search 0.02 1 70.29

Bold values indicate the higher accuracy of the two algorithms based on each training set
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Picking typical data out is a promising method to train an

optimal model with high classification capability for

unseen data and saving computational time. This is

important for real-time activity-aware reminder applica-

tions. Accelerometers embedded in a smart phone can be

used to easily monitor various postures in human daily life.

Multiclass SVMs proved reliable in classification of human

daily activities.

An optimal model selection is important for the daily

activity classification. Nevertheless, the testing data with

training set should keep identical sensing criterion. In this

study, the activity data were sensed by one accelerometer

embedded in a smart phone, so the phone position also

influences the classification result. In this research, the

model was trained on data from the position of middle left

waist. If a subject puts the phone on right side or front of

the waist, even put it in a pocket, the feature values (i.e.

acceleration values in three dimensions) will be different

with the training set for same posture, thus the classifica-

tion accuracy will be decreased if the phone was in a dif-

ferent position during testing with training. Hence, a robust

monitoring system should detect the phone position first

before the data collecting. We have done this work using a

retrained SVM classifier to detect the phone position, and

run it in real-time before collecting the posture data. If the

phone was not in middle left waist, the system will alert a

sound in real-time until the phone position was in prede-

fined position such as left middle waist for this study.

The future work will verify the model that was trained

using the novel Pick-out approach by more subjects. In

addition, a real-time activity recognition embedded with

the posture-aware reminder system will be implemented

using a smart phone only. This would enable a reasonable

reminder to issue when the subject is in an unhealthy

posture such as sitting on back arch for a predefined

period.
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