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Abstract Pattern recognition systems are increasingly

being used in adversarial environments like network

intrusion detection, spam filtering and biometric authenti-

cation and verification systems, in which an adversary may

adaptively manipulate data to make a classifier ineffective.

Current theory and design methods of pattern recognition

systems do not take into account the adversarial nature of

such kind of applications. Their extension to adversarial

settings is thus mandatory, to safeguard the security and

reliability of pattern recognition systems in adversarial

environments. In this paper we focus on a strategy recently

proposed in the literature to improve the robustness of

linear classifiers to adversarial data manipulation, and

experimentally investigate whether it can be implemented

using two well known techniques for the construction of

multiple classifier systems, namely, bagging and the ran-

dom subspace method. Our results provide some hints on

the potential usefulness of classifier ensembles in adver-

sarial classification tasks, which is different from the

motivations suggested so far in the literature.

Keywords Adversarial classification � Multiple classifier

systems � Robust classifiers � Linear classifiers

1 Introduction

Pattern recognition systems are increasingly being used in

applications like biometric authentication and verification,

intrusion detection in computer networks, spam filtering,

Web page ranking and network protocol verification [17,

23, 25, 32, 33, 42, 46], usually to discriminate between two

pattern classes corresponding to a legitimate and a mali-

cious behaviour. These applications are different from the

ones considered in the standard pattern recognition theory,

since they are characterised by the presence of a human

adversary who generates malicious samples, and can

adaptively manipulate data to avoid their detection. For

example, the goal of biometric verification systems is to

discriminate between genuine and impostor users, to allow

or deny access to some protected resource. An impostor

may try to be recognised as a genuine user by spoofing

his fingerprints. Analogously, intrusion detection systems

(IDSs) aim at discriminating between legitimate and

intrusive network traffic, and hackers may camouflage their

network packets so that they are mislabelled as legitimate.

Likewise, spammers adopt several tricks to obfuscate their

emails and get them past spam filters. In automatic Web

page ranking pattern recognition systems can be used to

automatically label or score Web pages according to pre-

defined topics, for automatic ranking purpose. A malicious

Webmaster may inflate the ranking of his Web site, for

example, by manipulating the metadata of Web pages. In

network protocol verification automatically recognising the

protocol of network packets can be useful to improve the

quality of service over a network. However, a malicious

user may attempt to get a higher bandwidth by disguising

the protocol in use.

The performance of intelligent data analysis systems

[47], and in particular pattern recognition systems, may
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thus be undermined when they operate in adversarial

environments. However, current theory and design meth-

ods of pattern recognition systems do not take into account

the adversarial nature of such applications. Current meth-

ods and algorithms may thus exhibit vulnerabilities which

can be exploited by an adversary to mislead them. This is a

relevant issue that needs to be addressed, to allow the

deployment of reliable and robust pattern recognition sys-

tems in many crucial applications.

The issue of adversarial classification has been raised

only recently in the literature. Some theoretical issues have

been addressed in the machine learning field, while

researchers from various application-centred fields (mainly

intrusion detection and spam filtering), focused on specific

vulnerabilities of pattern recognition and machine learning

systems in particular applications. However, the current

research is still limited and fragmented, and a first attempt

to unify the efforts in this field was made only in a recent

NIPS workshop [38]. In brief, the main open issues are:

identifying vulnerabilities of pattern recognition methods

and algorithms to adversarial data manipulation, and

developing methods for evaluating and improving their

robustness in adversarial environments.

In this paper we focus on the use of multiple classifier

systems (MCSs) to improve the robustness of pattern

classifiers. During the past fifteen years MCSs became a

state-of-the-art tool for the design of pattern classifiers,

mainly because of their capability to improve accuracy

with respect to an individual classifier. Some authors have

recently argued that MCSs can also improve robustness in

adversarial settings, since in principle more than one

classifier has to be evaded to make the whole ensemble

ineffective [29, 44, 46, 52]. However, this claim has never

been investigated in depth, and remains questionable.

Some opposite evidence was indeed provided in [45] for

multi-modal biometric systems. Inspired by a strategy to

improve the robustness of linear classifiers proposed in

[35], in this paper we investigate the capability of a par-

ticular kind of MCS construction techniques to improve the

robustness of linear base classifiers, based on a different

rationale than the one argued so far. The strategy in [35] is

based on keeping the feature weights as evenly distributed

as possible, which forces the adversary to modify a larger

number of feature values to evade the classifier. We argue

that randomisation-based MCS construction techniques

like bagging [9] and the random subspace method (RSM)

[30] may produce such effect on the feature weights of

linear classifiers, and empirically evaluate this behaviour

on a spam filtering case study, extending preliminary

results presented in [6, 7].

The paper is structured as follows. An overview of the

literature on adversarial classification is given in Sect. 2. In

Sect. 3 we describe the robustness improvement strategy of

[35], and discuss how MCSs can be exploited to implement

it. In Sect. 4 we describe the method we used to evaluate

robustness. Our experimental analysis is reported in

Sect. 5.

2 Background

In this section we summarise the literature on adversarial

classification, and in particular works which proposed the

use of MCSs to improve robustness.

2.1 Theoretical works

Theoretical issues of adversarial classification have been

addressed by few works in the machine learning field [2,

13, 17, 37, 40]. In [17] an analytical framework based on

minimum risk theory was proposed, in which adversarial

classification tasks were modelled as two-player games.

Using this framework, the authors experimentally showed

on a spam filtering task that an adversary aware classifier,

designed by anticipating potential adversarial actions, can

significantly outperform standard adversary unaware clas-

sifiers. In [2] some general issues about the security of

machine learning systems in adversarial environments

were discussed, and a taxonomy of attacks against them

was developed. Some possible defence strategies were also

sketched. A more specific issue was addressed in [40],

namely, the computational complexity of reverse-engi-

neering the classifier’s decision function, for an adversary

who can probe the classifier with ‘‘query’’ samples and get

feedback on the assigned label. General frameworks for the

evaluation of classifier performance in adversarial envi-

ronments were proposed in [13, 37].

While the above theoretical works pointed out the main

issues of adversarial classification tasks, they did not pro-

vide practical methods to design robust classifiers in real

applications. On the other hand, the majority of works

published so far focused on very specific issues of indi-

vidual applications, and their solutions cannot be general-

ised to different contexts. Moreover, these works are

mostly unrelated to theoretical ones, so that there is still a

huge gap between theory and applications.

2.2 Application-specific works

Some works analysed the vulnerability of different classifi-

ers used in IDSs [20, 34] and in biometric verification sys-

tems [22, 53]. Specific countermeasures were proposed for

IDSs in [16, 43], as well as methods to improve the robust-

ness of specific classification algorithms. For instance, in

[45] a modified version of the well known likelihood ratio

rule was proposed, for multi-modal biometric verification
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tasks. In the spam filtering task, several works analysed the

vulnerability of text classifiers against well known spam-

mers’ tricks aimed at getting spam emails misclassified as

legitimate [24, 26, 31, 35, 41].

To our knowledge, only in [24, 35] practical methods to

improve classifier robustness were proposed. Both works

focused on linear classifiers with Boolean features, whose

robustness was measured in terms of the number of features

that have to be modified to get a malicious sample misclas-

sified as legitimate. For instance, this makes clearly sense in

the case of text classifiers in spam filtering, where each

feature is usually associated to a given word. Globerson and

Roweis [24] proposed a method to improve robustness

against the so-called ‘‘feature deletion’’ attack, which con-

sists in modifying a malicious sample to hide the presence of

some attributes (e.g., ‘‘bad’’ words are often misspelled in

spam emails). The method in [24] is based on a modification

of the support vector machine learning algorithm. The

strategy proposed in [35] will be explained in detail in

Sect. 3.1, since it will be investigated in this work.

2.3 MCSs in adversarial classification tasks

MCSs have been firstly proposed in these tasks to improve

classification accuracy, as in traditional (non-adversarial)

classification problems [3, 28, 33, 36, 46]. A more specific

motivation is that MCSs allow to deal in a natural way with

heterogeneous features coming from different information

sources, as in multi-modal biometric tasks [33, 46]. A MCS

architecture also allows to easily add new classifiers or

detection modules to an existing system, which is a com-

mon practice in network intrusion detection and spam fil-

tering tasks to counteract new kinds of attacks. Recently, it

has also been argued that MCSs allow to improve classifier

robustness in several adversarial classification tasks, based

on the intuitive motivation that an adversary has to evade

more than one classifier to make the whole ensemble

ineffective [29, 44, 46, 47, 52]. However, this claim has not

been supported by any clear theoretical or empirical evi-

dence so far. On the contrary, some empirical evidence

against it was provided in [45], where it was shown that

multi-modal biometric systems can be evaded by spoofing

just one biometric trait.

The robustness of MCSs in adversarial classification

problems has been also investigated in our previous works.

Since adding new detection rules to a system in response to

new attacks is a common practice in spam filtering and in

network intrusion detection, in [5] we investigated whether

adding classifiers to a given ensemble improves its

robustness. In [4] we analysed randomisation strategies

based on MCSs to prevent an adversary from gaining

sufficient knowledge on a classifier to evade it. However,

in these works we used the analytical model proposed by

Dalvi et al. [17], which is based on unrealistic assump-

tions; thus, our results did not provide clear-cut conclu-

sions. In [6] we provided some empirical evidence that a

MCS architecture can be more robust than a single clas-

sifier architecture. Nevertheless, this work was limited to a

logic OR of Boolean outputs of individual classifiers,

which is not a standard MCS architecture. Lastly, in [7] we

started investigating the use of bagging and the RSM to

implement the strategy proposed in [35] for improving

robustness. In this paper we extend our recent works [6, 7]

with a more thorough discussion on bagging and the RSM,

and a more extensive experimental investigation.

3 Robust linear classifiers

In this section we describe the strategy proposed in [35] to

improve the robustness of linear classifiers with Boolean

features, and discuss how MCS construction methods like

bagging and the RSM may be exploited to implement it.

3.1 Robust linear classifiers

Kolcz and Teo [35] proposed a strategy to improve the

robustness of linear classifiers with Boolean features against

manipulations of malicious samples aimed at getting them

misclassified as legitimate at operation phase. From now on,

we will denote such kind of manipulation as ‘‘attack’’, for

short. The strategy proposed in [35] was targeted to sce-

narios in which classifier robustness can be related to the

number of features that have to be modified in malicious

samples to evade a classifier. A typical application scenario

is a spam filtering task in which a text classifier is trained on

Boolean features, each one denoting the presence or

absence of a given word in an email. In this case it makes

sense to evaluate robustness in terms of the number of

words that a spammer has to add or to obfuscate in the

original spam message to evade the classifier. In [35] it was

observed that, if some features are highly discriminant on

training samples, and the adversary knows them, he may

manipulate his samples by modifying only the values of

those features to evade the classifier. In practice, in appli-

cations like spam filtering and network intrusion detection,

an adversary could guess the most discriminant features

reasonably well. Based on this observation, and on the fact

that in linear classifiers the most discriminant features are

given the largest absolute weights, Kolcz and Teo [35]

suggested that classifier robustness can be improved by

avoiding to over-emphasise (under-emphasise) features

which are highly (slightly) discriminant on training

samples, since this would force the adversary to modify a

higher number of feature values to evade the classifier. In

other words, the absolute values of the feature weights
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should be distributed as evenly as possible. However, this

may undermine the classifier accuracy on non-manipulated

samples; thus, a trade-off between accuracy and robustness

may be needed.

Among the different implementations of the strategy

proposed in [35], we are interested in the one named

averaging, which is based on a MCS approach. Let us first

introduce some notation. We denote the decision function

of a linear classifier as f(x) = sign (g(x)) [ {-1, ?1},

where x = (x1,…, xn) is the n-dimensional feature vector

of a given sample, g(x) =
P

i=i
n wi xi ? w0 is a linear dis-

criminant function, w0, w1,…, wn are the feature weights,

to be set by a learning algorithm, and -1 and ?1 are the

labels of legitimate and malicious samples, respectively.

The averaging method consists in constructing a linear

classifier whose discriminant function g(x) is obtained by

averaging the ones of L different linear classifiers

g1(x),…, gL(x). Such classifiers are obtained by running the

chosen learning algorithm on the same training samples, but

using L different, randomly selected subsets of the original

feature set. This is obtained by setting to zero the values of

non-selected features in all training samples. It is easy to see

that the weights w1,…,wn of g(x) equal the average of

the corresponding weights of the L classifiers: wi = (1/L)
P

j=1
L wi

j, i = 1,…, n. Note that this increases the compu-

tational cost only at training phase, while the same cost of

an individual linear classifier is incurred at operation phase.

The averaging method was borrowed from [51], where

it was used to prevent feature overfitting and underfitting,

which can happen when the training set is not sufficiently

representative of the distribution of samples at operation

phase. This is also the case of adversarial classification

problems, which however were not considered in [51].

Quoting from [35], the rationale of this method is the

following:

By chance (due to randomness) in feature subset

selection, highly indicative features are assigned to

bags different from that of the less indicative features.

Therefore, weights of the less indicative features will

not be overwhelmed by the highly indicative ones

during the modelling process.

3.2 MCS-based strategies to design robust

linear classifiers

Kolcz and Teo [35] argued that the averaging method may

produce a linear classifier whose weights are more evenly

distributed than those of a single linear classifier trained

with the same learning algorithm. The rationale was based

on intuition, and was supported by some empirical results.

However, a more thorough look at the averaging method

reveals that it exhibits two interesting features, since it

turns out to be very similar to a technique for ensemble

construction which is well-known in the MCS field, i.e., the

random subspace method (RSM) [30]. First, the RSM is

known to be effective in improving classification accuracy

with respect to a single classifier trained with the same

learning algorithm. This makes it a stronger candidate as a

method to reach a good trade-off between accuracy and

robustness in adversarial classification tasks, provided that

it is actually capable to produce more evenly distributed

feature weights. Second, the RSM belongs to a family of

well-known MCS construction techniques based on ran-

domisation, whose other main representatives are bagging

[9] and the random forest method [10]. This opens an

interesting perspective on the potential usefulness of ran-

domisation-based MCS techniques in adversarial classifi-

cation tasks, besides the RSM. Indeed, since these

techniques are rooted on the same underlying principle of

the RSM, one may wonder whether they all may result not

only in improving classification accuracy, but also in more

evenly distributed weight values as a by-product, when

applied to linear base classifiers, ‘‘naturally’’ implementing

the strategy proposed in [35].

Randomisation-based techniques consist in constructing

a MCS by training a given base classifier on different

training sets, obtained by introducing some randomness in

the original one. The first and most known technique of this

kind is bagging [9]. It consists in training the individual

classifiers on bootstrap replications of the original training

set. Besides the RSM, which has been described above,

another well-known method is the random forest [10]. It

applies only to decision trees, and combines the idea of

training set resampling and random feature subset selec-

tion. These techniques, and bagging in particular, have

been extensively studied in the literature, in terms of why

and under which conditions they are able to improve

classification accuracy with respect to an individual base

classifier, or the approximation error in regression prob-

lems, for bagging [9, 11, 12, 18, 21, 27, 30]. In particular,

bagging is believed to work well for unstable base classi-

fiers or regressors, whose decision or estimation function

undergoes large changes for small perturbations of the

training set. According to [9], bagging reduces such

instability by reducing the variance component of the

classification or estimation error. Other explanations have

also been proposed; for instance, in [27] it was argued that

bagging reduces the influence of outliers in the training set.

Despite all these works, to our knowledge the effect of

randomisation-based techniques on the weight values of

linear base classifiers was not considered by any author,

even when the behaviour of bagging and the RSM method

was specifically investigated for such kinds of classifiers

[48, 49]. Furthermore, although several theoretical models

of bagging have been proposed [9, 11, 12, 27], it turns out
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to be very difficult to exploit them to study its effect on the

weight values of linear classifiers. Nevertheless, it is pos-

sible to provide at least an intuitive explanation of the

potential side-effect of bagging of producing more evenly

distributed weight vectors, similar to the intuitive motiva-

tion proposed in [35] for the RSM. When bagging is used,

the training set of each base classifier is a bootstrap repli-

cation of the original training set. Therefore, each training

sample may not appear in some bootstrap replications. One

of the possible effects may be a reduction of the average

weight of features which would be most discriminant on

the whole training set, and an analogous increase of the

average weight of least discriminant ones.

Since it is difficult to obtain analytical results to guide

the analysis of randomisation-based methods, in this work

we give an experimental analysis to get some hints on their

behaviour, focusing on bagging and the RSM. We address

two main issues. The first one is to understand whether, and

possibly under which conditions, they allow to produce

more evenly distributed weight values than a single clas-

sifier. The second issue is to evaluate whether this allows to

improve robustness, and what is the effect on the accuracy

when a classifier is not under attack. Before presenting our

experimental analysis, we report below the algorithms of

bagging and the RSM, and describe in the next section the

method we will use to evaluate robustness.

4 Robustness evaluation

Standard methods for classifier performance evaluation are

based on estimating the generalisation capability using a

set of samples collected at design phase, through cross-

validation or analogous techniques. However, they cannot

provide information about the behaviour of a classifier

under attack, for two main reasons. First, malicious sam-

ples belonging to training data may not have been sub-

jected to adversarial modifications aimed at evading a

classifier. For example, in standard biometric verification

systems the training set does not include any spoofed trait,

namely, fake biometric traits reproduced by an impostor to

be recognised as a genuine user. This does not allow to

assess the behaviour of such a system against a spoof

attack. Second, even if the collected malicious samples

include attacks (as it may happen in spam filtering and

network intrusion detection tasks), they were not purposely

crafted to evade the system under design, but the one which

was operating when they were collected [35]. Therefore,

they are not representative of the attacks that may be

subsequently performed against the classifier under design.

However, despite the relevance of adversarial classification

tasks, no works in the literature have proposed practical

robustness evaluation methods so far.

Evaluating classifier robustness in adversarial classifi-

cation tasks is a complex issue, which is outside the scope

of this paper, and is the subject of an ongoing work [13,

37], also by the authors. In the following we describe the

method used in our experiments, which is derived from a

more general methodology we are currently developing,

and tailored to the particular application scenario consid-

ered in this paper.

Given that the samples collected to design a classifier

cannot be considered representative of attacks observed at

operation phase, our methodology to assess classifier

robustness is based on simulating attacks carefully targeted

against the classifier under design. More precisely, a clas-

sifier is first trained on the original training set, then its

performance is evaluated on a modified testing set, in which

all malicious samples have been modified to simulate the

effect of an attack of interest. In the considered application

scenario, the effect of attacks is simply to change the value

of some features from 0 to 1, or vice versa. They can thus be

simulated by directly modifying the feature vectors of

malicious samples, without the need of manipulating the

original samples (e.g., emails or network packets).

In the case of linear classifiers, it is of interest to eval-

uate robustness in a worst-case scenario. In this case the

adversary is assumed to have complete knowledge of the

classifier, namely, of the feature set and the decision

function, and is always able to get a malicious sample
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misclassified as legitimate by modifying the minimum

number of feature values. Another case of interest is the

one in which the adversary has only an approximate

knowledge of the classifier, as happens in many real cases.

For instance, two well-known attacks against text classifi-

ers used in spam filters are the so-called good word

insertion (GWI) and bad word obfuscation (BWO). They

respectively consist in modifying a spam email by inserting

randomly chosen words which are not likely to appear in

spam messages, and by obfuscating (e.g., by misspelling)

typical ‘‘spammy’’ words. When evaluating the robustness

of a classifier against these attacks, it is reasonable to

assume that the adversary can guess a subset of the good

and bad words used by the classifier, and their discriminant

capability. An attack based on such partial knowledge can

thus be simulated by modifying only the corresponding

subset of features in malicious samples.

In the case of text classifiers for spam filtering it is also

useful to evaluate robustness as a function of the attack

strength, namely, the maximum number of words (i.e.,

features) which can be modified (i.e., either inserted or

obfuscated) in a spam email.

In our experiments we evaluate the robustness of linear

classifiers considering both worst- and non-worst-case

attack scenarios. The feature vectors of all malicious

samples in the testing set are modified to simulate the

effect of a given attack, by changing up to nMAX feature

values, which corresponds to the attack strength. The exact

algorithms used to simulate the attacks are described

below.

4.1 Worst-case attack

For a given feature vector x of a malicious sample, the

features to modify (up to a given number nMAX) to get a

new feature vector x0 are the ones which minimise the

discriminant function g(x0). This leads to the maximum

decrease in performance for the given nMAX. It is not dif-

ficult to see that, for linear classifiers with Boolean fea-

tures, x0 can be found as follows. First, the weights

w1, w2,…, wn have to be sorted in descending order of their

absolute value, and the features have to be sorted accord-

ingly. Note that this step has to be carried out only once,

after classifier training. We denote the sorted weights

and features respectively as w(1), w(2),…, w(n), and

x(1), x(2),…, x(n), where |w(1)| C |w(2)| C ��� C |w(n)| Then,

for i = 1, 2,…, n and until the number of modified feature

values does not exceed nMAX:

– if x(i) = 1 and w(i) [ 0, x(i) is set to 0;

– if x(i) = 0 and w(i) \ 0, x(i) is set to 1;

– otherwise, x(i) is left unchanged.

The exact procedure is reported as Algorithm 3.

4.2 Non-worst-case attacks

We assume that the adversary devises his modifications to

malicious samples based on an incomplete knowledge of

the classifier’s decision function, namely, on an approxi-

mation of the feature weights. The consequence is that he

overestimates or underestimates the importance of some

features, leading to a non-optimal choice of the features to

modify. In practice, this corresponds to the case in which

the adversary makes some educated guess on what the most

discriminant features are. To simulate this scenario it is

possible to use again Algorithm 3, but shuffling the order

of features which were sorted according to descending

absolute values of their weights. We considered two cases

corresponding to different levels of the adversary’s

knowledge: swapping n/2 pairs of randomly chosen fea-

tures in the sequence x(1), x(2),…, x(n) (which we will refer

to as ‘‘non-worst-case’’ attack), and shuffling them com-

pletely at random (‘‘random’’ attack). Note that the latter

corresponds to an adversary with no knowledge on the

discriminant capability of the features.

5 Experimental results

The goal of our experiments is to investigate whether, and

under which conditions, bagging and the RSM produce

more evenly distributed weight values and exhibit a higher

robustness than a single base classifier trained with the

same learning algorithm. We used a spam filtering task as a

case study. The experimental setup is described in

Sect. 5.1, and the results are reported in Sects. 5.2 and 5.3.
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5.1 Experimental setup

5.1.1 Data sets and classifiers

We used the benchmark TREC 2007 email corpus [15],

publicly available at http://plg.uwaterloo.ca/*gvcormac/

treccorpus07. It is made up of 75,419 real emails (25,220

legitimate and 50,199 spam messages), which were col-

lected between April and July 2007.

Two kinds of linear classifiers with Boolean features

were considered: text classifiers proposed in the spam fil-

tering literature, and classifiers which can be used to

automatically tune the linear decision function of the

SpamAssassin filter.

We used support vector machines (SVMs) with linear

kernel [19] and logistic regression (LR) [35] as text clas-

sifiers. The first 20,000 emails (in chronological order) of

TREC 2007 were used as training set, and the next 20,000

emails as testing set. The bag-of-words feature model was

used. We first extracted the features (words) from training

emails using the tokenization method of SpamAssassin, and

then selected n = 20,000 distinct features using a super-

vised feature selection approach based on the information

gain criterion [39]. SVMs were trained using the libSVM

software [14]; the C parameter of their learning algorithm

was chosen among the values in {0.001, 0.01, 0.1, 1,

10, 100}, by maximising the performance measure (see

below) through a 5-fold cross validation on training data.

The LR classifier was trained using an online gradient

descent algorithm [8].

In the experiments on the SpamAssassin filter we used

its latest available version, 3.2.5. SpamAssassin consists of

some hundred Boolean tests, each aimed at detecting a

particular characteristic of spam or legitimate emails, like

the presence of a typical spam word or an email header

malformation produced by known automatic spam gener-

ation tools [50]. Some tests are associated to the output of a

text classifier. The outcomes of tests are numerically coded

as 1 and 0, respectively for ‘True’ and ‘False’. An email is

labelled as spam if the linear combination of the corre-

sponding test outputs exceeds a given threshold, otherwise

it is labelled as legitimate. SpamAssassin can thus be

viewed as a linear classifier with Boolean features. Default

values are provided for the threshold and the feature

weights.1 They are obtained by manually tuning the ones

produced by a linear classifier, which is currently a per-

ceptron.2 Note that manual tuning is done by the Spa-

mAssassin developers to improve robustness, given that the

weights produced by learning algorithms are not consid-

ered reliable enough. For this reason, it is interesting to

evaluate whether the strategy proposed in [35] to improve

robustness of linear classifiers can be effectively exploited

in the practical application scenario of SpamAssassin. In

our experiments, we used again the SVM and LR linear

classifiers, and also considered the default weights for

comparison. Since about half of the SpamAssassin tests

gave zero (‘False’) as output value for all the TREC 2007

emails, we disregarded them to reduce the computational

complexity. The remaining number of tests (features)

turned out to be n = 549. Since SpamAssassin includes a

text classifier, we used the first 10,000 emails (in chrono-

logical order) of TREC 2007 to train it. The next 20,000

emails were used as training set for our linear classifiers,

and the following 20,000 ones were used as testing set.

The performance of bagging and the RSM was evalu-

ated for different values of their parameters, to investigate

how they affect robustness and accuracy. Ensemble of 5,

10 and 20 base classifiers were considered. For the RSM,

we considered feature subset sizes equal to 30, 50 and 80%

of the original feature set size. For bagging we also con-

sidered different training set sizes of the bootstrap repli-

cations (which is one of the variants proposed in the

literature), equal to 30, 50 and 100% of the original training

set size. Since bagging and the RSM are respectively based

on a random selection of training samples and feature

subsets, we averaged the results over 5 runs of the

experiments.

5.1.2 Performance and weight evenness measures

Robustness was evaluated as described in Sect. 4, under the

worst-case and the two non-worst-case scenarios of Sect. 4.

Classification performance was evaluated with a measure

derived from the area under the ROC curve (AUC). Since

in tasks like spam filtering false positive (FP) errors are

typically more harmful than false negative (FN) ones, the

region of interest of the ROC curve is restricted to low FP

rate values. As proposed in [35], we used a more infor-

mative measure than the AUC, defined as the area of the

region of the ROC curve corresponding to FP rates in

the range [0, 0.1]: AUC10% = $0
0.1 TP(FP)dFP. Note that

AUC10% [ [0,0.1].

To evaluate the weight evenness we used a measure

proposed in [35]. It is defined as a function F(k) given by

the ratio of the sum of the k highest absolute weight values

to the sum of all absolute weight values, for k = 1,…, n:

FðkÞ ¼
Pk

i¼1 jwðiÞjPn
j¼1 jwjj

; ð1Þ

where |w(1)|, |w(2)|,…, |w(n)| denote the weights sorted in

descending order of their absolute values, i.e., |w(1)|

1 For a detailed list of tests and corresponding weights, see

http://spamassassin.apache.org/tests_3_2_x.html.
2 http://spamassassin.apache.org/full/3.0.x/dist/masses/README.

perceptron.
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C |w(2)| C ��� C |w(n)|. Note that w0 is not considered, since

it is not associated to any feature. The most even weight

distribution is given by identical weights, which

corresponds to F(k) = k/n. The most uneven distribution

is attained when only one weight is different from zero, and

thus F(k) = 1 for each k value. Therefore, a flatter line

corresponds to a more even weight distribution [35]. Since

F(k) is not a scalar, we chose to use a more concise, scalar

measure given by:

E ¼ 2

n� 1
n�

Xn

k¼1

FðkÞ
" #

: ð2Þ

It is easy to see that the range of E is [0, 1], and that E = 0

and E = 1 correspond respectively to the most uneven and

to the most even weight distribution.

5.2 Experimental results on text classifiers

We analyse first the classification performance of all the

considered linear text classifiers, when they are not under

attack, and the evenness of their weight distribution. Then we

analyse their robustness across the different attack scenarios.

In Tables 1 and 2 we report the testing AUC10% for the

LR and SVM base classifiers, when they are not under

attack, and their weight evenness E (Eq. 2). We remind the

reader that AUC10% ranges from 0 to 0.1, and that the

results for MCSs were averaged over 5 repetitions, since

the MCSs were built using different random feature subsets

(RSM) or bootstrap replications (bagging).

The AUC10% values of the two individual base classi-

fiers are similar and very high. Nevertheless, both bagging

and the RSM almost always slightly outperformed the

corresponding individual classifier. Moreover, bagging and

the RSM also produced more evenly distributed weights

than the corresponding individual classifiers, with some

exception for the RSM, when only 5 classifiers were

combined, or small feature subset sizes were used (30%).

Note also that the weight evenness of the MCSs almost

always increases as the ensemble size increases, while its

behaviour as a function of the training size (for bagging) or

feature subset size (for RSM) is not clear-cut.

Consider now the robustness under the different attack

scenarios.

5.2.1 Worst-case attack

Figures 1 and 2 show the robustness against a worst-case

attack (these figures are best viewed in colour), in terms of

AUC10% as a function of the attack strength, namely, the

maximum number of modified feature values. Note that the

AUC10% values for zero attack strength are the ones

attained by the classifiers when they are not under attack,

and are therefore the same as in Tables 1 and 2. Note also

that the AUC10% values drop to zero as the attack strength

increases. This means that, after a given number of features

has been modified, all spam emails are misclassified as

legitimate. Although this is not the focus of this work, we

point out that, in this kind of analysis, it is interesting for

the designer of a pattern recognition system to analyse the

behaviour of AUC10% as the attack strength increases: the

more graceful its decrease, the more robust the classifier.

Figures 1 and 2 show that the behaviour of bagging and

the RSM in terms of robustness, with respect to the cor-

responding base classifier, almost always agrees with the

one hypothesised in [35] in terms of weight evenness. In

particular, bagging always improved the robustness of both

the LR and SVM base classifiers, besides providing more

evenly distributed weights as discussed above. Similarly,

the RSM slightly improved the robustness of the LR

classifier, except when the ensemble size was 5, and its

performance improved as the ensemble size increased.

These are the same conditions under which the weight

evenness of the RSM increased, and exceeded the one of

the individual classifier. Finally, it can also be seen that the

more evenly distributed the weight values of RSM and

bagging, the higher their robustness. The only exception to

Table 1 Average classification performance (AUC10%) and weight

evenness (E) for the individual LR text classifier (first row) and the

LR ensembles built by the RSM and bagging, when they are not under

attack

Classifier AUC10% E

LR 0.0994 0.309

LR-RSM-5-30 0.0996 0.258 ± 0.0043

LR-RSM-5-50 0.0996 0.308 ± 0.0031

LR-RSM-5-80 0.0996 0.325 ± 0.0016

LR-RSM-10-30 0.0996 0.311 ± 0.0037

LR-RSM-10-50 0.0996 0.33 ± 0.0023

LR-RSM-10-80 0.0996 0.338 ± 0.0023

LR-RSM-20-30 0.0996 0.335 ± 0.0029

LR-RSM-20-50 0.0996 0.341 ± 0.0029

LR-RSM-20-80 0.0996 0.342 ± 0.0029

LR-bag-5-30 0.0996 0.33 ± 0.0046

LR-bag-5-50 0.0997 0.337 ± 0.0037

LR-bag-5-100 0.0996 0.335 ± 0.0046

LR-bag-10-30 0.0997 0.341 ± 0.0046

LR-bag-10-50 0.0996 0.338 ± 0.002

LR-bag-10-100 0.0996 0.341 ± 0.0035

LR-bag-20-30 0.0997 0.343 ± 0.0047

LR-bag-20-50 0.0997 0.346 ± 0.0026

LR-bag-20-100 0.0997 0.345 ± 0.0029

In the row headers LR-X-Y-Z, X denotes the MCS technique, Y the

ensemble size, and Z the feature subset size (for the RSM) or the

training set size (for bagging)
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this behaviour is that the RSM never improved the

robustness of the SVM classifier, although it produced

slightly more evenly distributed weights for larger

ensemble sizes or feature subset sizes.

The above results show a rather clear correlation

between the increase in weight evenness and the increase in

robustness, which provides further support to the strategy

suggested in [35]. Our results also suggest that both bagging

and the RSM are able to provide more evenly distributed

weights and to improve the robustness of an individual linear

classifier, provided that their parameters are properly cho-

sen. In particular, in the considered data set the RSM seemed

more effective for large ensemble and feature subset sizes,

while bagging benefited from small training set sizes.

5.2.2 Non-worst-case attacks

For the sake of brevity, we report in Fig. 3 only the results

attained with an ensemble size of 10, when bagging was

trained on 50% of the original training set size, and the

RSM was trained on subsets of 50% of the original feature

set. For an easier comparison, we also report the corre-

sponding results of the worst-case attack. The value of the

weight evenness measure E is the same as above, since

only the attack strategy is different. Note that in the con-

sidered cases the weight evenness was higher than the one

of the individual classifier.

As expected, the ‘‘non-worst-case’’ attack scenario is

less harmful for the classifiers than the worst-case attack.

This can be seen from the higher AUC10% values attained

under the former attack, being equal the attack strength.

Analogously, the ‘‘random’’ attack (simulating the case

when the adversary has no knowledge on the relative dis-

criminant capability of features) is the least harmful. For

example, the AUC10% of the individual LR classifier and of

ensembles of LR classifiers is reduced to 0.08 by modify-

ing less than 20 features (i.e., words in spam emails) in the

worst-case, while more than 60 features have to be modi-

fied in the ‘‘non-worst-case’’ attack, and more than 400

features in the ‘‘random’’ attack.

Table 2 Average classification performance (AUC10%) and weight

evenness (E) for the individual SVM text classifier (first row) and the

SVM ensembles built by the RSM and bagging, when they are not

under attack

Classifier AUC10% E

SVM 0.0993 0.233

SVM-RSM-5-30 0.0993 0.192 ± 0.0018

SVM-RSM-5-50 0.0993 0.225 ± 0.004

SVM-RSM-5-80 0.0993 0.232 ± 0.0011

SVM-RSM-10-30 0.0994 0.232 ± 0.0034

SVM-RSM-10-50 0.0993 0.239 ± 0.0018

SVM-RSM-10-80 0.0994 0.237

SVM-RSM-20-30 0.0992 0.251 ± 0.0027

SVM-RSM-20-50 0.0993 0.248 ± 0.0012

SVM-RSM-20-80 0.0994 0.238

SVM-bag-5-30 0.0997 0.261 ± 0.006

SVM-bag-5-50 0.0997 0.258 ± 0.008

SVM-bag-5-100 0.0995 0.252 ± 0.0019

SVM-bag-10-30 0.0997 0.267 ± 0.0051

SVM-bag-10-50 0.0997 0.263 ± 0.0019

SVM-bag-10-100 0.0996 0.254 ± 0.0024

SVM-bag-20-30 0.0997 0.274 ± 0.0013

SVM-bag-20-50 0.0997 0.265 ± 0.0018

SVM-bag-20-100 0.0996 0.252 ± 0.0013

See caption of Table 1 for the meaning of row headers. The standard

deviation is reported, when greater than 10-3

Fig. 1 Average AUC10% (solid lines) with standard deviation

(dashed lines), versus the attack strength, for the single LR (top)

and SVM (bottom) text classifiers, and for their ensembles built with

the RSM, against the worst-case attack. In the legends, X-RSM-Y-Z

denotes the base classifier (X), the ensemble size (Y), and the

percentage feature subset size (Z)
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From Fig. 3 it can be seen that both bagging and the RSM

slightly improved the robustness of the LR base classifier

(taking into account the larger variance than in the worst case

attack), while the robustness of the SVM classifier is

improved by both bagging and the RSM under the ‘‘random’’

attack, and by bagging only under the ‘‘non-worst-case’’

attack. As in the worst-case scenario, the relationship

between classifier robustness and weight evenness agrees

rather well with the one hypothesised in [35].

5.3 Experimental results on SpamAssassin

Tables 3 and 4 show the AUC10% and weight evenness

values when SpamAssassin is not under attack. The

individual LR and SVM classifiers exhibited a similar

AUC10% value, while LR produced more evenly distributed

weights. Bagging performed slightly worse than the single

LR classifier and slightly better than the SVM one, and did

not always improve their weight evenness. The RSM often

performed worse than the corresponding individual clas-

sifier (sometimes, significantly worse), but always pro-

duced more evenly distributed weights.

The weight evenness tends to increase as the feature

subset size of RSM decreases (which is opposite to the

behaviour observed in previous experiments), and as the

training set size of bagging increases. The weight evenness

tends to increase also as the ensemble size increases, as in

the previous experiments. The behaviour of the RSM in

Fig. 2 Average AUC10% (solid lines) with standard deviation

(dashed lines), versus the attack strength, for the single LR (top)

and SVM (bottom) text classifiers, and for their ensembles built with

bagging, against the worst-case attack. See caption of Fig. 1 for the

meaning of figure legends

Fig. 3 Average AUC10% (solid lines) with standard deviation

(dashed lines), versus the attack strength, for the single LR (top)

and SVM (bottom) text classifiers, and for their ensembles built with

bagging and the RSM. Left worst-case attack; middle non-worst-case

attack; right random attack. See the caption of Figs. 1 and 2 for the

meaning of figure legends
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this respect can be explained with the fact that, among

SpamAssassin tests, only the nine ones associated to its text

classifier exhibit a very high discriminant capability.

Hence, the base classifiers are likely to assign high absolute

weight values only to these tests. On the contrary, when

using small subsets of features to train the base classifiers,

some of them are likely to include few (or none) of the

features (tests) associated to the text classifier. Conse-

quently, the other features get higher absolute weight val-

ues. Accordingly, the average values of the feature weights

of the individual classifier of the ensemble are likely to be

more evenly distributed.

Consider finally the default weight values of SpamAs-

sassin. They attain a worse classification performance than

the LR and SVM individual classifier, as well as most of

their ensembles. However, they are also much more evenly

distributed than any set of weight produced by the con-

sidered learning algorithms. The criteria used by the Spa-

mAssassin developers to manually tune the weights appear

therefore coherent with the strategy proposed in [35], and

seem to push the trade-off between classification perfor-

mance (without attacks) and robustness to attacks (namely,

weight evenness) in favour of the latter, much more than

the considered learning algorithms.

5.3.1 Worst-case attack

Robustness against the worst-case attack is shown in

Figs. 4 and 5. It is easy to see that the robustness of both

bagging and the RSM follows a behaviour which is in good

agreement with their weight evenness, as hypothesised in

[35]. RSM-based ensembles are almost always more robust

than the corresponding base classifier, and their robustness

increases under the same conditions under which their

weight evenness increases. Analogously, the robustness of

bagging-based ensembles is very similar to the one of the

corresponding base classifier, as the evenness of their

weights. Contrary to text classifiers, the RSM turned out to

be more effective than bagging in improving the robustness

of SpamAssassin, at least for the ensemble parameters

considered here. Finally, it is interesting to note that, while

the default SpamAssassin weights exhibit a much higher

robustness than the individual LR and SVM classifiers, and

of their ensembles built with bagging, the RSM attained the

same robustness for high attack strengths, and sometimes

even a better robustness. This result is promising under the

viewpoint of the reliability of pattern recognition systems

in adversarial classification tasks.

Table 3 Average classification performance (AUC10%) and weight

evenness (E) of SpamAssassin when it is not under attack, attained by

the default weights (first row), the individual LR text classifier (sec-

ond row), and the LR ensembles built by the RSM and bagging

Classifier AUC10% E

Def. weights 0.0974 0.601

LR 0.0984 0.2

LR-RSM-5-30 0.0976 0.219 ± 0.025

LR-RSM-5-50 0.0979 0.222 ± 0.022

LR-RSM-5-80 0.0981 0.214 ± 0.011

LR-RSM-10-30 0.0971 0.269 ± 0.015

LR-RSM-10-50 0.0978 0.256 ± 0.016

LR-RSM-10-80 0.0983 0.213 ± 0.0076

LR-RSM-20-30 0.0977 0.287 ± 0.0073

LR-RSM-20-50 0.098 0.271 ± 0.011

LR-RSM-20-80 0.0982 0.231 ± 0.01

LR-bag-5-30 0.0977 0.19 ± 0.0033

LR-bag-5-50 0.098 0.195 ± 0.0023

LR-bag-5-100 0.0983 0.206 ± 0.004

LR-bag-10-30 0.0977 0.191 ± 0.0013

LR-bag-10-50 0.098 0.196 ± 0.0037

LR-bag-10-100 0.0983 0.206 ± 0.0012

LR-bag-20-30 0.0977 0.192 ± 0.0014

LR-bag-20-50 0.098 0.196

LR-bag-20-100 0.0983 0.206 ± 0.0013

See caption of Table 1 for the meaning of row headers. The standard

deviation is reported, when greater than 10-3

Table 4 Average classification performance (AUC10%) and weight

evenness (E) of SpamAssassin when it is not under attack, attained by

the default weights (first row), the individual SVM text classifier

(second row), and the SVM ensembles built by the RSM and bagging

Classifier AUC10% E

Def. weights 0.0974 0.601

SVM 0.0983 0.147

SVM-RSM-5-30 0.0966 ± 0.0013 0.251 ± 0.069

SVM-RSM-5-50 0.0967 ± 0.0012 0.271 ± 0.03

SVM-RSM-5-80 0.0978 0.186 ± 0.063

SVM-RSM-10-30 0.0952 ± 0.0017 0.394 ± 0.027

SVM-RSM-10-50 0.097 ± 0.0012 0.314 ± 0.029

SVM-RSM-10-80 0.098 0.177 ± 0.046

SVM-RSM-20-30 0.0968 0.434 ± 0.025

SVM-RSM-20-50 0.0973 0.365 ± 0.021

SVM-RSM-20-80 0.0982 0.207 ± 0.058

SVM-bag-5-30 0.0983 0.126 ± 0.0092

SVM-bag-5-50 0.0983 0.142 ± 0.0081

SVM-bag-5-100 0.0985 0.15 ± 0.0077

SVM-bag-10-30 0.0984 0.137 ± 0.0079

SVM-bag-10-50 0.0985 0.154 ± 0.0072

SVM-bag-10-100 0.0984 0.159 ± 0.0043

SVM-bag-20-30 0.0984 0.143 ± 0.0082

SVM-bag-20-50 0.0984 0.154 ± 0.0062

SVM-bag-20-100 0.0985 0.162 ± 0.0037

See caption of Table 1 for the meaning of row headers. The standard

deviation is reported, when greater than 10-3
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5.3.2 Non-worst-case attacks

As in Sect. 5.2 we only consider ensembles of 10 classifiers,

trained on 50% of the original features for the RSM, and on

50% of the training set size for bagging. In Fig. 6 the

robustness of the different classifiers considered is shown, as

well as the default SpamAssassin weights, for the ‘‘non-

worst-case’’ and ‘‘random’’ attacks. The same consider-

ations of Sect. 5.2 apply here, about classifier robustness

under the different scenarios. Figure 6 shows that the only

significant improvement in robustness is attained by the

RSM with the SVM classifier. Note that the RSM applied to

SVMs provided the highest robustness improvement also

under the worst-case attack. The relationship between the

weight evenness and robustness is thus confirmed by these

results also in non-worst-case attack scenarios. Note finally

that in the ‘‘non-worst-case’’ attack both the individual LR

and SVM classifiers attain a similar robustness as the default

SpamAssassin weights, while they attain an even better

robustness in the ‘‘random’’ attack scenario.

To sum up, the RSM turned out to be quite effective in

improving both the accuracy and robustness of the LR and

SVM base classifiers, when they were used to set the weights

of the SpamAssassin’s tests. Instead, bagging turned out to

be not better than the corresponding base classifier in this

task. These behaviour is somewhat opposite to the one

Fig. 4 Average AUC10% (solid lines) with standard deviation

(dashed lines) of SpamAssassin, versus the attack strength, attained

by the default weights and by weights produced by the single LR (top)

and SVM (bottom) text classifiers, and by their ensembles built with

the RSM, against the worst-case attack. See caption of Fig. 1 for the

meaning of figure legends

Fig. 5 Average AUC10% (solid lines) with standard deviation

(dashed lines) of SpamAssassin, versus the attack strength, attained

by the default weights and by weights produced by the single LR (top)

and SVM (bottom) text classifiers, and by their ensembles built with

bagging, against the worst-case attack. See caption of Fig. 1 for the

meaning of figure legends
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observed in text classifiers. A possible explanation is that the

RSM is much more effective than bagging in forcing the

evenness of weight distributions, when few features exhibit a

relatively high discriminant capability. This is indeed the

case of the SpamAssassin tests, as pointed out above, while

in the case of text classifiers (where bagging was slightly

more effective than the RSM), the feature weights of the base

classifiers were relatively more evenly distributed. Never-

theless, also these experiments showed a good agreement

between the observed behaviour of the weight evenness and

the robustness of bagging and the RSM, and the behaviour

hypothesised in [35].

6 Conclusions

The use of pattern recognition systems in adversarial

environments poses new challenges to researchers in the

pattern recognition field, since current theory and design

methods do not take into account the possibility of actively

manipulating data in an adversarial way, to make a clas-

sifier ineffective. In this work, after introducing adversarial

classification and giving an overview of the (still limited)

literature to make the reader aware of the main issues in

this new research field, we focused on the issue of how to

design pattern classifiers which are robust to manipulations

of malicious samples made at operation phase. In particu-

lar, we considered one of the very few practical strategies

proposed so far to improve classifier robustness, which is

not tied to a specific application and a specific attack [35].

Such strategy was proposed for linear classifiers with

Boolean features, for contexts in which robustness can be

measured in terms of the number of feature values which

have to be modified to get a malicious sample misclassified

as legitimate. It consists in keeping the feature weights in

the discriminant function as evenly distributed as possible,

with the rationale that this forces an adversary to modify a

large number of feature values to evade the classifier. In

this paper we investigated the possibility of implementing

this strategy using the well known RSM and bagging

randomisation-based MCS construction techniques. This

was implicitly envisaged in [35], and in the case of linear

classifiers it has the advantage of not increasing the com-

putational complexity at operation phase.

In this paper we gave only an experimental investiga-

tion, given that it turned out to be not straightforward to

analytically evaluate the effect of randomisation-based

MCS construction techniques on the evenness of weight

distributions of linear classifiers. Our experiments were

carried out on a case study related to a spam filtering task,

and encompassed the two kinds of linear classifiers which

have been considered so far in the spam filtering literature,

as well as classifiers which are used in real spam filters:

text classifiers in which features correspond to words in

emails, and classifiers used to set the weights of the deci-

sion function of the SpamAssassin filter.

While the original goal of MCSs is to improve classifi-

cation accuracy with respect to a single base classifier, we

found evidence that the RSM and bagging can also produce

more evenly distributed weights as a side effect, and that

this often results in improving robustness under attack. The

extent of this effect turned out to depend on the the training

set size for bagging, the feature subset size for the RSM, and

the ensemble size for both. Although the effect of these

parameters could not be clearly explained by our results,

some patterns seemed to emerge. The RSM seems more

Fig. 6 Average AUC10% (solid lines) with standard deviation

(dashed lines) of SpamAssassin, versus the attack strength, attained

by the default weights and by weights produced by the single LR (top)

and SVM (bottom) text classifiers, and by their ensembles built with

the RSM and bagging. Left worst-case attack; middle non-worst-case

attack; right random attack. See caption of Fig. 1 for the meaning of

figure legends
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effective than bagging in improving robustness, if a very

small number of features exhibit a very high discriminant

capability, as in the case of the SpamAssassin filter. A

possible explanation for the RSM is the one given in [35]:

since in the RSM the ensemble members are trained on

subsets of the original feature set, the most discriminant

features are likely to be not used by several individual

classifiers. Their average weights will thus be lower than in

a single classifier trained on all features, while the average

weights of the other features will be higher, which implies a

more even weight distribution. We add to this explanation

that bagging is less likely to produce this effect, since its

individual classifiers are trained on the same features. On

the other hand, we observed that bagging performs better

than the RSM when the weights of the original feature set

are more evenly distributed, as happened in text classifiers.

Furthermore, we found that the weight evenness of both

the RSM and bagging tends to increase as the ensemble size

increases. Finally, the behaviour of the weight evenness

produced by the RSM, as the feature subset size of individual

classifiers increases, was somewhat contradictory across the

two kinds of linear classifiers: it increased for text classifiers,

and decreased in the SpamAssassin filter. For bagging, the

weight evenness increased as the training set size of indi-

vidual classifiers increases, but only on text classifiers.

To sum up, our results show that randomisation-based

MCS construction techniques can be useful to improve the

robustness of linear classifiers with Boolean features in

adversarial environments, and provide some hints to better

understanding their behaviour in such context. These

results suggest a further investigation on this issue, given

the relevance that MCSs have gained in the design of

pattern recognition systems.
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