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Abstract This paper presents a novel particle swarm optimization (PSO) based
multi-objective planning approach for electrical distribution systems incorporating
distributed generation (DG). The proposed strategy can be used for planning of both
radial and meshed networks incorporating DG. The DG plays an important role in
the distribution system planning due to its increasing use motivated by reduction of
power loss, voltage profile improvement, meeting future load demand, and optimiz-
ing the use of non-conventional energy sources etc. The overall approach consists
of two multi-objective planning stages. In the first stage, a contingency-based multi-
objective planning is used to optimize the number of feeders and their routes, and
the number and location of the sectionalizing switches. In the second stage, the op-
timum siting and sizing of the DG units is determined for the networks obtained in
the first stage by another multi-objective optimization. The multiple objectives of
the first planning stage are: (i) minimization of the total installation and operational
cost, and (ii) maximization of network reliability. The reliability of the distribution
network is evaluated by a reliability index, i.e., contingency-load-loss index (CLLI),
defined as the ratio of the average non-delivered load due to failure of all branches,
taken one at a time, to the total load. The objectives for the second stage optimiza-
tion are the DG penetration level and the total power loss. A set of non-dominated
solutions/networks is obtained by simultaneous minimization of the conflicting ob-
jectives (at each stage) using the Pareto-optimality principle based trade-off analysis.
A novel multi-objective PSO (MOPSO) is proposed for solving these optimization
problems using a technique for selection and assignment of leaders/guides for ef-
ficient search of the non-dominated solutions. The selection of the leaders makes
use of the available non-dominated and dominated solutions. The proposed planning
algorithm is tested for the static and expansion planning of typical 100-node and 21-
node distribution systems, respectively. The computer simulation results are critically
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evaluated. The performance of the algorithm is compared with that of the popular
Strength Pareto Evolutionary Algorithm-2 (SPEA2)-based PSO and few other exist-
ing MOPSO techniques by means of statistical tests to highlight the efficacy of the
proposed scheme.

Keywords Power distribution system planning · Multi-objective optimization ·
Particle swarm optimization · Pareto-optimality · Distributed generation

List of principal symbols
CIO total installation and operational cost ($)
CIb (CR) branch installation (conductor replacement) cost per unit length

($/km)
CMb annual branch maintenance cost ($/km/year)
lj length of branch j in km
CV total cost of energy losses ($/year)
ta total planning time (in years)
CIs (CMs ) substation Installation (maintenance) cost ($)
CISw installation cost of a sectionalizing switch ($)
CIbkr (CIT ) installation cost of a circuit breaker (tie line) ($)
Nb (Ne) number of new (existing) branches in the network
Ns (NSw) number of substations (sectionalizing switches)
NF (Nloop) number of feeders (loops)
yj a binary variable (=1 if conductors are to be replaced; =0 otherwise)
DF discount factor (DF = 1

(1+u)ta
;u is interest rate)

CLLI contingency-load-loss index
NDLavg average non-delivered load
NDLi non-delivered load due to fault in branch i

Ltotal(ϑ) total load (load loss factor)

P l
total(P

l
i ) total real power loss (real power loss in branch i)

�(Ri) DG penetration index (active power rating of the i-th DG)
NDG (nDG

i ) number (site/node of the i-th DG unit) of DG units
iter superscript denoting iteration number
PV iter

iθ (Xiter
iθ ) velocity (position) of i-th particle in the θ -th dimension in iteration

iter
φ1 (φ2) learning constants (1.5–2.5)
r1 (r2) random number ∈ [0,1]
pbestiter

iθ best position of the i-th particle in the θ -th dimension in iteration iter

nbestiter
iθ neighborhood best of the i-th particle in the θ -th dimension in

iteration iter
w inertia weight
Nloop number of loops
Zs

i (Ze
i ) start (end) zone for tie branch of i-th loop

nFi
(N

Fi

Sw) number of load nodes (switches) in feeder Fi

n number of load nodes served by the substation
circuit breaker
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feeder branch
tie-line with switch (normally open)
sectionalizing switch in feeder branch (normally closed)
substation
node/load point

Bold numeral branch conductor size
Italic numeral node number

1 Introduction

During the last decade, deregulation has resulted in significant restructuring of power
systems. This motivates power system planners to design efficient, reliable, and cost
effective power networks. Thus there is a great need for efficient distribution system
planning algorithms. State-of-the-art reviews of the existing distribution system plan-
ning models can be found in [1, 2]. Distribution system planning is an optimization
process to obtain a number of design variables such as: (i) size and location of the
substation, (ii) number of feeders and their routes, (iii) number and locations of the
sectionalizing switches, and (iv) radial or meshed network structure. The determina-
tion of the optimal value of these variables is done by meeting multiple objectives
such as: (i) minimization of the installation cost of new facilities (i.e., substations
and feeders), (ii) minimization of the operational (maintenance and lost energy) cost,
and (iii) maximization of the system reliability. These objectives must also meet sev-
eral network constraints, for example, substation and feeder capacity, and maximum
allowable node voltage deviation.

Mostly, the distribution networks are designed to be radial for operational con-
venience and lower protection cost [1–15]. Total installation and operational cost is
minimized by optimizing the number of feeders, their routes, and the number and
locations of the sectionalizing switches. Network reliability is traditionally maxi-
mized by minimizing the (cost of) non-delivered energy due to faults [3–15]. The
non-delivered energy is generally computed using the average failure rates and the
repair durations of the feeder branches. However, it is very difficult to estimate the
actual failure rates of the branches as the faults occur due to various unpredictable
non-technical reasons, such as short circuit due to contact of small tree branches, ani-
mals etc. [16]. Moreover, the fault repair duration varies with the location and severity
of the fault. Thus, this reliability evaluation may suffer from considerable inaccuracy.

Presently, the distribution networks are slowly changing from passive to active
due to adoption of distributed generation (DG) [17, 18]. In the deregulated power
market, the DG can be used as a valuable option for improvement of service quality,
carbon emission reduction, supply for future load demand, less land requirement,
and the utilization of the non-conventional local resources such as wind (and solar)
energy. In all the previous works, the site and size of the DG units are optimized for
radial networks only [19–30]. However, the meshed networks have the potential to
accommodate much more generation than the radial networks [17, 18].

Considering the above issues in distribution system planning, the two-fold con-
tributions of this work are: (i) planning of both radial and meshed networks using a
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novel reliability index, and (ii) incorporation of the DG units into both meshed and
radial networks at the planning stage. A contingency based reliability assessment in-
dicator, named as contingency-load-loss index (CLLI) as proposed in [41], is used.
The CLLI is defined as the ratio of the average non-delivered load due to failure of
all branches, taken one at a time, to the total load. This index can distinguish reli-
ability levels of different network structures (i.e., radial/meshed, single/multi-feeder
networks). In the first stage, the CLLI and the total network cost are the two con-
flicting objectives used for determination of possible network structures as well as
the number and locations of the sectionalizing switches. In the second stage, the op-
timum site and size for the DG units for the networks obtained in the first stage are
determined by another multi-objective optimization, i.e., minimization of DG pene-
tration level and power loss.

The simultaneous optimization of the multiple objectives can be done in many
ways, for example, aggregating approach [3–8], Pareto-dominance based approach
[9–15], lexicographic ordering [35, 42], and non-Pareto based approach [42]. Most
of the multi-objective optimization algorithms are based on the Pareto-dominance
principle [31, 35, 42] which is used to yield a set of non-dominated solutions. In this
work, the Pareto-based approach is also used.

The distribution system planning problem is a nonlinear, non-convex, non-
differentiable, constrained optimization problem with integer and continuous deci-
sion variables. Normally, the numerical optimization tools such as nonlinear pro-
gramming (NLP) [3, 4], dynamic programming (DP) [5, 6], and benders’ decompo-
sition [9] have been used. There are some disadvantages with these analytical ap-
proaches, i.e., curse of dimensionality, non-differentiability, discontinuous objective
space etc. In this regard, the heuristics-based algorithms have distinct advantages, i.e.,
they can handle nonlinear, non-convex problems, and do not require any gradient in-
formation. Some of the heuristics-based algorithms proposed for this planning prob-
lem are: genetic algorithm (GA) [7, 10–13], network flow programming [8], Tabu
search [14], artificial immune system (AIS) [15] etc. Another powerful heuristics-
based algorithm, successfully used in many complex problems, is the particle swarm
optimization (PSO) [32, 33]. The advantages of the PSO over the other evolutionary
algorithms are easy implementation, effective memory use, less number of function
evaluations, and an efficient maintenance of diversity [34]. In this work, a novel
multi-objective PSO (MOPSO) is proposed for the simultaneous optimization of the
objective functions. The proposed method uses a novel technique for selection and
assignment of leaders for the MOPSO population members. In the PSO formulation,
a novel cost-biased encoding/decoding scheme is used to obtain the network struc-
tures; it prevents the creation of infeasible networks thereby overcoming a drawback
of the direct encoding [11–15]. The proposed planning algorithm is tested on typ-
ical 100-node and 21-node distribution systems. The performance is assessed and
compared with that of another powerful multi-objective optimization algorithm, i.e.,
Strength Pareto Evolutionary Algorithm-2 (SPEA2)-based PSO1 [35, 36], and a num-
ber of other existing PSO-based multi-objective optimization algorithms by statistical
tests.

1As SPEA2 is a multi-objective optimization algorithm, the SPEA2-based PSO is also a kind of MOPSO.
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The paper is organized as follows. The multi-objective distribution system plan-
ning problem is formulated in Sect. 2. The planning algorithm using the proposed
MOPSO is presented in Sect. 3. Section 4 provides the simulation results and the per-
formance assessment. Section 5 concludes the paper. The Appendix includes the ba-
sics of the short-circuit calculation for distribution systems, the SPEA2-based PSO,
the statistical Mann-Whitney rank sum test, and the load demands of 21- and 100-
node distribution systems.

2 Multi-objective distribution system planning problem

The distribution system planning used in this work is split into two stages keep-
ing several factors in mind for which DG integration may not be possible, such as
unavailability of appropriate locations, fuels, non-conventional local resources, i.e.,
wind, solar energy etc. In these circumstances, the first stage planning is only required
to optimize the network structure.

2.1 Planning Stage I: determination of network structure

This planning stage deals with the construction of economical and reliable network.
The first objective deals with the minimization of total installation and operational
cost, while the second objective is the minimization of the CLLI. The objective func-
tion 1 consists of the installation cost of new facilities (substations, feeder and sec-
tionalizing switches), the maintenance costs of the substations and feeders, and the
cost of the energy losses. The objective function 2 measures network reliability with
the CLLI. These two objective functions are mathematically expressed as:

Objective function 1:

CIO =
Nb∑

j=1

(CIb lj + CMblj ta + CV P l
jϑDF )

+
Ne∑

j=1

(CRlj yj + CMblj ta + CV P l
jϑDF ) +

Ns∑

k=1

(C
Is

k + C
Ms

k ta)

+
NSw+Nloop∑

m=1

CISw
m +

NF∑

k=1

C
Ibkr
k (1)

Objective function 2:

CLLI = NDLavg

Ltotal
= (

∑Nb

i=1 NDLi )/Nb

Ltotal
(2)

The computation of the CLLI is illustrated with four possible network structures as
follows:
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Fig. 1 Different types of distribution networks (a) single feeder radial network without any sectionalizing
switch and (b) single feeder radial network with a sectionalizing switch, (c) two feeder radial network with
two sectionalizing switches, and (d) meshed network with three sectionalizing switches

• single feeder radial networks without (Fig. 1(a)) and with (Fig. 1(b)) sectionalizing
switch,

• two feeder radial network (Fig. 1(c)) with two sectionalizing switches,
• meshed network (Fig. 1(d)) with three sectionalizing switches.

Node 1 is the substation and every other node has 100 kW load (assumed). In
Fig. 1(a), for a fault in any branch, the circuit breaker will isolate all the nodes from
the supply. Thus, the total non-delivered load for a branch fault will be 1200 kW.
Since any branch fault results in the same total non-delivered load, the average non-
delivered load for all the branch faults, taken one at a time, is: (1200 × 12)/12 =
1200 kW. Thus, the CLLI for this network is 1. This is the maximum possible value
of CLLI; hence this is the least reliable network from the non-delivered load point
of view. In Fig. 1(b) with one sectionalizing switch (normally closed) between the
nodes 7–13, the network has two sections, i.e., Sects. 1 and 2. For a fault in any
branch of Sect. 2, the switch can be opened to maintain the supply to Sect. 1 and
it causes a non-delivered load of 600 kW. But, a fault in Sect. 1 results in a total
non-delivered load of 1200 kW. As each section has six branches, the average non-
delivered load is: (6 × 1200 + 6 × 600)/12 = 900 kW and the CLLI for this network
is 900/1200 = 0.75; thus this network is more reliable than that of Fig. 1(a). For
Fig. 1(c), the CLLI is {(2 × 3 × 300 + 2 × 3 × 600)/12}/1200 = 0.375 and this
network is more reliable than the single feeder radial networks. For Fig. 1(d), the
CLLI is 0.23; thus this network is the most reliable amongst all.

The conductor types, substation sizes, and the circuit breaker types are chosen
from pre-defined sets. The breaker types are decided based on the short circuit ca-
pacity of the networks (discussed briefly in the Appendix). The simultaneous opti-
mization of the two objective functions in this planning problem is performed as they
conflict with each other due to the following factors:

• Network structure: A meshed network is more reliable but costlier than a radial net-
work due to more number of branches and costly breakers/switchgears for higher
short circuit level.
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• Number of feeders: An increase in the number of feeders improves network relia-
bility at the expense of higher installation cost due to additional circuit breakers.

• Sectionalizing switch: It improves the CLLI; but its cost increases the objective
function 1.

2.2 Planning Stage II: siting and sizing of DG in the network

The benefits of the DG are [23–30]: reduction of power loss, voltage profile im-
provement, and utilization of the non-conventional local resources. Also, the DG
may lessen the impact of future load growth. Hence many utilities are integrating
the DG units into the distribution networks. This requires additional installation and
operational cost. Moreover, the short circuit level of the network increases due to the
presence of the DG and it makes the breakers and switchgears more costly. In this
planning stage, the DG is included in the distribution networks obtained from the
previous planning stage; the locations and sizes of the DG units are determined by
another multi-objective optimization. The aim is to assess the benefits of DG penetra-
tion in terms of power loss and voltage profile. The objective functions are: (i) power
loss with the DG and (ii) DG penetration index (defined as the ratio of the total DG
capacity to the total load). The corresponding mathematical expressions are:

P l
total =

Nb∑

i=1

P l
i (3)

� =
(

NDG∑

i=1

Ri

)
/Ltotal (4)

The power loss reduces with increasing DG penetration. Thus, it needs simultane-
ous minimization. The networks obtained in Stage I are tested with different DG
penetration levels. This step helps a utility in choosing a network (from the set of
non-dominated solutions) if it has future plans for DG integration. The induction and
synchronous generator based DG units are used in this study.

2.3 Pareto-optimality principle [31]

This principle states that for an m-objective optimization (say, minimization) prob-
lem, a solution x is said to dominate another solution y if

∀i, fi(x) ≤ fi(y), and ∃j, such that fj (x) < fj (y) (5)

where fi |i=1,...,m are the objective functions. This principle is used to find a set of
trade-off solutions, i.e., non-dominated solutions, constituting a Pareto frontier where
all the solutions are equally important, i.e., none is inferior to the other. Unlike a
single objective case, the multi-objective optimization relies on a set of solutions
instead of a single solution.
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3 Proposed multi-objective PSO for distribution system planning

This section gives details of the proposed MOPSO and the multi-objective distribu-
tion system planning algorithm based on it for both the planning stages.

3.1 Particle swarm optimization: an overview

Particle Swarm Optimization is a population based multi-point search technique [32]
that mimics the social behavior of a flock of birds and a fish school etc. The search
starts with a population of search points called particles. Each particle is encoded by
a position vector (initially chosen at random) and the position is updated by using its
velocity (initially chosen at random) in successive iterations. The velocity is updated
using its own previous best position (pbest) and by following the best neighborhood
particle’s position (nbest). The position and velocity update equations are:

PV iter+1
iθ = PV iter

iθ + φ1r1(pbestiter
iθ − Xiter

iθ ) + φ2r2(nbestiter
iθ − Xiter

iθ ) (6)

Xiter+1
iθ = Xiter

iθ + PV iter+1
iθ (7)

The fitness of a particle is determined by the objective functions. The iterative PSO
is performed till some termination criterion is attained, for example, maximum num-
ber of iterations or a desired fitness. Several modifications to this basic PSO have been
reported [33, 34]. Among them, one is that of a linearly decreasing inertia weight for
balanced local and global search [33]. A higher inertia constitutes a global search
with emphasis on previous experience and a lower inertia promotes local search. In
this PSO variant, the velocity is updated as:

PV iter+1
iθ = wPV iter

iθ + φ1r1(pbestiter
iθ − Xiter

iθ ) + φ2r2(nbestiter
iθ − Xiter

iθ ) (8)

The performance of PSO depends on information exchange among the particles,
which is influenced by neighborhood topology [34]. The global best (gbest) and local
best (lbest) are two widely used neighborhood topologies.

3.2 Proposed multi-objective PSO

A state-of-the-art review of the PSO-based multi-objective optimization algorithms
can be found in [35, 42]. The Pareto-based MOPSO approaches aim to obtain a
set of well-spread and well-distributed non-dominated solutions called the Pareto-
approximation frontier (closer to the Pareto-optimal frontier, generally not known
a priori) using proper selection of leaders for each particle so as to reach closer to-
wards the Pareto-optimal frontier and an elite preservation mechanism to store the
non-dominated solutions. The selection of the leaders is done by assigning a fitness
value to each particle based on its non-domination rank in the Pareto-dominance-
based approaches [42]. However, there are some disadvantages (discussed later in this
section) as the non-dominated solutions are only preferred to be the leaders. A novel
MOPSO is proposed in this work in which some dominated solutions are also con-
sidered as leaders similar to some of the non-Pareto-based approaches [44]. In the
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Fig. 2 Some typical search mechanisms of PSO: (a) unidirectional search by a population of parti-
cles for a single optimal position (mono-objective optimization), (b) multi-directional search for a set
of Pareto-optimal solutions (multi-objective optimization), (c) a typical search process of SPEA2-based
PSO with gbest topology, (d) information sharing among the particles in lbest topology, (e) a typical
search process of SPEA2-based PSO with lbest topology, (f) a typical Pareto-optimal frontier with flat end
regions

proposed method, the ideas behind the Pareto-dominance based approaches and the
non-Pareto-based approaches are integrated to obtain better distribution of the Pareto-
approximation solutions particularly for the problems having disconnected Pareto-
approximation frontier. The performance of the proposed MOPSO is compared with
those of some well-known MOPSO techniques.

Without any loss of generality, the proposed leader selection mechanism is ex-
plained for a bi-objective minimization problem. In PSO, the motion of a parti-
cle is guided by a leader chosen from the population. However, unlike a unidirec-
tional search in mono-objective optimization (Fig. 2(a)), a multi-objective optimiza-
tion needs a multi-directional search to reach closer to the Pareto-optimal frontier
(Fig. 2(b)). In the SPEA2-based PSO with gbest topology, all particles follow the
fittest particle (Fig. 2(c)) which may change over iterations; but in any iteration, the
search is unidirectional. In lbest (ring) topology, a particle shares information with its
immediate neighbors (Fig. 2(d)) and follows the fitter particle among its two immedi-
ate neighbors. Thus, in the SPEA2-based PSO with lbest topology, a multi-directional
search can be obtained; but the search directions of the particles may not be towards
the Pareto-optimal frontier specifically when a particle follows a dominated solution.
Figure 2(e) shows such a case where the particle 7 follows the particle 6. Moreover,
the search directions may frequently change over iterations preventing the conver-
gence towards the Pareto-optimal frontier. Also, for problems with the two end re-
gions of the Pareto-frontier being very much flat (Fig. 2(f)), a typical situation may
arise as follows. As shown in Fig. 2(f), the difference between one objective function
for two neighboring solutions (say, solutions 3 and 4) is very high compared to the
difference between the other objective function in either end region of the Pareto-
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Fig. 3 A typical two-objective Pareto-approximation frontier along with non-dominated solutions and
some dominated solutions in missing areas (where all solutions are dominated)

frontier. Thus, a little improvement of one objective of a solution (from solution 3
to solution 3′) may cause domination of the other solution (solution 4). As soon as
any solution gets dominated, the search direction is most likely diverted away from
it. This prevents the chances of improvement of the solutions in those areas and those
regions of the Pareto-approximation frontier may remain unexplored.

To overcome these difficulties, in the proposed MOPSO, the leaders are selected
from the available non-dominated solutions and the fitter dominated solutions from
those areas with no non-dominated solutions. The leader assignment is done heuris-
tically to put more efforts to discover the non-dominated solutions in the unexplored
areas. A typical two-objective Pareto-frontier is shown in Fig. 3 to illustrate this. It
is seen that the non-dominated solutions (represented as circles) are missing in some
areas; some dominated solutions in those areas are represented by squares. The com-
putational steps for this in the proposed MOPSO are:

• Selection of a set of leaders uniformly distributed around the periphery of the
Pareto-approximation frontier.

• Assignment of leader to each particle in the current population.

Selection of possible leaders The objective space is divided into a number of verti-
cal and horizontal strips along the X- and Y -axis (say, X-1 to X-10 and Y -1 to Y -10)
as shown in Fig. 3. The leaders are chosen by independent scanning of these strips.
All the non-dominated solutions appearing in any strip are chosen as leaders and are
named as the non-dominated leaders. If no non-dominated solution exists in any strip,
then the dominated solution closest to the Pareto-approximation frontier is taken as a
dominated leader. For example, in Fig. 3, there is no non-dominated solution in X-6,
X-7, and X-8. Thus, the solutions 5, 7, and 9 are chosen as leaders for those strips,
respectively. Similarly, the solutions 1 and 2 are considered as the dominated leaders
for Y -8 and Y -7, respectively.
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Begin
Initialize maximum iteration (Max_iter), population size (Pop_size);

Perform PSO encoding to obtain initial population;
Decode all particles and calculate the objective functions;
Find out the initial non-dominated solutions;
Select the initial leaders (both dominated and non-dominated) and store them
in {�};

For i = 1, . . . ,Max_iter
For j = 1, . . . ,Pop_size

If j < (0.5 ∗ Pop_size)
Update velocity and position by following own best positions (pbest)
and the position of its nearest non-dominated leader;

Else
Update velocity and position by following own best positions (pbest)
and the position of its nearest dominated leader;

Endif
Decode the particle to calculate the objective functions;

Endfor
Delete all the old leaders (i.e., � = ∅)
Find out the current non-dominated solutions;
Select new leaders and store them in {�};

Endfor
End

Fig. 4 Pseudocodes of the proposed MOPSO

Leader assignment A leader is heuristically assigned to each particle. To enforce
the search in the unexplored areas, half of the members of the current population
are assigned with their nearest dominated leaders and the rest are assigned with their
nearest non-dominated leaders. The pseudocodes for the proposed MOPSO are given
in Fig. 4.

The motivations behind the proposed approach may have some similarity with
some heuristics-based approaches, for example, local competition in AIS or simul-
taneous use of the decision variable space and objective space. But, this method is
not conceptually same as that of the local competition. The search in PSO is based
on cooperation among the particles by information sharing, not on competition as in
the GA or AIS. The proposed approach, in which a particle’s leader is identified by
distance measurement in the objective space only, is different from simultaneous use
of the decision variable space and objective space.

3.3 Planning algorithm: Stage I

This subsection provides the details of the multi-objective planning algorithm based
on the proposed MOPSO.
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3.3.1 Proposed particle encoding/decoding scheme

The particle position vector is encoded using a combination of direct and indirect
encoding schemes as shown in Fig. 5. A particle carries the following information:

(i) Node bias values (ρ): Each node of the network is assigned a dimension in the
position vector, named as node bias values (an indirect information), i.e., {ρ ∈
(−1.0,1.0)}. A radial network structure is obtained by decoding this information
(described later in the next page).

(ii) Number of feeders (NF ): This component of the position vector gives direct
information on the number of feeders in the network. It is kept below a specified
maximum value.

(iii) Number of sectionalizing switches (NSw): This provides direct information on
the number of sectionalizing switches in the network. It is also kept below a
specified maximum value.

(iv) Number and location (zone) of loops (Nloop): This provides the information on
number and locations of loops which are used to form the loops. The network
area is divided into a number of zones as shown in Fig. 6(a). A node appears in
a zone depending on its geographical location. The number of zones is problem
specific. For a meshed network, firstly, a radial network is formed using the
node bias values. Then, it is converted into a meshed network by creating Nloop
number of loops. A loop is created by connecting any two nodes of the two
selected zones, such as zones Zs

1 and Ze
1 (Fig. 6(a)). The number of loops is

restricted between zero (i.e., radial structure) and a certain maximum value.

Figure 6(b) shows the particle decoding scheme. It consists of three steps as ex-
plained below.

Fig. 5 Proposed particle encoding scheme

Fig. 6 (a) Loop creation mechanism, (b) flow chart of the proposed particle decoding scheme to obtain
network structures
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Begin
{Q} ← substation node and nodes to be directly connected to the substation

(= NF ) based upon distance calculations;
{R} ← nodes to be connected with the network;
{αs}, {αe} ← start and end nodes of the branches, respectively;

While (R 
= ∅)

For i = 1, . . . , size(Q)

For j = 1, . . . , size(R)

If M(Q(i),R(j)) == 1
C(i, j) = σ(Q(i),R(j)) ∗ ρ(j);

Endif
Endfor

Endfor
Find the minimum element of C and corresponding Q(i) and R(j)

Update {αs} ← {αs,Q(i)};Update {αe} ← {αe,R(j)}
Update {Q} ← {Q,R(j)};Delete {R(j)} from {R}

Endwhile
End

Fig. 7 Pseudocodes of the proposed particle decoding scheme to generate a radial network structure

Step 1: Creation of radial networks using a modified cost-biased decoding scheme.
In this decoding scheme, the nodes are selected and appended to the terminal node
of a growing path on the basis of minimum value of the product of branch costs and
node bias values [37]:

j = arg min{σ(i, k)ρk}, σ (i, k) = branch cost (nodes i and k) (9)

To construct a radial network with main and lateral branches, this cost-biased de-
coding scheme is modified. In a distribution network, it is also preferred to connect a
node with some neighboring nodes. This feature is incorporated by a binary connec-
tivity matrix M (n×n matrix for an n-node system). If a connection between nodes i

and j is allowed, M(i, j) = 1, else M(i, j) = 0. The maximum number of allowable
connections for a node is problem specific. Figure 7 shows the pseudocodes of the
decoding scheme to generate a radial network. The length of a branch is taken as its
cost. Initially, the to-be-connected nodes are stored in an array {R}, and the substa-
tion and the other already connected nodes (if any) are stored in another array {Q}.
Two more arrays (initially empty for new network) are used to store the start and
end nodes of the branches. The number of nodes directly connected with a substation
is restricted to the number of feeders (NF ) obtained from the particle and they are
selected based on minimum distances from the substation. Those nodes are deleted
from {R} and added to {Q}; {αs}, {αe} are updated accordingly.

Step 2: Formation of loops (for meshed network). In this step, the radial network
is converted into a meshed network. The zones, in which the start and end nodes of
a loop-forming branch are located, are obtained from the particle. From these two
zones, any two randomly selected nodes are connected to form a loop.
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Step 3: Placement of sectionalizing switches. Now, the sectionalizing switches are
heuristically placed based on the number of switches obtained from the particle. The
switch locations are determined as follows:

• The number of switches in an individual feeder (say feeder Fi ) is determined as:

N
Fi

Sw = round

(
nFi

n
NSw

)
(10)

• The placement of the sectionalizing switches depends on two factors, i.e., (i) load
demand, and (ii) number of branches in the feeder sections sectionalized by the
sectionalizing switches. There are two strategies based on the load demand at
the nodes and the number of branches in the individual feeders. The first strat-
egy attempts to equalize the total load in different feeder sections. In the latter, the
switches are conveniently (and uniformly) placed at equal distances for keeping
equal number of branches in all the feeder sections as far as possible. For example,
consider a 30-node feeder with a total load of 3000 kW and two sectionalizing
switches are to be placed. In the first strategy, the switches are placed such that the
loads in the three feeder sections are nearly 1000 kW each. In the second strategy,
one switch can be placed in the branch just after the 10th node and the other in
the branch just after the 20th node to have almost equal number of branches in the
three feeder sections.

3.3.2 Conductor size selection

The conductor sizes are selected based on the tentative branch power flows to keep
the branch flows below the respective rated capacities. All the branches of a network
are firstly assigned lower conductor sizes and a load flow is performed to get the
branch power flows. Then, the conductor sizes with immediate higher ratings than
the respective branch flows are assigned.

3.3.3 Constraint handling techniques

The constraints of this planning problem are handled as follows:

• Feeder branch capacity is satisfied by the conductor size selection algorithm.
• If the node voltage limit constraint is violated, the solution is penalized by a suit-

able penalty factor. The penalty factor, computed as the product of the absolute
value of the maximum node voltage deviation from a specified nominal value and
a very high integer number, is added to the objective function 1. The performance
with the proposed penalty factor method is compared with those of two existing
methods, i.e., the method-H and the method-K [48].

The pseudocodes of the complete planning algorithm (for Stage I) are shown in
Fig. 8.
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Begin
// ηpop = size of PSO population
// ηgen = Maximum number of iterations
Generate initial population for PSO randomly using the proposed encoding scheme
(both position and velocity);
Decode the particles to obtain the networks and calculate the objective functions;
Find the initial non-dominated solutions and store them in elite archive;
Find out initial set of leaders;

iteration = 1;
While iteration <= ηgen

For i = 1, . . . , ηpop

Assign a leader for particle i from the set of leaders;
Update velocity and position of the particle using (7)–(8);
Decode particle to get the network structure;
Select conductor sizes using conductor size selection;
Calculate the short circuit levels of the network to choose the breaker ratings;
Calculate the objective functions (see (1)–(2));

Endfor
Find out the non-dominated solutions and update elite archive;
Find out the new set of leaders;
iteration = iteration + 1;

Endwhile
Elite archive contains optimal network structures along with branch
conductor-sizes and the number and locations of the sectionalizing switches;

End

Fig. 8 Pseudocodes for the distribution system planning (Stage I) using the proposed MOPSO

Fig. 9 Particle encoding
scheme for Stage II optimization

3.4 Planning algorithm: Stage II

The non-dominated solutions/networks obtained from the planning Stage I are further
evaluated for placement of the DG units of different sizes at different locations. The
optimization objective functions are computed using (3)–(4). The constraints are the
same as before. The particles are encoded with the information on the number of DG
units, their sites and ratings (Fig. 9). The number of DG units is restricted between
one and a specified maximum value. The possible sites may be any node (except sub-
station). The ratings of the DG units are restricted to some specified discrete values.
The decoding of particle is simple (fractions are rounded to the nearest feasible inte-
ger numbers). The proposed MOPSO is used to update the velocity and position of
the particles. The pseudocodes of the complete algorithm are shown in Fig. 10.
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Begin
// βpop = Size of PSO population
// βgen = Maximum number of iterations
Generate initial population for DG locations randomly (both position and velocity)
for the networks representing non-dominated solutions obtained from the previous
multi-objective planning optimization;
Decode the particles and calculate the objective functions;
Store the initial non-dominated solutions in elite archive;
Find out the initial set of leaders;
iteration = 1;
While iteration <= βgen

For i = 1, . . . , βpop

Assign a leader for particle i from the set of leaders;
Update velocity and position of the particle using (7)–(8);
Decode particle to get number, sites, and sizes of DG units;
Perform load flow and calculate objective functions using (4)–(5);

Endfor
Find out non-dominated solutions and update elite archive;
Find out the new set of leaders;
iteration = iteration + 1;

Endwhile
Elite archive contains optimal network structures that have sites and sizes of dis-
tributed generators.

End

Fig. 10 Pseudocodes for the distribution system planning (Stage II) using the proposed MOPSO

4 Simulation results and analysis

The proposed planning algorithm is evaluated via computer simulation studies on two
typical distribution systems. The first problem is a static problem, i.e., planning of a
completely new 100-node network [11]. The second one is an expansion planning
problem of a 21-node distribution system [11] with four existing branches. Some
features of these two systems are:

• Each system has one substation. The load demands are given in the Appendix.
• The conductor and circuit breaker specifications are given Tables 1 and 2, respec-

tively.
• The substation capacity for the 100-node system is chosen as 15 MVA serving a

total load of 12.63 MVA. Its installation cost is $3,000,000. The total load demand
of the 21-node system is 3.9491 MVA with substation capacity of 8 MVA.

• The substation voltage, the minimum and maximum node voltage are taken as
1.05 p.u., 0.92 and 1.08 p.u., respectively.

• The installation cost of each sectionalizing switch is taken as $20,000.
• The maximum number of feeders and loops (both) are specified to be 5.
• The maximum number of allowable connections for a node is chosen as 8.
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Table 1 Specification of conductor sizes

Conductor
type

Current
rating (A)

Branch
installation
cost ($/km)

Preventive
maintenance cost
($/km/year)

Corrective
maintenance cost
($/km/year)

Resistance
(ohm/km)

Reactance
(ohm/km)

1 150 10000 533.54 6.51 0.5762 0.5184

2 230 15000 533.54 6.51 0.4724 0.2875

Table 2 Circuit breaker
Specification Circuit breaker

type
Short circuit
current rating (kA)

Installation
cost ($)

1 25 40000

2 35 60000

3 50 80000

The PSO parameters are optimized based on the growth of the non-dominated so-
lutions. The performance of the proposed MOPSO is assessed and compared with that
of the SPEA2-based PSO and some other existing multi-objective PSO algorithms
by statistical tests. The results of the two planning stages for the static planning of
the 100-node system are presented first followed by the results of the 21-node sys-
tem expansion planning. A performance comparison with an existing (evolutionary)
planning algorithm is also provided.

4.1 Results of distribution system static planning: Stage I

In this section, the results of planning Stage I are presented along with the perfor-
mance assessment of the proposed MOPSO.

4.1.1 Optimization of PSO parameters

An appropriate choice of the PSO parameters, i.e., population size (ηpop), maxi-
mum number of iterations (ηgen), maximum and minimum velocities of particles
(PVmax,PVmin), learning constants (φ1, φ2), maximum and minimum inertia weight
(wmax,wmin), is very important. The optimized values of ηpop and ηgen are chosen as
80 and 200, respectively, as an exhaustive simulation study shows that the growth of
non-dominated solutions saturates within 200 iterations with a population size of 80
and a population size higher than 80 has very little influence. The other parameters
are optimized empirically on the basis of growth of the non-dominated solutions and
the optimized values are given in Table 3. The penalty factor is chosen to be of the
order of 107. The number of strips per objective is chosen as 15.

4.1.2 Analysis of Pareto-approximation frontiers

The Pareto-approximation frontiers obtained with both types of sectionalizing switch
placement strategies are shown in Fig. 11. The results illustrate that both Pareto-
approximation frontiers are very close. Hence, any one strategy can be used. The
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Table 3 Optimized PSO
parameters PSO parameters Optimized values

ηpop 80

ηgen 200

PVmax, PVmin 0.5, −0.5

φ1, φ2 2, 1.5

wmax, wmin 0.9, 0.1

Fig. 11 Pareto-approximation frontiers obtained with switch placement based on the load demand and
the number of branches in a feeder

Pareto-approximation frontiers obtained with the proposed MOPSO and SPEA2-
based PSO with gbest and lbest topologies in a sample run are shown in Figs. 12–13.
The Pareto-approximation frontier with the proposed MOPSO is classified accord-
ing to the number of feeders, loops, and sectionalizing switches to distinguish the
solutions on the basis of different structures (Figs. 14–16).

These results reveal the following salient features:

Remark 1 The Pareto-approximation frontier obtained with the proposed MOPSO
is better than that obtained with the SPEA2-based PSO with both gbest and lbest
topologies in terms of both convergence and diversity.

Remark 2 Many non-dominated solutions have the CLLI less than 0.3. The CLLI
of a single feeder radial network without any sectionalizing switch is 1. A better
CLLI (0.5–0.9) is obtained for double feeder radial network without sectionalizing
switches. It is improved further if the radial network has multiple feeders and sec-
tionalizing switches (Figs. 14–16). For meshed networks, the CLLI range is: 0.0–0.2.
Obviously, the meshed networks have lower CLLI than the radial networks.
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Fig. 12 Pareto-approximation frontiers obtained with proposed MOPSO and SPEA2-based PSO (gbest
topology)

Fig. 13 Pareto-approximation frontiers obtained with proposed MOPSO and SPEA2-based PSO (lbest
topology)
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Fig. 14 Non-dominated solutions in the Pareto-approximation frontier (proposed MOPSO) classified ac-
cording to number of feeders

Fig. 15 Non-dominated solutions in the Pareto-approximation frontier (proposed MOPSO) classified ac-
cording to number of loops

Remark 3 Figures 14–16 also show that the total installation and operational cost
of the networks increases with higher number of feeders, loops, and the number of
sectionalizing switches. Although both the maximum number of loops and feeders are
specified to be 5, no solution is obtained with more than three loops and four feeders.
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Fig. 16 Non-dominated solutions in the Pareto-approximation frontier (proposed MOPSO) classified ac-
cording to number of sectionalizing switches

Also, the highest number of sectionalizing switches among all the non-dominated
solutions is 41. This happens because the non-dominance test of the Pareto-optimality
rejects a solution with higher feeders, loops, and sectionalizing switches if it fails to
dominate the existing solutions.

Remark 4 The network is divided into 9 different zones (i.e., 3 × 3 grid) for loop cre-
ation. It is observed that less number of zones creates longer loop forming branches
and higher number of zones has insignificant influence. It is seen that most of the
meshed networks have inter-feeder loops than intra-feeder loops as an inter-feeder
loop can improve the reliability more than an intra-feeder loop. The lowest power
loss (130.67 kW) is obtained in a four-feeder radial network. The lowest power loss
among all the meshed networks is 155.81 kW for of a three-feeder network with two
loops. Normally the power loss of a meshed network is lower than that of a radial net-
work with similar feeder routing. As meshed networks have longer loops (i.e., a large
number of branches belong to a loop) to achieve good CLLI, the amount of power
flowing through the root branches becomes higher. Thus, the power loss increases.
Hence, power loss of a network depends not only on its structure (radial/meshed)
but also on the feeder routing. It is also observed that the power loss is mostly influ-
enced by the number of feeders and on the uniformity of load distribution among the
feeders.

For the sake of illustration, two sample solution networks (most reliable and most
economical) obtained with the proposed MOPSO are shown in Figs. 17–18, respec-
tively and some typical features of these solutions are given in Table 4.
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Fig. 17 Most economical network of Pareto-approximation frontier obtained with proposed MOPSO

Fig. 18 Most reliable network of Pareto-approximation frontier obtained with proposed MOPSO.
(Loop 1: nodes 1-35-23-15-6-7-16-17-24-28-41-1, Loop 2: nodes 1-41-28-42-36-43-44-52-62-70-69-68-
61-60-67-59-47-1, Loop 3: nodes: 1-47-59-67-60-61-75-80-85-89-97-96-99-95-87-83-76-82-86-92-91-
81-72-63-55-56-50-51-39-26-25-20-10-11-12-13-14-4-15-23-35-1
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Fig. 19 Comparison of variations in percentage of particles (solutions) violating the constraints with
different values of the penalty factors in the proposed method

Table 4 Some typical features
of the most economical and
most reliable networks

Solution CIO ($) CLLI NF Nloop NSw

Most economical 4.68 × 106 1 1 0 0

Most reliable 6.17 × 106 0.027 4 3 41

4.1.3 Impact of the penalty factor

A study is carried out to examine the impact of the penalty factor computed as the
product of the absolute value of the maximum node voltage deviation from a nominal
value and a very large positive integer number. In order to study the sensitivity of the
choice of the large positive integer, three different values, i.e., of the order of 106,107,
and 108, are chosen for investigations. The reason behind these specific choices is that
the values of the objective function 1 of the solutions with this example system are
of the order of 106. The impact of these chosen values is evaluated by observing
the changes in the percentage of particles violating the constraints with iterations (in
typical sample runs), as shown in Fig. 19. The characteristics show frequent rises
and falls with an overall decreasing trend, i.e., the number of constraint violations
decreases with iterations on an average. The performance of the proposed penalty
factor method (penalty factor of the order of 107) is also compared with those of two
other existing methods, i.e., the method-H and the method-K [48]. The results over
some typical sample runs, illustrated in Fig. 20, don’t show any significant difference
among the performances of the three methods. This highlights that the chosen penalty
factor method performs quite well.
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Fig. 20 Comparison of variations of percentage of particles (solutions) violating the constraints with the
proposed method, the method-H, and the method-K

4.1.4 Performance assessment by statistical tests

The output of a single run of a stochastic multi-objective optimizer is an approx-
imation set. However, no performance comparison is possible from the result of a
single run. Thus, the statistical performances of the proposed MOPSO, the SPEA2-
based PSO, and some other MOPSO variants are compared (over 25 runs) using the
following performance measures.

A. Hypervolume indicator It is a unary indicator [38] used to measure the portion of
objective space dominated by the Pareto-approximation set. A higher hypervolume
indicator signifies a larger area dominated by the approximation set and thus it has
better performance. Figure 21 shows the boxplots of the hypervolume indicator for
different runs (with reference point (7.5 × 106,1) in the objective space) of both
the proposed MOPSO and the SPEA2-based PSO with gbest and lbest topologies.
The growths of the cumulative hypervolume indicators for these three algorithms
are shown in Fig. 22, which also clearly illustrates the superior performance of the
proposed MOPSO.

B. Summary attainment surface plot As the solutions of an approximation set can-
not be interpolated with a smooth curve, it is very difficult to visualize and assess
the quality of different approximation sets of same or different optimizers. Thus, the
best way to measure the performances of a Pareto-approximation set is to identify
the goals that have been attained by this approximation set [38]. This can be obtained
by a summary attainment surface plot. A summary attainment surface is a boundary
comprising of all the tightest goals attained by a particular optimizer after a speci-
fied number of trial runs. The tightest goals after certain number of trial runs are the
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Fig. 21 Boxplots of hypervolume indicators with the SPEA2-based PSO (gbest and lbest topologies) and
the proposed MOPSO

Fig. 22 Growth of cumulative hypervolume indicators of the SPEA2-based PSO (gbest and lbest topolo-
gies) and the proposed MOPSO obtained after different runs

resultant non-dominated solutions amongst all Pareto-approximation sets. The sum-
mary attainment surface plots after 25 trial runs (Fig. 23) show that the proposed
MOPSO has superior performance over the SPEA2-based PSO (both gbest and lbest
topologies).
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Fig. 23 Summary attainment surface plots of the SPEA2-based PSO (gbest and lbest topologies) and the
proposed MOPSO

C. Mann-Whitney rank sum test The Mann-Whitney rank sum test is a non-
parametric test to provide indications about any significant difference between two
groups of observations. In this test, at first, all the data of the two groups are com-
bined and a rank is assigned to all data of both the groups. Thereafter, a statistic U

is assigned to both the groups. The null hypothesis is rejected if the minimum U

between the two groups is less than or equal to the critical value. The calculation of
the U statistic is given in the Appendix. In this study, the hypervolume indicators ob-
tained from 20 different runs with the proposed MOPSO and the SPEA2-based PSO
(for both gbest and lbest topologies separately) are grouped. The minimum U value
(= 49) is found to be less than the critical value (105) under 1% significance level for
both gbest and lbest topologies. This illustrates that there is a significant difference
between the performances of the proposed MOPSO and the SPEA2-based PSO.

D. Diversity indicator The diversity indicator (�) measures the diversity among the
obtained ηndf number of non-dominated solutions. It is defined as [31]:

� =
∑ηndf

i=1 |di − d̄|
ηndf d̄

(11)

Ideally, the distance between any two nearest solutions (di ) should be equal to the
mean distance (d̄) between any pairs of solutions. Thus, a lower value of this indi-
cator indicates a better diversity. The distances between the extreme solutions of the
Pareto-approximation frontiers and the Pareto-optimal frontiers are not considered
as the Pareto-optimal frontier is unknown. The values of the diversity indictor with
the proposed MOPSO, the SPEA2-based PSO using gbest topology, and the SPEA2-
based PSO using ring (lbest) topology are obtained as 0.9699, 0.9863, and 0.9818,
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Table 5 Comparison of hypervolume and diversity indicators obtained with the different MOPSO algo-
rithms

Different MOPSO algorithms Hypervolume indicator Diversity indicator

mean deviation mean deviation

Proposed MOPSO 0.3475 0.0018 0.9699 0.0184

SPEA2-MOPSO (gbest topology) 0.3345 0.0037 0.9863 0.0198

SPEA2-MOPSO (ring topology) 0.3361 0.0040 0.9818 0.0149

SPEA2-MOPSO (stochastic star topology) 0.3415 0.0012 0.9745 0.0244

NSMOPSO 0.3442 0.0013 0.9927 0.0149

VE-MOPSO 0.3348 0.00084 0.9777 0.0179

Sigma-MOPSO 0.3444 0.00098 0.9994 0.0196

CL-MOPSO 0.3322 0.001 0.9773 0.0187

Mocell-PSO 0.3411 0.005 0.9992 0.0191

Clonal-MOPSO 0.3406 0.00091 0.9927 0.0101

respectively. This highlights the improvements obtained with the proposed MOPSO
over the SPEA2-based PSO.

A performance comparison of the proposed algorithm with some existing meth-
ods, i.e., the PSO stochastic star topology [45] applied in SPEA2, the Non-
dominated Sorting MOPSO (NSMOPSO) [43], the Vector Evaluated MOPSO (VE-
MOPSO) [42], the Sigma-MOPSO [43], the Comprehensive Learning MOPSO (CL-
MOPSO) [43], the Multi-objective Cellular PSO (Mocell-PSO) [46], the Particle
Clonal operator [47] applied in MOPSO, is carried out. The PSO parameters are taken
to be same as given in Table 3. A summary of results over 25 runs is shown in Ta-
ble 5. The reference point for measuring hypervolume indicator is (7.5×106,1). The
results show that the performance with the proposed MOPSO is improved in terms
of both hypervolume and diversity indictors than all the algorithms studied here. The
mean hypervolume indicators show that the convergence of the proposed MOPSO
is comparable with those of the NSMOPSO and the Sigma-MOPSO. On the other
hand, the mean diversity indicators show that the proposed MOPSO is capable of ob-
taining diversified solutions comparable to those in the SPEA2-MOPSO (stochastic
star topology), the CL-MOPSO, and the VE-MOPSO. In terms standard deviations
of hypervolume and diversity indicators, the performance of the proposed MOPSO
may not be the best, but comparable with those algorithms. In conclusion, the overall
results illustrate the improvement in performance with the proposed MOPSO over
the existing methods studied here.

Finally, it is to be noted that this stage of planning can give various network struc-
tures from which a utility can choose one final network depending on its requirement.

4.1.5 Sensitivity test with different number of strips per objective

There is also an additional parameter in the proposed MOPSO, i.e., the number of
strips per objective. A sensitivity test is required for performance assessment with
different number of strips per objective. The sensitivity test results for this static



318 S. Ganguly et al.

Table 6 Hypervolume and
diversity indicators with
different number of strips per
each objective

Number of strips
per each objective

Mean hypervolume
indicator

Mean diversity
indicator

5 0.3439 0.9945

10 0.3447 0.9823

15 0.3475 0.9718

20 0.3479 0.9721

25 0.3475 0.9714

Table 7 Optimized PSO
parameters for Stage II planning PSO parameters Optimized values

βpop 20

βgen 200

PVmax, PVmin 0.5, −0.5

φ1, φ2 2, 1.5

wmax, wmin 0.9, 0.1

planning problem are summarized in Table 6. It shows that both the convergence
and diversity improve with increasing number of strips per objective up to a certain
point beyond which no significant improvement occurs. It can be observed that, for
this problem, 15 strips per each objective happen to be a reasonably good choice
(which has been used in all the studies). Obviously, the optimal number of strips per
objective is a problem specific parameter.

4.2 Results of distribution system static planning: Stage II

In this planning stage, the impact of DG penetration is investigated. The networks
considered for this stage of planning are the non-dominated solutions/networks ob-
tained from the Stage I. For a comprehensive study, 20 solutions/networks are uni-
formly sampled from the Pareto-approximation set obtained in Stage I; the sampled
networks are shown in Fig. 24 (in the objective space). Out of the 20 solutions, 7 solu-
tions (solution numbers 14–20) have radial structures and 13 solutions have meshed
structures (solution numbers 1–13). The number of strips per objective is taken to
be 15. Some typical data used in this study are:

• Four different sizes for the DG units are considered. They are: 500 kW, 1000 kW,
1500 kW, and 2000 kW.

• The installation and operational costs of the DG units are taken as $5 × 105 per
MVA and $70 per MWh, respectively [29].

• The optimized PSO parameters used in this stage of planning are given in Table 7.

Three case studies are carried out with different types of DG units, i.e.,

• Case A: The DG units are synchronous generators with power factors of 0.8 lag-
ging. They are operated in the voltage control mode with a voltage level of 1.04 p.u.
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Fig. 24 Non-dominated solutions (of first stage planning) sampled for investigating the impacts of DG
penetration

• Case B: The DG units are induction generators to which the reactive power is
supplied by installation of local capacitor banks. The installation cost of capacitor
banks is taken as $3000/MVAr [40].

• Case C: The DG units are induction generators. They draw reactive power from
the distribution supply system at power factors of 0.8.

The two objective functions for this planning are: total power loss and the DG
penetration index as given in (3)–(4). The Pareto-approximation frontiers for all the
three cases are shown in Fig. 25. The broken lines show the loci of the non-dominated
solutions. The quantitative results are also given in Tables 8–10. They illustrate the
following:

Remark 5 Some non-dominated solutions from the first stage planning become domi-
nated after this planning stage. The radial networks with multiple feeders and meshed
networks with longer loops mostly appear as the non-dominated solutions. It is ob-
served that the DG units are mostly located in different feeders. The reason may be as
follows: the inclusion of multiple DG units within a single feeder increases the node
voltages to such high values that the upper voltage limit is violated. Thus, it helps
to spread the sites of the DG units in different feeders. Among the three cases, the
uniformly distributed non-dominated solutions are obtained in Case B. In Case A,
no non-dominated solutions are obtained with the DG penetration indices between
0.41–0.93 and no non-dominated solutions are obtained beyond the DG penetration
index of 0.23 in Case C.
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Fig. 25 Non-dominated solutions obtained from second stage of planning (after DG penetration)

Remark 6 Although the radial networks appear in the non-dominated solutions for
Case A and Case B, they are not capable of DG penetration capacity of more than
50% of the total load (i.e., � > 0.5). On the contrary, the meshed networks mostly
appear in the non-dominated solutions when the DG penetration is higher. One possi-
ble reason may be that the radial networks experience over-voltage due to higher DG
penetration. The results of Case A and Case B also indicate that, with the same DG
penetration, the networks with synchronous generators have lower power loss as the
synchronous generator can provide reactive power to the network resulting further
reduction of power loss. Also the voltage profile with same DG penetration in Case B
is slightly better because it is operated in the voltage controlled mode. In all the three
cases, the minimum node voltage is significantly improved with DG penetration.

Remark 7 The DG penetration in Case C is restricted to 24% only as the generators
draw reactive power at a constant power factor from the network. As the DG pene-
tration increases, the generators consume more reactive power thereby increasing the
power loss.

These results show that the cost of the network increases with higher DG penetra-
tion due to additional installation and operational cost, and the meshed networks can
withstand more DG penetration than the radial networks.

4.3 Results of distribution system expansion planning

The proposed algorithm has also been applied to an expansion planning problem for
the 21-node system [11]. This system has one substation at node-1 and some existing
branches between the nodes 1–5. The nodes 6–21 are connected via the proposed
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Fig. 26 Pareto-approximation frontier for the first stage expansion planning of the 21-node distribution
system

Fig. 27 A typical solution
network obtained with the
expansion planning of 21-node
distribution system

multi-objective planning algorithm. The specifications of the breaker and the con-
ductor sizes used in this planning are the same as those given in the Tables 1–2.
The maximum number of feeders, loops, and the allowable connections for a node
are chosen as 5, 5, and 8, respectively. This planning is also done in two stages.
The Pareto-approximation frontier obtained with the first stage planning is shown
in Fig. 26. This frontier consists of a set of non-dominated solution networks with
different number of loops, sectionalizing switches, and feeders. One sample solution
network is also shown in Fig. 27 for illustration, where the existing branches are
shown with bold lines. This network consists of 2 feeders, 9 sectionalizing switches,
and one loop.
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Fig. 28 Pareto-approximation frontiers for the second stage expansion planning of the 21-node distribu-
tion system

All solution networks are further evaluated in the second stage planning by op-
timizing the number, sites, and sizes of the DG units. The non-dominated solutions
obtained with the second stage planning for the above mentioned three case studies
(for the case of static planning) are given in Fig. 28. The approximate loci of the non-
dominated solutions are shown as broken lines for better visualization. The results
are similar to those reported for the static planning.

4.3.1 Sensitivity test with different number of strips per objective

The sensitivity test to assess the performance of the proposed MOPSO with differ-
ent number of strips per objective is also carried out for the expansion planning of
the 21-node distribution system. The results of this test for both the planning stages
(considering Case B for Stage II) are given in Table 11. The reference points to de-
termine the hypervolume indicator are taken as (1.25 × 106,1) and (1,75) for Stage I
and Stage II, respectively. The trend is almost similar to that obtained in the static
planning problem. Hence, 15 strips per objective is a reasonably good choice and it
has been used for both the planning stages in this study.

4.4 Performance comparison with an existing method

As the overall task including the objective function formulation in this work is dif-
ferent than those reported in the existing distribution system planning approaches,
no direct performance comparison with those approaches is strictly possible. Hence,
the proposed PSO-based algorithm is applied to optimize the objective functions
formulated in [11] for expansion planning of the 21-node distribution system. The
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Table 11 Hypervolume and diversity indicators with different number of strips per objective

Number of strips
per each objective

Planning Stage I Planning Stage II (Case B)

Mean hypervolume
indicator

Mean diversity
indicator

Mean hypervolume
indicator

Mean diversity
indicator

5 0.5581 0.7080 0.4385 0.1842

10 0.5608 0.6855 0.4757 0.1671

15 0.5659 0.6735 0.4921 0.1476

20 0.5672 0.6685 0.4921 0.1492

25 0.5691 0.6653 0.4893 0.1259

Table 12 Comparison of results between GA-based planning [11] and the proposed MOPSO-based plan-
ning

Solutions Objective functions
(GA [11]) ($)

Objective functions ($)
(Proposed MOPSO)

First Second First Second

Most economical 6.7 × 105 843.79 6.59 × 105 617.2645

Most reliable 17.07 × 105 7.71 10.01 × 105 12.8784

GA is used as the solution strategy in [11]. A quantitative performance compari-
son of the most reliable and the most economical solutions obtained from a Pareto-
approximation frontier of the proposed MOPSO and the results reported in [11] are
shown in Table 12. It shows that comparable results are obtained with the PSO-based
approach. The advantages of the proposed planning algorithm are:

It is simpler to implement compared to the method used in [11]; there is no need
for so many heuristic crossover and mutation operators as used in [11].

Each particle in the proposed MOPSO represents a connected network as the cost-
biased encoding/decoding always creates connected network, unlike direct encoding.

Remark 8 It should be noted that this two-stage planning is non-iterative in the sense
that the flow of the algorithm first completes the MOPSO for Stage I (for 200 itera-
tions) and then, it is followed by the MOPSO for Stage II (for another 200 iterations).
The schematic flow of this complete planning optimization process can be summa-
rized as shown in Fig. 29(a). In this implementation, the output of the Stage II doesn’t
have any influence on the Stage I optimization. An alternative implementation of the
flow of the optimization process is possible, where the feedback from the Stage II
output can be used to influence the search. To incorporate the feedback from the
Stage II output in a straightforward and simplistic manner, an iterative implementa-
tion of the Stage I and Stage II can be performed. In this iterative implementation
of the optimization process, there is an overall optimization iteration and, in every
iteration of the overall MOPSO, Stage I planning is performed followed by Stage II
planning, where the output of the Stage II is fed back and used to influence the Stage I
optimization. A schematic of this type of alternative implementation of the two-stage
planning is summarized in Fig. 29(b). It can be foreseen that this approach will de-
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Fig. 29 (a) Non-iterative two-stage planning, and (b) Iterative two-stage planning

mand significant increase in computational time. Some simulation results for this
iterative two-stage planning are given in the following subsection.

4.5 Iterative two-stage planning

As discussed in Remark 8, a simulation study is carried out to assess the rela-
tive performances of the iterative optimization of both planning stages. The de-
tailed flow chart for the iterative two-stage planning is shown in Fig. 30. All the
non-dominated/elite solutions obtained in the planning Stage I are processed in the
Stage II. The elite solutions obtained after the planning Stage II represent the efficient
networks for the DG integration. The elite archive, in an iteration, is designed to con-
tain all the elite solutions obtained in the Stage II plus a certain pre-specified (K) per-
centage of the rest of the elite solutions from the Stage I. The intention is to guide the
search in the Stage I considering the feedback from the Stage II. The K-percentage
of the rest of the elite solutions from the Stage I are retained probabilistically in the
elite archive in order to lessen the possibility of loosing any potential solution that
can play significant role in further search. This iterative optimization is tested for the
21-node system expansion planning.

The performance of this iterative optimization approach is compared with the pre-
viously used non-iterative two-stage optimization for two different values of K , i.e.,
0% and 60%. The corresponding Pareto-approximation frontiers are shown in Fig. 31
considering Case B for the planning Stage II. The computational times (Processor:
Intel Pentium D CPU 3 GHz 1 GB RAM) of a sample run with these two approaches
are also given in Table 13. The results show that the performance of the iterative
two-stage optimization is better than that of the non-iterative two-stage planning
with K = 60 (and worse with K = 0). This illustrates that the iterative optimiza-
tion mostly performs better when some of the elite solutions of Stage I are kept in the
elite archive. The reason is due to the provision of retaining some potential guiding
solutions from Stage I in the elite archive with a nonzero K . Thus, a better perfor-
mance can be expected in the iterative approach with proper management of the elite
archive. However, it should be noted that the computational time requirement also
increases dramatically compared to the non-iterative two-stage planning. It is almost
25 times higher than that of the non-iterative planning for this comparatively smaller
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Fig. 30 Flow chart for the
iterative two-stage planning

21-node system. This is expected because one complete Stage II planning optimiza-
tion is required in every iteration and the computational demand will be extremely
high for higher node systems. This happens to be a significant limitation of the itera-
tive planning.

In addition to higher computational burden, there is one more issue associated
with the iterative two-stage planning. As mentioned earlier, the DG integration is not
always possible for all the utilities and areas. In these circumstances, the first stage
planning is only required. Thus, it is worth comparing the quality of the solutions ob-
tained after the planning Stage I with the non-iterative and iterative approaches. The
Pareto-approximation frontiers based on the objective functions used in the planning
Stage I, obtained with the iterative and non-iterative two-stage planning, are shown in
Fig. 32. It illustrates that the non-dominated solutions obtained with the iterative two-
stage planning are restricted within a certain area (shown as a dotted enclosure) of
the objective space caused by the search for the networks efficient for DG integration.
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Fig. 31 Comparison of the Pareto-approximation frontiers for the 21-node system obtained with the
non-iterative two-stage planning and the iterative two-stage planning

Table 13 Comparison of
computational time requirement
and hypervolume indicator of
the Pareto-approximation
frontiers between the
non-iterative two-stage planning
and the iterative two-stage
planning for the 21-node system

Planning
optimization
approaches

Computational
time per run
(min)

Hypervolume
indicator
(ref point = (50, 1))

Non-iterative
two-stage planning

16.2 0.3656

Iterative two-stage
planning (K = 60%)

418.2 0.5425

Hence, if the DG integration is not desired, the utility will definitely get a better solu-
tion set from the planning Stage I with the non-iterative two-stage planning approach
compared to the other.

5 Conclusion

In this paper, a novel multi-objective PSO-based planning of the power distribution
systems incorporating distributed generation (DG) has been investigated. This plan-
ning consists of two stages, i.e., Stage I and Stage II. In Stage I, a multi-objective
planning of the power distribution systems without DG is done. The two objectives
of the first stage planning optimization are: (i) total installation and operational cost
and (ii) the contingency-load-loss index (CLLI). The CLLI is computed by consider-
ing contingencies in all the network branches, taken one at a time. A tradeoff analysis
of these two conflicting objectives is done by using the Pareto-optimality principle to
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Fig. 32 Comparison of the Pareto-approximation frontiers based on the two objective functions of the
planning Stage I for the 21-node system obtained with the non-iterative and iterative two-stage planning

obtain a set of non-dominated solutions; each solution represents a network struc-
ture (radial/meshed), branch conductor sizes, and the number and locations of the
sectionalizing switches. A novel multi-objective PSO (MOPSO) has been proposed
for an efficient leader selection mechanism so as to have an effective search. A set of
leaders consisting of the non-dominated solutions and some selected dominated solu-
tions is chosen to guide the search in the proposed method. To choose the dominated
solutions for potential leaders, the objective space is divided into a number strips
per objective. A dominated solution is considered as a leader from a strip if no non-
dominated solution is available in that strip. A novel cost-biased encoding/decoding
scheme is devised for the representation of the particles in the MOPSO for prevent-
ing the creation of infeasible networks. Further, additional mechanisms have been
incorporated for creation of meshed networks and placement of the sectionalizing
switches. The performance of the algorithm is assessed and compared with that of
the well-established SPEA2-based PSO and some existing MOPSO algorithms by
several statistical tests. The tests show that the performance of the proposed MOPSO
is better compared to those of the SPEA2-based PSO and other MOPSO algorithms.
In the second stage planning, the impact of the DG on different network structures
(obtained from the non-dominated solutions of the first stage planning) has been in-
vestigated for both radial and meshed networks. The proposed MOPSO has been
tested for both static and expansion planning on typical 100-node and 21-node distri-
bution systems, respectively. Sensitivity tests are carried to obtain the optimal number
of strips per objective and the order of penalty factors (for the cases of constraint vi-
olations) used in this planning.

The significant contributions in this paper are: development of a novel and effec-
tive leader selection mechanism for the MOPSO, a novel particle encoding/decoding
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scheme for the planning of distribution networks that when decoded can create ra-
dial/meshed networks with single/multiple feeders and sectionalizing switches, and
incorporation of the DG in the network planning via multi-objective optimization.
However, it is worth mentioning that this planning algorithm can be further extended
for multi-stage planning to handle future load growth more efficiently.

A planning approach combining all the four objectives used in this two-stage op-
timization in a more general framework for an overall single-stage optimization is
another important area for future research. Such an advanced planning approach may
prove to be beneficial for those utilities/areas where the DG can be surely integrated
and it is a promising area for future work.

Appendix

This appendix provides some basics of the short circuit capacity calculation used to
select the substation circuit breaker’s rating, the SPEA2-based PSO, Mann-Whitney
rank sum test, and the load demand data of the 21-node and 100-node distribution
systems.

A.1 Short circuit capacity calculation for distribution networks

The short circuit capacity calculation is required for this study because the radial and
meshed networks have different short circuit capacities. The short circuit capacity
of a meshed network is higher than that of a radial network. Hence, it is very much
essential to select the circuit breakers and the protection system accordingly. In this
work, the maximum short circuit capacity of a distribution network is calculated by
the short circuit MVA calculation method [39]. The maximum short circuit current
is possible if the fault occurs at a location closer to the substation main bus; thus the
short circuit capacity is higher at the substation and it gradually reduces if the fault
point shifts away from the substation. The short circuit MVA capacity of the different
components of a distribution network can be obtained as:

The short circuit MVA of a substation transformer of Srated MVA and impedance of
Zpu p.u. is:

MVATr
SC = Srated/Zpu (A.1)

The short circuit MVA of a feeder branch with voltage level of kV and impedance
of Z
 ohm is:

MVABr
SC = (kV )2/Z
 (A.2)

The aggregated short circuit capacity of H components can be obtained as follows:

If the components are connected in series:

MVASeries
SC =

H∑

i=1

(1/MVASCi
) (A.3)
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If the components are connected in parallel:

MVAParallel
SC =

H∑

i=1

MVASCi
(A.4)

In this work, the short circuit capacity of a network is calculated by considering a
fault at the substation bus using (A.1)–(A.4). The net short circuit current is derived
from the resultant short circuit MVA of the network as:

ISC = MVASC/KV (A.5)

With DG, the net short circuit current is calculated as:

IDG
SC = ISC +

NDG∑

i=1

IDG
i (A.6)

(IDG
i : short circuit current contribution of the i-th DG).

A.2 SPEA2-based PSO

The SPEA2 is a multi-objective optimization algorithm [36], where an elite archive
is created to preserve the non-dominated solutions found by the algorithm and this
elite archive is used to assign fitness to each member of the archive itself and the
current population undergoing evolution to assist the search for more non-dominated
solutions. Thus, the SPEA2 handles two populations of solutions, i.e., elite archive
(say E) and PSO population of current iteration (F ). The sequential steps for the
fitness assignment are:

• Certain strength (proportional to the number of dominated members/solutions) is
assigned to all current and elite members. The strength of a member i, δ(i), is
defined as:

δ(i) = {j |j ∈ (E + F) ∧ i ≺ j} (A.7)

• Then, a raw fitness equal to the sum of the strengths of the dominators of the
concerned member is assigned to each current and elite member. The raw fitness
ξR(i) of member i of is the sum of its dominator’s strength given by:

ξR(i) =
∑

j∈(A+B)∧i
j

δ(i) (A.8)

• Finally, the fitness of a member (current/elite) is computed as the summation of its
raw fitness and density around it. The density of a member i, ζ(i), is defined as the
inverse of the distance of its k-th nearest data point. The value of k is the square
root of sum of population and archive size. The fitness of the member i, γ (i), is
computed as:

γ (i) = ξR(i) + ζ(i) (A.9)
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Begin
Initialize E = F = ∅;
Set maximum iteration (Max_iter), population size (Pop_size), and elite archive
size (elite_size);

For i = 1, . . . ,Max_iter
Update position and velocity of all particles using their respective pbest and
the gbest;
Calculate the objective functions;
Find out the non-dominated solutions from F and transferred them into E;
Extract the resultant non-dominated solutions and update E;
Assign fitness to all members of E and F using (A.7)–(A.9);

If size{E} > elite_size
Calculate the Euclidean distances (τ ) among all adjacent solutions and
sort them in ascending order;
Remove (size{E} − elite_size) number of solutions from E having
lower τ ;

Elseif size{E} < elite_size
Insert (elite_size − size{E}) number of dominated solutions into E hav-
ing better fitness;

Endif
Identify the group best particle based on fitness and store its position at gbest;

Endfor
The elite archive contains the final non-dominated solutions.

End

Fig. A.1 Pseudocodes of the SPEA2-based PSO

The strategy is to assign lower fitness to the preferred solutions (as this is a mini-
mization problem). The raw fitness of a non-dominated solution is zero as it doesn’t
have a dominator. The solutions in the dense areas are penalized with their densities.
This fitness assignment helps to orient the search towards unexplored regions of the
non-dominated solutions. The pseudocodes for the SPEA2 based PSO are given in
Fig. A.1.

A.3 Calculation of the U statistic in the Mann-Whitney rank sum test

Let d1(d2) be the sum of the ranks given to the observations in group 1 (group 2)
and g1(g2) be the total number of observations in group 1 (group 2). A statistic U1 is
assigned to the group 1 as:

U1 = d1 − g1(g1 + 1)/2) (A.10)

Similarly, a statistic U2 is assigned to the group 2. The null hypothesis can be
rejected if:

min(U1,U2) ≤ Ucritical (A.11)
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A.4 Data of 21-node distribution system

Table A.1 Node location and load demand for the 21-node distribution system

N X Y LRL LRV N X Y LRL LRV N X Y LRL LRV

1 1 1 0 0 8 6 4 100 20 15 6 8 100 50

2 2 1 200 50 9 5.1 5 200 100 16 3 7 400 100

3 3 1 100 20 10 4.9 6 500 200 17 3.1 8 750 90

4 4 1 150 60 11 5 7 900 200 18 2.9 9 100 40

5 5 2 200 50 12 4 7 100 20 19 4 9 100 40

6 4 3 250 80 13 6 6.9 100 20 20 3 10 100 40

7 5 4 50 5 14 7 7 200 50 21 2 9 100 40

Notes: N = index of node, X (Y ): locations of nodes (km); Substation voltage = 1.05 p.u. Base voltage =
13.8 kV; LRL: Real power demand in kW; LRV : Reactive power demand in kVAr

A.5 Data of 100-node distribution system

Table A.2 Node location and load demand for the 100-node distribution system

N X Y L N X Y L N X Y L N X Y L

1 10 3.5 0 26 4 4 140 51 5 8 120 76 4 13 145

2 1 0 125 27 10 4 110 52 17 8 210 77 6 13 110

3 7 0 110 28 12 4 110 53 19 8 130 78 8 13 115

4 8 0 130 29 14 4 100 54 0 9 210 79 12 13 100

5 10 0 150 30 16 4 100 55 1 9 130 80 14 13 130

6 11 0 140 31 18 4 100 56 2 9 110 81 1 14 130

7 13 0 110 32 1 5 135 57 4 9 115 82 4 14 125

8 15 0 115 33 5 5 200 58 8 9 125 83 6 14 100

9 16 0 90 34 7 5 160 59 9 9 130 84 8 14 140

10 1 1 200 35 9 5 110 60 11 10 190 85 15 14 150

11 2 1 75 36 14 5 120 61 13 10 170 86 4 15 140

12 4 1 160 37 0 6 100 62 18 10 100 87 7 15 140

13 5 1 120 38 2 6 130 63 2 11 120 88 12 15 125

14 6 1 130 39 4 6 130 64 4 11 130 89 14 15 115

15 9 1 140 40 7 6 190 65 6 11 130 90 1 16 180

16 12 1 110 41 11 6 100 66 8 11 125 91 2 16 120

17 13 2 100 42 13 6 130 67 10 11 110 92 3 17 110

18 15 2 120 43 16 6 140 68 15 11 125 93 4 17 100

19 0 3 110 44 17 6 110 69 17 11 90 94 7 17 130

20 2 3 185 45 19 6 115 70 18 11 180 95 8 17 150

21 5 3 140 46 6 7 120 71 0 12 110 96 11 17 120
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Table A.2 (Continued)

N X Y L N X Y L N X Y L N X Y L

22 7 3 75 47 9 7 175 72 1 12 130 97 13 17 120

23 9 3 150 48 15 7 100 73 7 12 100 98 8 18 125

24 14 3 120 49 0 8 100 74 11 12 130 99 9 18 100

25 2 4 130 50 4 8 90 75 13 12 140 100 11 18 100

Notes: N = index of node; X = X-coordinate of node (Km); Y = Y -coordinate of node (Km); L = Load
demand (KVA)

Other data: Power factor = 0.85; Substation voltage = 1.05 p.u.; Base voltage = 34.8 kV; Energy cost =
$60/MWh
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