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Abstract
Soil liquefaction is one of recognized nonlinear devastating types of ground failures associated with earthquakes. The analy-
ses frameworks for this phenomenon have been addressed using different methods and correlated triggering factors in case 
histories. In the current paper, a hybrid model using imperialistic competitive metaheuristic algorithm (ICA) incorporated 
with multi-objective generalized feedforward neural network (MOGFFN) for the purpose of liquefaction potential analy-
sis was assessed. The optimum hybrid ICA-MOGFFN model was applied on a diversified database of 296 compiled case 
histories comprising nine of the most significant effective parameters on liquefaction. The result of ICA-MOGFFN model 
demonstrated for 3.01%, 2.09% and 7.46% progress in the success rates for the safety factor, liquefaction occurrence and 
depth of liquefaction. Accordingly, the conducted precision–recall curves showed 5.08%, 1.73% and 3.92% improvement 
compared to MOGFFN. Further evaluations using different statistical metrics represented superior progress in performance 
of hybrid ICA-MOGFFN. The capability of the developed method then was approved from observed agreement with other 
accepted procedures. The results implied that the developed hybrid model was a flexible and accurate enough tool that can 
effectively be applied for the liquefaction potential analyses. Using sensitivity analyses, the most and least effective inputs 
on the predicted liquefaction parameters were identified.
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Abbreviations
ICA	� Imperialistic competitive metaheuristic 

algorithm
MOGFFN	� Multi-objective generalized feedforward 

neural network
LPA	� Liquefaction potential analysis
SPT/CPT	� Standard/cone penetration tests
MLPs	� Multilayer percepterons
γ	� Unit weight
Vs	� Shear wave velocity
FC	� Fine content
CSR	� Cyclic stress ratio
CRR​	� Cyclic resistance ratio

amax	� Maximum acceleration at investigated site
σ′v	� Effective vertical stress
rd	� Stress reduction factor
Ncou	� Number of countries
Ncol	� Number of colonies
Nimp	� Number of imperialists
TA/AF/J	� Training algorithm/activation function/num-

ber of neurons in hidden layers
RMSEmin	� Minimum root mean square error

Introduction

Liquefactions are earthquake-induced ground failure disas-
ters that due to applied stress during excitations, the soil 
materials behave like liquid. This process has for the first 
time been defined by Hazen (1919) as a consequence of 
insufficient time for drainage and the building up water 
pressure through the soil grains. In such a condition, the 
seismic disturbance provokes a large drop in stiffness and 
loss of strength and thus the stability of saturated, unconsoli-
dated or sandy soils (e.g., Kramer 1996). The liquefaction 
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potential analysis (LPA) and corresponding susceptibility of 
a soil deposit can be evaluated using historical, geological, 
compositional and state criteria (Kramer 1996; Boulanger 
and Idriss 2014). Historical criteria provide information on 
earlier earthquakes, where the previously liquefied soils can 
be candidates of future events (Cetin et al. 2000; Abbasza-
deh Shahri 2016; Green et al. 2014). Such case histories 
have been reported in several experienced earthquakes (e.g., 
Nigata 1964; Alaska 1964; San Fernando 1971; Loma pre-
ita 1989; Manjil 1990; Kobe 1995; Izmit 1999; Canterbury 
2011, etc.). Geological criteria deal with the influence of soil 
deposits on LPA. This implies that the saturated sediments 
in rivers and lakes (fluvial or alluvial), debris or eroded 
material (colluvial), wind deposits (aeolian) and man-made 
hydraulic filling have shown more proneness for liquefaction 
(Davis and Berrill 1998). Compositional criteria refer to soil 
particle sizes, where the analogs provide more susceptibil-
ity (Hakam 2016; Sawicki and Mierczynski 2006; Ishibashi 
1985). The initial condition of a soil (e.g., density, effective 
stress) subjected to dynamic loading is expressed in state 
criteria, where looser soils at higher effective stresses are 
generally more liquefiable (Kramer and Seed 1988).

The imposed catastrophic damages to structures and 
human activities imply that studies on identification of LPA, 
especially in seismic areas, have shown great concern in 
sustainable land use development to prevent disaster and 
make disaster prevention plans (Abbaszadeh Shahri et al. 
2012a). However, assessment of LPA due to interlinking 
with diverse geological, mechanical and seismological fac-
tors is a complex seismic geotechnical engineering problem. 
Therefore, finding a fast, but reliable and accurate enough 
LPA (Boulanger and Idriss 2014; Abbaszadeh Shahri et al. 
2013; Cabalar et al. 2012), due to high computational cost of 
current numerical and analytical methods, is a highly chal-
lenging task (Bi et al. 2019).

In recent years, different LPA models through geotechni-
cal in situ tests (standard/cone penetration tests, SPT/CPT) 
and seismic records have been developed using subcatego-
ries of artificial intelligence (AI) and data mining techniques. 
In literature, artificial neural networks (ANNs)-based mod-
els (Tung et al. 1993; Goh et al. 2002; Ramakrishnan et al. 
2008; Abbaszadeh Shahri 2016; Xue and Liu 2017; Bi et al. 
2019; Njok et al. 2020), support vector machine (Pal 2006; 
Samui et al. 2011; Xue and Yang 2016), fuzzy (Rahman 
and Wang 2002), extreme learning machine (Samui et al. 
2016), ANFIS (Xue and Yang 2013), decision tree (Ahmad 
et al. 2019), hybrid models (Rahbarzadeh and Azadi 2019; 
Hoang and Bui 2018; Xue and Xiao 2016), gene expression 
programming (Kayadelen 2011), patient-ruled induction 
method (Kaveh et al. 2018) and stochastic gradient boost-
ing (Zhou et al. 2019) have been utilized successfully for 
liquefaction susceptibility in different countries. It has also 
has been shown that incorporating of ANN-based models 

with metaheuristic algorithm can lead to remarkable pro-
gress in predictability level (Hosseini and Al Khaled 2014; 
Asheghi et al. 2019; Atashpaz Gargari and Lucas 2007). 
Efficiency, flexibility and model independency are some 
of the main substantial features of these algorithms (Bar-
bosa and Senne 2017). Flexibility refers to applicability of 
metaheuristic algorithms on the multi-objective problem 
with parallel machines and maintenance cost. Although such 
capability allows the algorithm to find acceptable solutions 
in a wide range of problems, it demands deep efforts to cor-
rectly tune parameters. This implies that tuning the param-
eters of metaheuristics is an important issue in the context 
of the design and application (Barbosa and Senne 2017). 
Efficiency then also refers to the obtained results from the 
assigned parameters during the optimization. Imperialistic 
competitive algorithm (ICA) is one of the recently developed 
metaheuristics inspired by socio-political behaviors (Atash-
paz Gargari and Lucas 2007). The optimization process in 
ICA is motivated by countries that play the role of individual 
populations. These countries, then using a defined fitness 
function based on their power, are divided into colonies 
and imperialists. Accordingly, two operators (assimilation 
and revolution) and imperialistic competition strategy are 
applied on the formed empires comprising imperialistic 
countries and corresponding attracted colonies. Using this 
algorithm, the empires try to win and take possession of 
more colonies, even those belonging to other empires. The 
competition depends on the power of the empire and con-
sequently in each step of the algorithm the chance of weak 
empires decays until omitted from the competition process. 
This global search optimization algorithm can provide an 
evolutionary computation without requiring the gradient of 
the function. The process iteratively is performed to satisfy 
a stop condition. Literature reveals that in recent years, ICA 
has been applied successfully for optimizing the single and 
multi-objective ANNs model in engineering applications 
(e.g.,Hosseini and Al Khaled 2014; Pan et al. 2018; Asheghi 
et al. 2019).

In the current paper, a novel hybridized intelligence 
model for the purpose of LPA was introduced and dis-
cussed. Applying the ICA on multi-objective generalized 
feedforward neural network (MOGFFN) and forming hybrid 
ICA-MOGFFN model are the main keys of this paper. The 
neurons of MOGFFN were simulated using the shunting 
model (Furman 1965). It has been found that shunting neu-
ron, due to considerable plausibility in receiving two inputs 
(one excitatory and one inhibitory) and incorporating to the 
spatial extent of the dendritic tree, can provide much more 
advantages than percepterons (Koch et al. 1983; Arulam-
palam and Bouzerdoum 2002; Ghaderi et al. 2019; Abbasza-
deh Shahri et al. 2020). Higher computational potencies as 
well as more flexibility than multilayer percepterons (MLPs) 
in the same number of neurons (Abbaszadeh Shahri et al. 
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2015; Arulampalam and Bouzerdoum 2002; Ghaderi et al. 
2019) were the reasons why GFFN was selected. The mod-
els were evaluated using 296 assembled datasets (Table 1). 
These discrete datasets including unit weight (γ), SPT 
value, shear wave velocity (Vs), fine content (FC), cyclic 
stress ratio (CSR), cyclic resistance ratio (CRR​), maximum 
acceleration at the investigated site (amax) as well as effec-
tive vertical stress (σ′v) and stress reduction factor (rd) were 
retrieved from various depth horizons of different case his-
tories worldwide. The observed improvement in success 
rates demonstrated that ICA can efficiently be applied to the 
multi-objective LPA problems. Accordingly, the applicabil-
ity of hybrid ICA-MOGFFN model as an effective tool then 
was confirmed using conducted precision–recall curves, sta-
tistical accuracy metrics and previous known procedures. 
Further, the importance of the employed factors on predicted 
LPA was ranked using the sensitivity technique.

Compiled database

The quality of the acquired data due to effectiveness of the 
considered output plays key role in organizing the intelli-
gence systems. Previous studies showed that the effective 
factors on LPA simply can be decomposed into observational 
records (detected at sites), borelog-based extracted infor-
mation (e.g. location, soil type, layer thickness), results of 
in situ geotechnical tests (e.g., SPT, CPT, sieve analysis and 
FC, γ, pore pressure), earthquake-related parameters (e.g., 
VS, epicentral distance, CSR, CRR​, amax) as well as computed 
parameters (e.g., σv, σ′v, rd). In this paper, a combination 
of recommended factors according to literature (e.g.,Youd 
et al. 2001; Seed and Idriss 1971; Seed et al. 1983; Finn 
2002; Cabalar and Cevik 2009; Liao et al. 1988; Tokimatsu 
and Yoshimi 1983; Cetin et al. 2000, 2018) was managed. 
Accordingly, a comprehensive database comprising the rd, 
SPT, FC, γ, VS, CSR, CRR​, amax and σ′v was assembled using 
validated resources (Cetin et al. 2018; Idriss and Boulanger 
2014) and then updated with relevant observed or studied 

case histories of Iran (Yegaian et al. 1995; Abbaszadeh 
Shahri et al.  2012a, b, 2013; Abbaszadeh Shahri 2016; 
Kouzegar 2013; Naghizadehrokni et  al. 2018). Table 1 
shows the characteristics and simple statistical analysis of 
acquired datasets. The CSR reflects the seismic demand of 
a soil layer and CRR​ points out to the capacity of the soil to 
resist liquefaction. Therefore, liquefaction will occur while 
CSR > CRR​.

MSSD, as non-biased estimation to St.Dev, is a common 
test to determine the randomness of sequence observations 
(Von Neumann et al. 1941). Due to involving a successive 
differentiation process, MSSD is stable and less sensitive to 
low-frequency drift. The significant difference between the 
estimated MSSD and the usual variance implies that the pro-
cess is not random and not in control (Holmes and Mergen 
1995). Skewness is a metric that describes the asymmetry of 
the probability distribution of random variables. In unimodal 
distributions, negative skew commonly refers to the left side 
stretched distribution, and positive value reflects that the tail 
is on the right. Therefore, this descriptive statistic is used 
in conjunction with the histogram and the normal plot to 
characterize the data or the deviated direction and relative 
magnitude of a distribution from the normal sate (Joanes 
and Gill 1998).

Subsequently, compiled components were then rand-
omized by 55%, 25% and 20% to generate training, test-
ing and validation sets. To improve the learning speed and 
model stability, the normalizing procedure was applied on 
datasets to provide dimensionless unified data within the 
[0, 1] interval.

Applied method to delineate liquefaction 
potential analysis

Layout of GFFN

The ANNs is a powerful computerized layout of the human 
brain structure, which can be learned to emulate nonlinear 

Table 1   Characteristics of the 
applied factors in the provided 
database

SE standard error, St. Dev. standard deviation, MSSD mean of the squared successive differences

Variable Mean Mean SE St.Dev Min Max Skewness MSSD

σ′v (Kpa) 62.55 1.62 27.70 10.38 182.72 1.21 444.43
amax (g) 0.272 0.00869 0.14895 0.05100 0.78000 1.23 0.00570
CSR 0.20900 0.00596 0.10226 0.02868 0.51269 0.72 0.00319
FC (%) 13.99 1.12 19.13 0.00 92.00 2.27 246.32
SPT value 17.248 0.636 10.904 0.160 66.458 1.71 61.444
CRR​ 0.3075 0.0385 0.6607 0.0858 8.4640 8.19 0.2855
rd 0.92237 0.00489 0.08377 0.49137 0.99906 – 1.97 0.00426
Vs (m/s) 206.89 2.81 35.75 131.15 311.48 0.35 721.30
γ (KN/m3) 17.932 0.0757 1.097 11.770 20.410 – 2.43 0.609
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behavioral models. According to Fig. 1a, the output of a jth 
neuron in hidden layer (yj) is a combined set of weights (W) 
and biases (b) as:

where X denotes the input vector. f is the applied activation 
function on the aggregated signal in the output. Correspond-
ingly, the result of the kth neuron in the output layer (Zk) 
using yj and the primary input (xi) then are expressed using:

where bj and bk are the bias weights for setting the threshold 
values. f and g are the applied activation function on the 
hidden and output layers.

The shunting model (Furman 1965), due to considerable 
plausibility in receiving two inputs (one excitatory and one 
inhibitory), has been highlighted in ANNs (Arulampalam 
and Bouzerdoum 2002; Ghaderi et  al. 2019; Asheghi 
et al. 2019; Abbaszadeh Shahri et al. 2020). This model 
of neuron then was developed to incorporate the spatial 
extent of the dendritic tree and the relative positioning 
of excitatory and shunting inhibition inputs (Koch et al. 
1983). The input lines are thought to alter in a postsynaptic 
neuron in such a way that excitatory input transmits the 
signals in preferred directions, while in the null direction 
the response of the excitatory synapse is shunted by the 
simultaneous activation of the inhibitory synapse (Aru-
lampalam and Bouzerdoum 2002). Therefore, the influence 
of inhibitory inputs cause shunting on a portion of the 

(1)yj = f (W.X + b) = f (wi1x1 + wi2x2 +⋯ + winxn + b),

(2)

excitatory inputs that typically provides significant poten-
tials (Koch et al. 1983; Vida et al. 2006; Arulampalam 
and Bouzerdoum 2002; Krekelberg 2008; Asheghi et al. 
2019; Abbaszadeh Shahri et al. 2020). The two inputs are 
organized depending on the designed sequences to lead the 
preferred response to temporally non-overlapping chan-
nels. Previous studies (e.g.,Arulampalam and Bouzerdoum 
2002; Ghaderi et al. 2019; Asheghi et al. 2019; Abbasza-
deh Shahri et al. 2020) have shown that the capability 
of the neuron can be improved using shunting inhibition 
(Fig. 1b). Consequently, the GFFN is then configured by 
replacing the generalized shunting neuron (GSN) (Fig. 1b). 
The substitution dedicates a subclass of multilayer percep-
trons (MLPs) in which the connecting system can jump 
over one or more layers. This ability (Fig. 1c) allows neu-
rons to operate as adaptive nonlinear filters and provide 
higher flexibility (Arulampalam and Bouzerdoum 2002; 
Ghaderi et al. 2019; Asheghi et al. 2019). Therefore, in 
the same number of neurons, the GFFN due to applied 
GSN often solves the problem much more efficiently than 
MLPs (Abbaszadeh Shahri et al. 2015). In such topology, 
all input is summed and passed through an activation func-
tion like a perceptron neuron to produce the output as:

where xj is the output (activity) of the jth neuron; Ij and Ii are 
inputs to the ith and jth neurons; aj is the passive decay rate 
of the neuron (positive constant); wji and cji are the connec-
tion weight from the ith inputs to the jth neuron; aj and bj 
are the constant biases; g and f are the activation functions.

(3)yj =
bj + f (

∑
i wjiIj + wjo)

aj + g(
∑

i cjiIi + cjo)
=

bj + f (wjI + wjo)

aj + g(cjI + cjo)

Fig. 1   Structure of perceptron a, applied GSN b and GFFN classifier c in producing the output
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The output function of the jth neuron then can be calcu-
lated by:

where Oj denotes the output value. The specific error for 
each sample (Errp) and the corresponding total error (Err) 
based on a single training sample for the kth output neuron 
is defined as:

where tk and yk express the actual and output, respectively. 
To find the optimum weight, the training process changes 
the weights from neuron i to k (Δwi,j) using adjusted learn-
ing rate (η):

Subsequently, this iterative procedure updates the weight 
for the (n + 1)th pattern using:

Brief description of ICA

The inspired evolutionary methods from natural pro-
cesses have shown good performance in solving complex 

(4)fout
(
yj
)
= Oj

(5)Errp =
1

2

∑

k∈O

(
tk − yk

)2

(6)Err =
∑

Errp

(7)Δwik = �Oiaj = −�
�Err(W)

�wik

(8)wik(n + 1) = wik(n) + ∇wik(n).

optimization problems (Xing and Gao 2013). The ICA, as a 
robust computational evolutionary algorithm based on impe-
rialist competitive through governmental power and policy 
systems (Atashpaz Gargari and Lucas 2007), was initially 
dedicated to the continuous optimization problems. How-
ever, this algorithm is currently applied on different com-
plex discrete optimizing issues. Like other evolutionary 
algorithms, ICA also starts with a random initial ensemble 
population.

In ICA, the countries (Ncou) play the role of individual 
populations and, based on cost function, categorized into 
colonies (Ncol) and imperialists (Nimp), where those with 
minimum values are selected to be Nimp and the rest fall in 
colonies Ncol. Subsequently, one empire is formed by impe-
rialist and its corresponding colonies (Fig. 2a). According to 
Atashpaz and Lucas (2007), an iterative procedure subjected 
to two operators (assimilation and revolution) and one strat-
egy (imperialistic competition) is configured to eliminate the 
weakest empires (Fig. 2b–d). The assimilation operator aims 
to move each colony toward the best solution in the popula-
tion. Here, imperialistic stands for the best solution and colo-
nies play the role of non-best solution. During assimilation, 
a sub-population around each imperialist country is formed. 
Accordingly, the competition processes between imperialists 
remove the colonies of the weakest sub-population and adds 
it to another sub-population. In this algorithm, the minimum 
cost of the initial generated population (Ncou) is selected to 
be imperialists and the rest play the role of colonies (Ncol). 
Competition procedure between imperialistic empires causes 
the colonies to move directly or partially absorbed toward 
a stronger imperialist to improve their situations. Similar 
to genetic algorithm (GA) in preventing early convergence 

Fig. 2   Simplified scheme of ICA including a initialized populations 
to form imperialistic countries and corresponding attracted colonies, 
b applying assimilation and revolution process when the algorithm 

get stuck in local optimums and c, d competition scheme between 
empires to eliminate the weakest
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to local optima in the search space, ICA uses an embedded 
revolution process (sudden random changes) to release the 
trapped colonies. Then, if the new position of the colony 
possesses a lower cost function than the imperialist, it will 
be exchanged with the imperialist and vice versa. The more 
the empire power, the more attracted are the colonies; thus, 
the weakest empire, because of losing colonies, is gradually 
collapsed and eliminated (Fig. 2d). Consequently, increasing 
the empire power approaches to attracting more colonies that 
implies tending to converge to only one robust empire in the 
domain of the problem as the desired solution.

Referring to Atashpaz and Lucas (2007), this algorithm 
is mathematically configured by a series of parameters 
(Table 2), which can optimally be adjusted through previ-
ous studies (e.g., Asheghi et al. 2019).

The total power of the nth empire (TPn) as summation 
of the power of imperialist and its attracted colonies is 
expressed by:

 where ξ (Table 2) as a positive value falls within the [0, 1] 
interval. Small and large values of ξ can affect the TP by the 
imperialist and the mean power of colonies, respectively. 
This implies that ξ usually needs to be considered close to 0.

Accordingly, the possession probability of each empire 
(pn) as result of competition process based on total power 
is calculated as:

 where TCn and NTCn denote the total and normalized cost 
of the nth empire.

Compared to the genetic algorithm (GA), ICA is a math-
ematical simulation of human social evolution and can be 
considered as the social counterpart, while GAs are based 
on the biological evolution of species (Asheghi et  al. 
2019). Furthermore, the distribution mechanism of ICA is 

(9)
TPn = cost(imperialist) + �

×mean{cost(colonies of nth empire)},

(10)pn =

��
����

NTCn

∑Nimp

i=1
NTCi

��
����

;

Nimp�

i=1

pi = 1

the probability density function (PDF) which compared 
to GA requires less computation effort. Referring to these 
advantages, experimental results using ICA demonstrated 
to effectively overcome the trapping problem and achieve 
the global optimum in a low number of iterations. The ease 
of performing neighborhood movement, less dependency on 
initial solutions, and having a better convergence rate are the 
approved advantages of this algorithm. However, ICA suf-
fers for getting stuck in the local optimum area, especially in 
multimodal and high-dimensional problems (Hosseini and 
Al Khaled 2014; Asheghi et al. 2019). It also has been indi-
cated that the mechanism for improving the quality of impe-
rialist countries is weak. This implies that the exchanging 
procedure for improving the power of imperialist countries 
causes the slow convergence speed. In each generation, only 
one colony is directly affected by the competition operation, 
while all colonies are moved by the assimilation operation. 
This shows that the impact of the competition operation is 
weaker than the assimilation. Although the quality of each 
empire during the iteration is improved via the assimilation 
operator, due to monotonic nature and especially in high-
dimensional problems, it cannot be adapted with the search 
process. Therefore, expedition in finding the location of the 
globally optimal position in the search space can be achieved 
through improving the exchanging mechanism. Most of the 
previous studies on ICA have been focused on improving or 
replacing the assimilation operator and not on enhancing the 
interaction among the empires. In low-quality improvement, 
the weak empires are eliminated quickly and, consequently, 
population diversity quickly degrades and thus the algorithm 
is trapped in local optima due to loss of diversity. Therefore, 
the competition interaction only involves an ill-conditioned 
solution, i.e., colony from the weakest empire to another 
and hence this implies poor quality to describe the moving 
and competition process (Lin et al. 2012; Ji et al. 2016). 
More insights about the organized formula can be found 
in Atashpaz Gargari and Lucas (2007), Atashpaz-Gargari 
et al. (2008), Hosseini and Al Khaled (2014) and Asheghi 
et al. (2019).

Table 2   The range of used ICA 
parameters in previous studies

Ncou, Nimp, Ndec also can be managed using parametric investigations

Parameter Description Range in 
previous 
studies

Ncou Numbers of country 25–500
Nimp Numbers of imperialist 5–65
Ndec Numbers of decades [0–1000]
Β Movement direction of colony toward the imperialist [1–2]
Θ Arbitrary parameter describing the search condition π/4; [0, 1]
Ζ Effective factor on total power of empire [0.1–0.02]
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Configuring the optimum hybridized 
ICA‑MOGFFN model

In this paper, numerous MOGFNN-based models sub-
jected to diverse internal characteristics for prediction 
of liquefaction possibility were developed. Access to an 
optimum model and avoiding network overfitting and 
trapping in local minima due to an unaccepted unique 
method are difficult and important tasks (Ghaderi et al. 
2019; Abbaszadeh Shahri 2016). As presented in Fig. 3, 
the incompetence of these problems was efficiently solved 
using an iterative procedure integrated with a construc-
tive technique to examine and adjust different sets of 
internal characteristics (e.g., training algorithm, number 
and arrangement of neurons, learning rate and activation 
function). In Fig. 3, the TA, AF and J are referred to the 
training algorithm, activation function and number of neu-
rons in hidden layers. In this procedure, the models were 
trained using five learning rules, and thus in the proposed 
procedure this characteristic was varied between 1 and 5. 
The quick propagation (QP), conjugate gradient descent 
(CGD), momentum (MO), Levenberg–Marquardt (LM) 
and quasi-Newton (QN) are applied to train the models. 
Subsequently, sigmoid (Sig) and hyperbolic tangent (HyT) 

were utilized for activation functions. The sum of squares 
and cross-entropy were managed for output error func-
tion. The presented procedure in Fig. 3 was developed 
using C++ programming environment. To reduce the 
network complexities, the learning rate (η) of 0.7 with 
step sizes within [1.0–0.001] interval was managed. Such 
implementing of training algorithms and activation func-
tions subjected to different step sizes for learning rate can 
minimize the risk of overfitting and trapping local minima 
and increase the accuracy of the investigated models. For 
example, replacing the CGD by MO with step size 0.001 
minimizes the chances that it gets stuck in a local mini-
mum. The procedure will break if a two-step termination 
criterion is met. The priority is to satisfy the minimum tar-
get root mean square error (RMSEmin) and, if not achieved, 
the number of iterations (here set for 1000) will be used. 
This criterion assists in monitoring those topologies which 
during the iteration provide lower RMSEmin than the previ-
ously examined model. Moreover, the embedded loop in 
Fig. 3 enables to capture various topologies with simi-
lar structure, but different internal characteristics. The 
most appropriate structure after three runs was subjected 
to initial randomized datasets and then selected through 
the observed RMSEmin and maximum network coefficient 
of determination (R2). The number of neurons (J) as a 

Fig. 3   Schematic employed hybridizing procedure for model optimization
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user-defined characteristic was set to break at 20. As pre-
sented in Table 3, the optimum network topology sub-
jected to the determined internal characteristics was found 
through different arrangements of the number of neurons 
corresponding to RMSEmin. The performance of the opti-
mum model then should be examined by testing datasets 
and then assessed by means of validation sets subjected 
to different accuracy metrics and statistical error indices. 

The view of executed efforts to distinguish appropriate 
MOGFFN structure is reflected in Fig. 4.

To optimize the predictability level and minimize the 
error of optimum MOGFFN, hybridizing with ICA (Fig. 3) 
was carried out. An appropriate optimizing process needs 
to properly select ICA parameters (Table 2), which can be 
determined using previous studies or parametric investiga-
tions (Asheghi et al. 2019). Here, according to previous 

Table 3   Characteristics of optimum MOGFFN topologies subjected to different training algorithms

TA training algorithm, TR training data, TE testing data, VL validation data, Liq liquefaction occurrence, Depth critical depth for liquefaction, SF 
safety factor

Model TA Inputs: rd, SPT, FC, γ, VS, CSR, CRR​, amax, σ’v Output: SF, Liq, Depth

R2 Neuron Topology Activation function RMSEmin

SF Liq Depth Hidden Output SF Liq Depth

MOGFNN
QP 0.82 0.85 0.87 15 9–7-8–3 Log HyT 0.307 0.432 0.351
CGD 0.93 0.81 0.90 11 9–11-3 HyT Log 0. 291 0.384 0.287
QN 0.86 0.90 0.91 14 9–8-6–3 Log Log 0.276 0.309 0.364
L-M 0.88 0.87 0.90 12 9–12-3 Log Log 0.298 0.270 0.376
MO 0.84 0.92 0.94 12 9–5-7–3 Hyt HyT 0.234 0.227 0.216

ICA-MOGFFN MO 0.91 0.93 0.97 12 9–5-7–3 HyT Hyt 0.209 0.211 0.194

Variable Result Mean Mean SE St.Dev Min Max Skewness MSSD

Statistical description of real and predicted outputs
SF Measured 1.352 0.085 1.306 0.023 3.18 0.203 1.611

MOGFFN 1.376 0.099 1.517 0.009 14.89 4.51 2.196
ICA-MOGFFN 1.340 0.079 1.219 0.000 8.509 2.75 1.436

Liq Observation 0.561 0.0327 0.501 0.050 1.050 − 0.04 0.242
MOGFFN 0.538 0.026 0.394 0.0002 1.054 0.02 0.140
ICA-MOGFFN 0.529 0.026 0.396 0.0127 1.050 0.07 0.133

Depth Measured 5.098 0.145 2.220 1.052 14.500 1.23 4.371
MOGFFN 5.053 0.143 2.188 1.676 12.637 1.13 4.304
ICA-MOGFFN 5.059 0.142 2.181 1.862 12.979 1.29 4.338

Fig. 4   Variation of network RMSE vs. number of neurons using different training algorithm and activation functions (a) and an example of series 
analyzed MOGFFN structures subjected to MO training algorithm and HyT activation function (b)
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studies, values of 2, π/4 and 0.02 were assigned to β, θ and 
ζ (Atashpaz and Lucas 2007; Asheghi et al. 2019; Hosseini 
and Al Khaled2014). Optimal Ncou, Ndec and Nimp were then 
assessed using parametric inquiries. To determine the proper 
Ncou, 12 hybrid models was trained using the developed 
MOGFFN structure. This process was carried out through 
the analyzed R2 and RMSEmin (Fig. 5a, c). Nimp also was 
specified using computed R2 and RMSE of ICA-MOGFFN 
models (Fig. 5b, d). Following a similar process, the bound-
ary with the lowest variation in RMSE was subjected to 
different Ncou leads to delineate optimum Ndec (Fig. 5e). 
Accordingly, the optimum MOGFFN structures (9–5–7–3) 
were then hybridized by ICA and trained subjected to char-
acterized parameters (Table 4).

Results of system analysis

The performance of intelligence models for given data 
can be captured using cost function to quantify the error 
between predicted and expected values in the form of a 
single real number. Convergence history then refers to loss 
reduction per each proceeding epoch on trained datasets. 

In this study, mean square error (MSE) was considered 
as the cost function. Comparison of two models (Fig. 6a) 
shows that MOGFFN after 718 and ICA-MOGFFN after 
345 epochs converged to corresponding minimized cost 
function. More decrease in cost function in the proposed 
hybrid ICA-MOGFFN than MOGFFN reveals better per-
formance to handle and solve the liquefaction analysis. 
The efficiency of ICA in the error improvement of the used 
models also was monitored to control the possible satura-
tion of activation function, overfitting and trapping in local 
minima (Fig. 6b). This criterion shows the predictability and 

Fig. 5   Determining the optimum values of the required parameters in ICA using R2 and RMSE a, c Ncou, b, d Nimp and e Ndec

Table 4   Handled parameters for optimization process in this study

Parameter Considered ICA param-
eters in this paper

Ncou Parametric analyses → 200
Nimp Parametric analyses → 25
Ndec Parametric analyses → 350
Β 2
Θ π/4
Ζ 0.02
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network performance during the last and or each iteration 
and consequently can detect the situation when the network 
does not improve and further training is unavailable. The 
performance and predictability levels of both MOGFFN 

and ICA MOGFFN models using randomized training and 
testing datasets were then figured out and are reflected in 
Fig. 6(c–g). Liquefaction occurrences are categorical data 
and, thus for conversion, 0 (Not observed) and 1 (observed) 

Fig. 6   Convergence history (a), error improvement (b), and compared predictability of optimum MOGFFN and hybrid ICA-MOGFFN models 
for SF (c, d), liquefaction occurrence (d) as well as critical depth of liquefaction (f, g) using randomized training and testing datasets
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were assigned to be interpretable in mathematical concept. 
Therefore, the model predicts the liquefaction occurrences 
in (0, 1) intervals and this is the reason for the scatters pro-
duced in Fig. 6e.

Discussion and validation

Using the confusion matrix, the performance of the system 
in distinguishing different classes can be quantified and 
evaluated (Asheghi et al. 2019). The conducted confusion 
matrix and the calculated model progress in terms of cor-
rect classification rate (CCR​) and classification error (CE) 
as reflected in Tables 5 and 6, respectively. Results show 
that using a hybrid model, the predictability level of SF, 
liquefaction occurrences and critical depth 3.1%, 2.09% 
and 7.46% were improved. This implies that applying the 
ICA on optimum MOGFFN significantly decreased the CE 
to 16.05%, 8.37% and 39.64%, respectively.

The area under the curve (AUC​) is an informative effi-
cient sorting-based algorithm that measures the entire area 
under the two-dimensional curve from (0, 0) to (1, 1). This 
scale-invariant metric represents how well predictions are 
ranked and correspondingly reflects the quality of the pre-
dictive model irrespective of what classification threshold 
is chosen. Using AUC​, the true positive rate (the propor-
tion of the individuals with a known positive condition for 
which the test result is positive) and true negative rate (the 
proportion of the individuals with a known negative condi-
tion for which the test result is negative) can be extracted. 
Therefore, AUC​ provides an aggregate measure of perfor-
mance across all possible classification thresholds. It can 
also be interpreted as the priority of the model probability 
in ranking a random positive than negative example. How-
ever, in the presence of wide discrepancies, the AUC​ is 
not a useful metric to minimize one type of classification 
error (Fawcett 2006; Hand and Till 2001, 2013). In Fig. 7, 
the occupied area under curves (AUC​) and scatter plots 
are presented. The AUC​ of precision–recall as a useful 
metric reflects the model skill in success of truly predicted 
results that can directly be compared for different thresh-
olds to get the full picture of evaluation. Here, 3%, 1.4% 
and 2.1% progress for SF, liquefaction occurrences and 
critical depth were observed, which demonstrate higher 
accuracy of the hybrid model.

Subsequently, the accuracy performance of models was 
pursued using statistical error indices (Table 7). Here, the 
mean absolute percentage error (MAPE) for the descrip-
tion of the accuracy and size of the forecasting error, 
variance account for (VAF) as an intrinsically connected 
index between the predicted and actual values and the 
index of agreement (IA) (Willmott 1984) representing the Ta
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compatibility of the model and observations were imple-
mented. Higher values of VAF, IA and R2 as well as smaller 
values of MAPE and RMSE exhibit better model perfor-
mance (Table 7).

The predictability of models was also compared with the 
procedures proposed by Seed and Idriss (1971), Liao and 
Whitman (1986) and Youd et al. (2001). According to the 
results of Table 8, 92.91% correlation of ICA-MOGFFN 
with observation showed acceptable accuracy.

The contribution of applied factors on predicted 
outputs (SF, liquefaction occurrence and depth of liq-
uefaction) can be identified using sensitivity analysis 
techniques (Asheghi et al. 2020). Such analyses provide 
feedback to prune the input space by removing the insig-
nificant channels to reduce the size of the network and 
consequently reducing complexity and training times. In 
this paper, the results of sensitivity analyses using cosine 
amplitude method (Eq. 11) for network outputs are pre-
sented. To represent the importance of each parameter 
(Fig. 8), all data pairs are expressed in common X-space 
to provide a data array. The assigned data pairs to a point 
in m-dimensional space then are described by m-coordi-
nates, where the membership value of each element in 
m-dimensional space (Rij) in the form of an m × m matrix 
is expressed by a pairwise comparison of two data sam-
ples (xi and xj):

It was observed that CRR​, Vs and CSR provide significant 
effect on network output, whereas γ and FC were classified 
as the factors with least influences.

Concluding remarks

Prediction of the liquefaction potential due to the hetero-
geneous nature of the soils and participation of a large 
number of effective factors are complex geotechnical 
engineering problems. Therefore, refinement of predictive 

(11)Rij =

∑m

k=1

�
xik × xjk

�

�∑m

k=1
x2
ik

∑m

k=1
x2
jk

liquefaction models highly depends on the established 
precedent of case history database. Access to such 
archived information can effectively improve the inter-
pretation of the analyzed results. In this study, the infor-
mation of 296 case histories including a wide range of 
effective parameters was applied on the MOGFFN model 
to evaluate the liquefaction potential analysis. The model 
was arranged using rd, SPT, FC, γ, VS, CSR, CRR​, amax 
and σ’v as inputs, while SF, liquefaction occurrence and 
depth of liquefaction were considered to be desired out-
puts. Examined models showed that a four-layer MOGFFN 
with 9–5–7–3 structure can be selected as the optimum 
topology. According to system analyses, the predictability 
level of the model was significantly improved by apply-
ing ICA and forming a multi-objective hybrid structure. 
The reduction of RMSE impacted on the effectiveness and 
efficiency of ICA in the prediction of liquefaction poten-
tial problems. For the optimum MOGFFN, 83.8%, 79.7% 
and 83.1% were achieved as success rates of SF, liquefac-
tion occurrence and depth of liquefaction. These values 
subjected to hybrid model then were improved to 86.4%, 
81.4% and 89.8%, respectively. Moreover, the predicted 
liquefaction using hybrid ICA-MOGFFN with 93.24% 
showed higher accuracy than MOGFFN and traditional 
methods. The evaluated accuracy metrics using different 
statistical indices and AUC​ of precision–recall curves indi-
cated more precise results and greater classification accu-
racy and consequently prior applicability of hybridized 
model than MOGFFN. Sensitivity analysis showed that 
the CRR​, Vs and CSR can be the categorized as the main 
effective parameters on predicted liquefaction potential, 
whereas γ and FC ranked as the least important.

The results confirmed that the hybridized ICA-MOGFFN 
as a feasible but powerful computational tool can success-
fully capture the complex relationship between soil and 
seismic parameters in liquefaction assessment. Due to the 
approved capability of ICA in multi-objective models, it is 
anticipated that the current investigation will lead to greater 
understanding and more developments in liquefaction poten-
tial purposes. Thus, this hybridized model can be considered 
as a novel predictive liquefaction framework worthy of pro-
motion and support.

Table 6   Calculated CCR​, CE 
and improved progress of 
applied models for validation 
and test datasets

Model CCR (%) and CE (%)

Test Validate Test Validate

SF Liq Depth SF Liq Depth SF Liq Depth SF Liq Depth

ICA-MOGFFN 83.8 81.1 87.8 86.4 81.4 89.8 16.2 18.9 12.2 13.6 18.6 10.2
MOGFFN 81.8 78.4 82.4 83.8 79.7 83.1 18.2 21.6 17.6 16.2 20.3 16.9
Improved progress (%) 2.38 3.33 6.15 3.01 2.09 7.46 10.98 12.5 30.68 16.05 8.37 39.64
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Fig. 7   Comparing the AUC​ of precision–recall curves (a), predictability level of SF (b, c), depth of liquefaction (d, e) and liquefaction occur-
rence (f) using ICA-MOGFFN and MOGFFN 
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