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Abstract Heating of groundwater by thermal energy

storage (TES) poses a potential for the formation of a

separate gas phase. Necessary boundary conditions,

potential effects and monitoring feasibility of this process

were not focused within previous studies. Since the for-

mation of a gas phase could change groundwater flow

conditions, hydrochemistry, porous media properties and

thus efficiency of TES applications, improved under-

standing of the process is needed. The temperature of

percolated sediment column tests was adjusted to 10, 25,

40 and 70 �C to quantify temperature-induced physical

gas-phase formation and its effect on electrical resistance.

Gas-phase formation, its accumulation and effects on

hydraulic conductivity, heat conductivity and heat capacity

were investigated using scenario calculations based on a

closed-loop borehole TES system at 60 �C for different

geochemical conditions. Experimentally quantified degas-

sing ratios were within the expected range of thermody-

namic calculations. The laboratory time-lapse electrical

resistivity measurements proofed as a suitable tool to

identify the onset and location of the gas-phase formation.

Depending on the geochemical conditions, hydraulic

conductivity in the area of the simulated heat storage site

decreased between 60% and up to one order of magnitude

in consequence of degassing within the scenario calcula-

tions. Heat conductivity and heat capacity decreased by

maximally 3 and 16%, respectively. The results indicate

that gas-phase formation as a result of aquifer heating can

have pronounced effects especially on groundwater flow

conditions and therefore should be considered particularly

for nearly or fully gas-saturated groundwater and aquifers

containing gas sources.

Keywords Thermal energy storage � Gas-phase
formation � Time-lapse ER measurements � Aquifer
hydraulics � ANGUS?

Introduction

Changes in global energy supply towards more renewables

are necessary to achieve worldwide objectives of climate

protection (IEA 2015). Renewable energies reached 27.8%

of the gross electricity consumption in Germany by 2014

and took over the role as most important power source

from the brown coal (BMWi 2015). Beside the achieve-

ments in electricity generation, the share of renewable

energies on heat production remained at around 10% since

2010 (BMWi 2015), although especially heating and

acclimatisation hold capacious potentials to reduce CO2

emissions (IEA 2015). Improvements in efficiency as e.g.

storing surplus heat from solar thermal applications or

industrial processes in shallow aquifers are a feasible

possibility to enhance the share of renewable energies on

heat supply (Schmidt and Müller-Steinhagen 2005). In

addition, Bauer et al. (2015) suggest not only to use surplus

heat but to convert surplus energy from other renewable
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power generation technologies as e.g. wind energy into

heat for seasonal heat storage in the subsurface. For

underground thermal energy storage (UTES) applications,

Schmidt and Müller-Steinhagen (2005) reported maximum

temperatures of *90 �C. Near-surface aquifers can also be

used for cyclic storage of heat and cold for heating and

climatisation of houses or commercial buildings in winter

and summer times (Bridger and Allen 2005).

Besides these potential economic advantages, the

installation and operation of geothermal plants using near-

surface aquifers for heat storage may affect hydrological

and hydro-geochemical properties of the underground.

Since there is no monitoring obligatory, only some single-

point measurements at greater plants have been carried out

but are rarely published. For example, Possemiers et al.

(2014) analysed the temperature changes induced by seven

aquifer thermal energy storages (ATES). Their results

indicate no immediate risk for groundwater quality. On the

other hand, Bockelmann et al. (2012) found at a geothermal

system with 36 borehole heat exchangers (BHS) an inef-

ficient operation indicated by more heat injection in sum-

mer time than extraction in winter. This results in a

warming of the underground to such a high level that the

plants cooling mode is impaired. Given the lack of time

and cost-efficient spatial high-resolution monitoring

methods and the ‘‘unfinished business’’ in national and

international regulations (Ferguson 2009; Hähnlein et al.

2010; Bonte et al. 2011) concerns arise about possible

negative long-term impacts for groundwater and soil.

Temperature changes in the shallow subsurface induced

by underground thermal energy storage (UTES) may alter

groundwater geochemistry through reactions triggered by

the temperature dependence in the solubility of minerals

and gases, sorption and ion exchange equilibria or kinetic

rate constants. Previous studies mainly focused on sedi-

ment–water interactions (Willemsen and Appelo 1985;

Holm et al. 1987; Brons et al. 1991; Griffioen and Appelo

1993; Arning et al. 2006; Bonte et al. 2013a, b; Jesußek

et al. 2013; Possemiers et al. 2014; Saito et al. 2016) while

the formation of a separate gas phase which gets favoured

by the decreasing gas solubilities with induced temperature

increases was addressed only marginally. Jenne et al.

(1992) suggested to keep up an overpressure in aquifers

with high dissolved gas concentrations to avoid the for-

mation of a separated gas phase. Bonte (2013) proposed the

observation of partial gas pressures within aquifers in

running heat storage applications to monitor the possibility

of a gas-phase formation. None of the studies investigated

the specific physical and geochemical aquifer precondi-

tions favouring or preventing the formation of a separate

gas phase. The initial dissolved gas concentrations with

respect to the corresponding solubility are key factors to

assess the probability of a gas-phase formation. Unfortu-

nately, except oxygen and carbon dioxide, dissolved gas

concentrations are not measured as a matter of routine. O2

concentrations tend to be lower in near-surface aquifers

than in equilibrium with the atmosphere as O2 concentra-

tions decrease by oxygen consumption in the vadose zone

and the aquifer in case organic material and/or reduced

substances as e.g. metal sulphides are available (e.g.

Appelo and Postma 2005). In contrast, N2 concentrations

will rather increase due to nitrate reduction (e.g. Appelo

and Postma 2005) leading to higher dissolved concentra-

tions of N2 compared to equilibrium with the atmosphere

as indicated by the dissolved gas pressures observed in

several studies addressing groundwater dating or effects of

land use on groundwater chemistry (see Table 1).

Dissolved gas concentrations of CO2, H2S and CH4 can

also be increased by organic matter or organic pollutant

degradation (e.g. Appelo and Postma 2005). The contri-

bution to dissolved gas concentrations by organic carbon

degradation is controlled by the availability of degradable

organic carbon, the degradation rate and degradation

pathway. An induced temperature increase can have an

impact on all three of these aspects: enhanced dissolved

organic carbon mobilisation due to increased temperatures

Table 1 Statistical distribution of occurring dissolved gas pressures

Percentile N2 (n = 82) [atm] O2 (n = 40) [atm] CO2 (n = 10) [atm] Ar (n = 82) [atm]
P

(n = 82) [atm]

0th (minimum) 0.54 0.000 0.0046 0.00014 0.55

5th 0.65 0.000 0.0046 0.00017 0.65

25th 0.77 0.000 0.0097 0.00857 0.85

50th (median) 0.98 0.010 0.0108 0.00932 1.02

75th 1.14 0.105 0.0117 0.01017 1.17

95th 1.40 0.131 0.0146 0.01124 1.41

100th (maximum) 1.58 0.190 0.0193 0.01622 1.59

Raw data were taken from Vogel et al. (1981), Wilson et al. (1990), Feast et al. (1998), Tesoriero et al. (2000), Puckett and Cowdery (2002),

Andrews et al. (2005), Visser et al. (2007, 2014) and Alikhani et al. (2016)
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has been measured in column experiments at 60 �C (Bonte

et al. 2013b), in batch experiments with a peaty clay and a

quartz-rich sand at temperatures above 45 �C (Brons et al.

1991) and in batch experiments with a lignite sand at 70 �C
(Jesußek et al. 2013). Bonte et al. (2013a) and Jesußek

et al. (2013) observed a temperature-induced shift in

organic carbon degradation towards more reducing path-

ways. While the reduction rate of nitrate increased steadily

with temperature (Jesußek et al. 2013), the sulphate

reduction rate increased up to 45 �C, showed a distinct

minima at the mesophilic–thermophilic transition around

50 �C and increased again from 50 up to 70 �C (Bonte

et al. 2013a).

At ambient groundwater temperatures, the formation of

a separate gas phase can be caused by denitrification pro-

cesses in a riparian wetland (Blicher-Mathiesen et al. 1998)

or by methanogenic degradation of petroleum hydrocar-

bons (Amos et al. 2005). Another possible source for high

dissolved gas concentrations in shallow aquifers is the

natural upward migration of gas from deeper layers as it

has been observed for CO2 (e.g. Battani et al. 2010) and

CH4 (e.g. Coldewey and Melchers 2011; McIntosh et al.

2014). Beside a natural upward migration, also leaky pro-

duction wells have been reported to act as migration

pathways for methane (e.g. Van Stempvoort et al. 2005).

Temperature and pressure conditions in an aquifer control

the solubility and thus also the saturation of any dissolved

gases. The formation of a separate gas phase is therefore

dependent on the site-specific interplay between initial

dissolved gas concentrations, planned temperature increase

and depth of the target aquifer.

Under field conditions, the spatially continuous obser-

vation of temperature variations with possible gas-phase

formation as consequence caused by TES poses a chal-

lenge. Electrical resistivity (ER) monitoring can provide

images of bulk ER variations which potentially could serve

as proxy for assessing temperature variations and gas-phase

formation. However, the imaged resistivity ground vari-

ability must be interpreted with regard to the requested

target parameters, since the ER of the ground depends on

various soil parameters, e.g. porosity, water content, tem-

perature, grain size and shape, the particle orientation and

cementation, mineral composition and ionic strength

(Archie 1942; Dachnov 1962; Llera et al. 1990; Mualem

and Friedman 1991; Friedman and Seaton 1998; Rhoades

et al. 1999; Robinson and Friedman 2003; Corwin and

Lesch 2005; Friedman 2005; Knödel et al. 2005; Brunet

et al. 2010; McCleskey et al. 2011). Interpretation of a

measured ER value with regard to changes in a distinct

underlying parameter, e.g. temperature or water content, is

usually not possible. However, using time-lapse measure-

ments allows for monitoring the change in ER, which

agrees for better inference of target parameter changes

from initial conditions. For example, Daily et al. (1992)

and Hoffmann and Dietrich (2004) successfully employed

time-lapse ER measurements for monitoring water flow in

the ground, whereas Dietrich (1999) analysed ER to

monitor salt tracer experiments. Gunn et al. (2014) moni-

tored soil moisture in clay embankments using ER sup-

porting preventative geotechnical asset maintenance, and

Grellier et al. (2005) used time-lapse ER measurements for

monitoring moisture changes in a bioreactor. ER mea-

surements have been previously used in geothermal reser-

voir characterisation and monitoring of heat plumes. At

laboratory scale, Giordano et al. (2013) evaluated surface

ER measurements for monitoring groundwater and soil

changes under induced temperature variations, whereas

Hermans et al. (2012) used surface time-lapse ER mea-

surements for monitoring the induced heat diffusion in a

shallow geothermal field experiment. In a further step,

Giordano et al. (2015) tested surface time-lapse ER mea-

surements in their integrated approach from laboratory to

field scale for an economic and ecological design and

monitoring of ground TES. In another heat tracer experi-

ment, Hermans et al. (2015) used cross-borehole time-lapse

ER monitoring for quantifying induced temperature chan-

ges in the aquifer. However, the potential of ER mea-

surements goes beyond monitoring heat flow in geothermal

reservoirs, since the ER of porous sediments increases with

growing fractions of gas phase in the pore fluid. This effect

has already been used for different studies. Yang et al.

(2015) used 3D cross-hole ER tomography monitoring a

CO2 migration in a shallow aquifer, while Bergmann et al.

(2012) used surface-downhole ER tomography monitoring

CO2 storage in a sandstone 650 m below surface and

Carrigan et al. (2013) used this method already for the

monitoring of CO2 in a deep geologic reservoir exceeding

3000 m below surface. Consequently, time-lapse ER

should also be considered as potential monitoring method

of possible gas-phase formation induced by geothermal

energy storage.

The formation of a separate gas phase reduces hydraulic

conductivity by lowering pore space water saturation in the

zone of gas-phase formation. Insertion of oxygen in for-

merly water-saturated sand columns caused gas-phase

saturations of 14–55% and a corresponding decrease in

hydraulic conductivity of 38–95% (Fry et al. 1997).

Degradation of ethanol by denitrification led to a gas-phase

saturation of 23% in laboratory flow cell experiments

conducted with an upward water flow whereupon the gas

phase was assumed to mainly consist of N2 (Istok et al.

2007). Formation of a CH4 (20–85%), N2 and CO2

(15–80%) gas phase by methanogenic degradation of

methanol lowered the hydraulic conductivity in sand col-

umns by 75–97% under upward flow conditions (Sanchez

de Lozada et al. 1994). Methanogenic degradation of
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methanol caused formation of an unspecified gas phase

which led to gas-phase saturations of 40–50% in the

bioactive zone of gas-phase formation and up to 80%

below the sealing in a sand-filled cell under lateral flow

conditions (Ye et al. 2009). Correspondingly, Ye et al.

(2009) calculated a decrease in hydraulic conductivity by

80–90% in the bioactive zone of gas-phase formation and

by over 99% below the sealing. In contrast to such water

saturation decreases due to gas-phase formation, the net

effects of carbonate precipitation and silica dissolution at

temperatures between 2 and 50 �C, with a maximum

decrease in pore space of 0.2% calculated by Arning et al.

(2006), appear to be of minor relevance. Instead, Palmer

and Cherry (1984) expect the threat of clogging caused by

temperature-induced carbonate precipitation in ATES sys-

tems primarily either within the pipe system or, in case

precipitates forming within the pipes of the heating system

remain in suspension, at the interface between well and

aquifer. Beside changes in hydraulic conductivity,

replacement of water by a gas phase affects further

important parameters regarding efficiency of heat storage

applications as e.g. heat conductivity and heat capacity.

Approaches to model a gas-phase formation by

methanogenesis in a petroleum hydrocarbon contaminated

aquifer have been undertaken by Amos and Mayer (2006)

who included gas bubble formation and collapse depending

on dissolved gas pressures into the reactive transport code

MIN3P. Feedback on groundwater flow was considered,

but the implementation did not allow any migration of gas

bubbles. With these boundary conditions, methanogenic

degradation of petroleum hydrocarbons on the field scale

leads to induced residual source zone gas-phase saturations

of more than 30% which resulted in a decrease in hydraulic

conductivity to\25% (Amos and Mayer 2006). Krol et al.

(2011) modelled gas bubble formation and mobilisation

during subsurface heating of contaminated zones to 70, 80

and 90 �C. Gas-phase saturations increased up to a maxi-

mum of 30% in the source zone. In contrast to the Amos

and Mayers (2006) approach, gas migration was included

in the combined ETM-MIP model approach by Krol et al.

(2011), but no feedback on groundwater flow was

implemented.

None of the studies investigated gas-phase saturations

with solely temperature-induced physical gas-phase for-

mation under natural groundwater condition. Nevertheless,

it was shown that a significant effect on aquifer hydraulics

can be expected if a separate gas phase forms and accu-

mulates over time. And since now, no gas-phase formation

monitoring in geothermal reservoirs by means of time-

lapse ER measurements has been carried out striving to

monitor alteration of the natural conditions in the ground

caused by geothermal installations. Therefore, in this study

we focus on the following objectives:

• Do thermodynamic calculations on a gas-phase forma-

tion coincide with experimental results and are there-

fore a suitable tool to estimate a gas-phase formation in

aquifers?

• Is it possible to monitor gas-phase formation and

farther distribution of a gas phase in column tests using

time-lapse ER measurements?

• Which extent of gas-phase formation with regard to

different gases and different geochemical boundary

conditions can be expected due to heat storage in near-

surface aquifers?

• What hydraulic and thermic effects relating to effi-

ciency of a heat storage site are caused by a gas-phase

formation?

To assess these objectives, a combined approach using

geochemical and geoelectrical measurements in laboratory

column tests and proceeding hydrochemical scenario cal-

culations is applied as described in detail in the following

section.

Materials and methods

Column experiments

The column experiments within this study were predomi-

nantly designed to investigate temperature-induced chan-

ges in geochemical sediment–water interactions [in a

similar set-up as it was used by Jesußek et al. (2013)]. The

corresponding results will be published elsewhere. For the

present study, the columns were additionally equipped with

a gas trapping system to quantify the gas-phase formation.

This quantification was done by building the ratio of

forming gas phase in litre or millilitre of gas per litre of

flowed through water to enable the transfer to further

boundary conditions regarding groundwater flow speed. In

addition, measurements of the gas-phase accumulation

within the columns were performed. For the column

experiments that were conducted at 10, 25, 40 and 70 �C,
two Pleistocene sands differing mainly in grain size and

organic carbon content (Table 2) from aquifers in Böne-

büttel (sediment sample BS-Bönebüttel shallow) and

Odderade (sediment sample OR; Table 2), Schleswig–

Holstein, northern Germany, were used. The utilised HDPE

columns were 110 cm long (internal diameter: 10 cm) and

had nine sampling ports along the flow path with the dis-

tance in between increasing from the bottom to the top of

the columns (Fig. 1). In order to avoid effects of variations

in sediment composition with depth, eight (BS) and five

(OR) metres of drilling cores were homogenised before

filling the columns (Table 2).

The columns filled with sediment BS were operated

using water from the same aquifer, whereas the ones
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containing OR sediment were percolated with tap water

which had a composition comparable to the water in the

corresponding aquifer. Four BS and four OR columns were

filled alternately with water and sediment. To reach a

homogeneous one-dimensional flow through the columns,

the lower most 10 cm were filled with coarse-grained

commercial quartz (1.0–2.5 mm) instead of sediment. The

sediment was repeatedly consolidated while filling the

columns to prevent gas-phase entrapment. The experi-

mental set-up is shown in Fig. 1.

The groundwater serving as inflow solution (Table 3)

was stored at 10 �C in gas-tight bags (PETP/AL/PE,

tecotainer-inset; Tesseraux). A peristaltic pump (Ismatec

Ecoline VC-MS/CA 8-6; Idex) pumped the inflow solution

with 1 ml/min into the columns generating a flow from the

bottom upwards through the columns. The (pumping-)

tubes (internal diameter 1 mm, wall thickness 1 mm)

connecting the water storage bags with the columns were

coated with aluminium foil to minimise gas diffusion into

the solution. The outflow of the columns was connected to

a water-filled gas trapping bottle on a scale which was

heated to the same temperature as the corresponding col-

umn. Gas-phase formation ratios were measured by the

decreasing weight of these gas trapping bottles as the water

inside was replaced by gas bubbles flushed out of the

columns from time to time.

All columns were equilibrated by percolation with the

corresponding inflow solutions at 10 �C (±1 �C) for two
(BS) and four (OR) months in a fridge before heating was

started. One column per sediment remained in the fridge at

Table 2 Characteristics of the

sediments used
BS OR

Sediment Pleistocene sand Pleistocene sand

Grain size Slightly gravelly sand Muddy sand

Depth 4–12 (m under ground level) 66–68, 69–72 (m under ground level)

R(Na, K, Ca, Mg, Fe, Mn) 1070 [mmol/kg] 1168 [mmol/kg]

Corg.
a 142 [mg/kg] 1830 [mg/kg]

Ccarb.
a 5711 [mg/kg] 2322 [mg/kg]

Pyritea 221 [mg/kg] 1208 [mg/kg]

Water in use BS site water Tap water

a Dethlefsen (2015, unpublished data)

Fig. 1 Experimental column set-up to measure the trapped gas

volume, ratio of degassing and electrical resistivities (a) whereupon
an induced current I flows between the two current electrodes A and B

while the potential difference U is measured between the adjacent

potential electrodes M and N (b). Using the cross section A and the

distance l between the potential electrodes the measured voltages can

then be converted into the bulk resistivities of the respective volumes

(b)
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10 �C as reference, while the other three columns were

heated to 25 (±1), 40 (±2) and 70 �C (±2 �C) using

heating tapes. Additionally, the heated columns were

covered with a 1.9-cm-thick insulating mat (AF-19MM/E;

Armacell). Temperature monitoring by Pt100 probes (for

positions see Fig. 1) showed that heating up of the

inflowing water to the aimed temperature was restricted to

the gravel layer at the bottom of the columns. The volume

of gas phase trapped within the sediment was additionally

calculated for the BS column experiments using pressure

changes induced by water injections (using the inflow

solution) into closed columns following the law of Boyle–

Mariotte (Eq. 1). Therefore, the pressure before water

injection (p1) divided by the pressure after water injection

(p2) was equalised to the volume after water injection (V2)

divided by the volume before water injection (V1).

p1

p2
¼ V2

V1

ð1Þ

Water samples were retrieved from three-way valves at

the in- and outflow of the columns as well as from the

sampling ports along the flow path (Fig. 1) and geo-

chemically analysed using standard methods. The results

are not included in this study but will be presented

elsewhere. Dissolved CH4 and N2 concentrations were

measured using gas chromatographs (GC 6890plus,

HS7694 (for CH4) and GC 7890B, HS 7697A (for N2);

Agilent). Liquid N2 samples were taken directly from the

gas-tight bags which contained the inflow solution and

injected into closed, argon-flushed GC vials by using a

gas-tight syringe to avoid contamination by air. Though,

the lowest measured value of tenfold measurements was

considered to be most accurate as all contamination by

air would have increased the N2 concentration. Oxygen

was measured with a phase fluorimeter (Neofox-GT;

Ocean Optics) and an oxygen sensor (FOSPOR-R-Series

Sensor Probe; Ocean Optics) within a tube attached to

the three-way valves where water diverged from the

inflow, outflow or the sampling ports was flowing

through.

Geoelectrical monitoring of gas-phase accumulation

and distribution within the experimental columns

The measured electrical bulk resistivity is an integral value

of the resistivity of the sediment matrix and the fluid in the

pore space. The ER of sand grains significantly exceeds

that of water filling the pore space. The electrical con-

ductivity in the column is thus dominated by the elec-

trolytic conductivity of the pore fluid, and hence, the

measured bulk resistivity is governed by the resistivity of

the pore water. Generally, the resistivity decreases with

increasing temperature. Corwin and Lesch (2005) report a

resistivity change of 1.9% per K, whereas Hem (1985) give

2% and Keller and Frischknecht (1966) report 2.5% per K.

Many authors describe the temperature dependence of

the ER by referencing it to a known resistivity q(Tref), at a
special temperature

Table 3 Composition of inflow

solutions for the OR and BS

column experiments

OR BS

pH [–] 7.69 ± 0.26 7.21 ± 0.15

TIC [mmol/L] 5.91 ± 0.17 5.51 ± 0.11

NPOC [mmol/L] 0.23 ± 0.08 0.40 ± 0.03

K? [mmol/L] 0.08 ± 0.01 0.05 ± 0.03

Na? [mmol/L] 0.64 ± 0.02 0.71 ± 0.03

Ca2? [mmol/L] 3.16 ± 0.05 3.41 ± 0.07

Mg2? [mmol/L] 0.36 ± 0.01 0.23 ± 0.01

Fediss [mmol/L] 0.0001 ± 0.0002 0.0011 ± 0.0023

Mndiss [mmol/L] 0.0002 ± 0.0003 0.0031 ± 0.0007

Sidiss [mmol/L] 0.50 ± 0.01 0.46 ± 0.01

Aldiss [mmol/L] 0.0001 ± 0.00007 0.00012 ± 0.00005

Cl- [mmol/L] 0.87 ± 0.02 0.80 ± 0.04

NO3
- [mmol/L] 0.01 ± 0.01 0.001 ± 0.002

SO4
2- [mmol/L] 0.51 ± 0.02 0.92 ± 0.02

N2 [mmol/L] ([atm]) 0.51 ± 0.02 (0.60) 0.9 ± 0.04 (1.1)

O2 [mmol/L] ([atm]) 0.16 ± 0.05 (0.093) 0.01 ± 0.007 (0.0058)

CO2 [mmol/L] ([atm]) 0.29 ± 0.01 (0.0054) 0.75 ± 0.01 (0.014)

R dissolved gases [mmol/L] ([atm]) 0.96 ± 0.08 (0.70) 1.66 ± 0.05 (1.1)
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q Tð Þ ¼ fT � q Trefð Þ ð2Þ

with fT being a temperature-dependent conversion factor

given differently by different authors (for a comprehensive

review see Ma et al. (2011). Typical conversion values are

given in Richards (1954). Dachnov (1962) formulated the

relation for the reference value set to 18 �C with

q Tð Þ ¼ q 18 �Cð Þ
1þ aT T � 18 �Cð Þ ð3Þ

where aT is a temperature coefficient that decreases with

increasing temperature. Around 18 �C, it is set to approx-

imately 0.025. Using this equation, an expression not

referring to a specific reference value can be derived:

q T2ð Þ ¼ q T1ð Þ 1þ aT T1 � 18ð Þ
1þ aT T2 � 18ð Þ ð4Þ

Thus, the reference conditions can be set arbitrary and the

possibility of the comparison to another measured value

can be done.

For sediments with negligible conductivity proportion of

the matrix, Archie (1942) empirically found the following

link between fluid resistivity qf and bulk resistivity qsat of
fully water-saturated sediments

qsat ¼ F � qf ð5Þ

where F is the formation factor describing the geometry of

the pore space. If the pore space is partially filled by a non-

conductive gaseous phase, this affects the bulk resistivity

similarly like a reduced porosity and Eq. 5 becomes

qs ¼
1

Snw
� qsat ð6Þ

with qs as the resistivity of sediments with water and gas

phase in the pore space. Sw describes the degree of water

saturation (Sw = 1 for full saturation) and n is the satura-

tion exponent, a constant depending on soil properties, that

is set to n = 2 for clean, consolidated or unconsolidated,

water-wet sandstones (Archie 1942).

Many authors have investigated the effect of water

saturation in the pore space on the electrical bulk resistivity

of sediments. Keller and Frischknecht (1966) found a log-

linear relation of saturation and resistivity for Sw[ 0.2.

The geophysical measurements were done only for the

second set of columns experiment (sediment BS). In ER

applications, generally, four electrodes are used to measure

the ground bulk resistivity. Two electrodes (A, B) are

galvanically coupled to the ground material to inject a

direct or very low-frequency alternating current signal of

strength I (Fig. 1). The potential difference U (voltage)

between another pair of electrodes (M, N) is recorded. The

recorded voltage is a function of electrode arrangement and

current strength (Knödel et al. 2005). In the column

experiments, the two current electrodes (A and B) were

placed inside the column and fixed directly on the upper

and lower HDPE cover of the cylindrical column (cf.

Fig. 1). Both electrodes with the shape of circular discs of

10 cm diameter consisted of stainless steel and were

installed prior to filling the column. The nine cannulas used

for the groundwater sampling along the flow path served as

potential electrodes (example in Fig. 1). Potential differ-

ences were recorded between adjacent cannulas (M, N)

resulting in eight voltage measurements distributed along

the vertical axes of the column as shown in Fig. 1. Mea-

sured voltages were converted into electrical resistance

R by

R ¼ U

I
ð7Þ

and can be related to bulk resistivity q of the filled material

by

q ¼ R � A
l

ð8Þ

where l is the distance between the pair of voltage elec-

trodes (M, N) and A is the inner circular area of the column

(comparable to Fig. 1). However, based on the arrange-

ment of the nine cannulas, the most upper and lowest

segments of the columns could not be observed by the ER

measurements (Fig. 1).

Measurements were carried out using a Resecs (RES6P,

GeoServe) ER measurement device. Voltage measure-

ments were repeated every 6 h over a period of 8 months.

One measurement cycle resulted in eight voltage readings

(cf. Fig. 1), which is one for every pair of electrodes and

took approximately 2 min. During the first 2 months of

recording, no heating took place to ensure a full adaptation

of the columns to the constant surrounding temperature of

10 �C and to generate base measurements. Recorded data

were stored automatically and regularly controlled by a

human supervisor. Based on the quality of the checked

data, the electrode coupling and system functionality was

visually inspected and maintained if necessary.

Geochemical equilibrium modelling

Geochemical equilibrium modelling was done using the

program PhreeqC v3.15 (Parkhurst and Appelo 2013) with

the database PhreeqC.dat (argon data were obtained from

the database llnl.dat also provided with PhreeqC v.3.15). In

a first step, the measured ratio of gas-phase formation per

litre water for the different temperatures was compared to

the calculated ratio of gas-phase formation per litre water.

For this purpose, the compositions of the inflow solutions

and the experimentally investigated temperatures were set

as input parameters (Table 4). The total pressure was set to
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1.1 atm representing the bottom of the columns where

heating up of the inflowing water was located by temper-

ature monitoring. After that, the ratio of gas-phase forma-

tion per litre water was computed under equilibrium

conditions. This comparison was then used to discuss

plausibility of the experimental results and the pre-

dictability by using geochemical equilibrium modelling.

The inflow solution BS was equilibrated at 10 �C with

(a) the atmospheric partial pressures of N2, O2, Ar and CO2

to simulate no changes in dissolved gas concentrations

during infiltration of recharge water through the vadose

zone of an aquifer and (b) the atmospheric partial pressures

of N2 and Ar, while, according to Matthes (1990), the

partial pressure of CO2 was increased to 0.05 atm and the

partial pressure of O2 was decreased correspondingly to

simulate a use up of O2 and production of CO2 by aerobic

respiration during infiltration. The temperature of these

initial solutions (Table 4) was then increased to 25, 40, 55,

70 and 85 �C in a total pressure range from 1 to 2.6 atm to

investigate whether a gas-phase formation takes place

under these physical and geochemical conditions.

For a first set of initial solutions, pure water was set to

equilibrium with a pure atmosphere of each of the gases

H2, N2, O2, CH4, CO2 and H2S at 10 �C for total pressures

varying from 1 to 10 atm to investigate the effect of an

increasing pressure on the formation of a gas phase. Sat-

urated conditions were used to simulate a source for the

dissolved gases as e.g. microbial degradation processes or

upward gas migration from deeper layers. Either solely the

gas corresponding to the dissolved one or alternatively,

additionally also water vapour was allowed to partition into

the gas phase to determine whether water vapour needs to

be considered for calculating the gas-phase formation in

the subsequent scenario calculations. In a second set of

initial solutions, the dissolved concentrations of H2, N2, O2,

CH4, CO2 and H2S were adjusted in 30 steps from 1/30 up

to saturation at constant 2 atm total pressure in pure water

to compare the saturations of dissolved gases and therefore

dissolved gas concentrations causing the onset of a gas-

phase formation under specific temperature and pressure

conditions. For CO2, additionally calcite-buffered water

was used to demonstrate the dependency of CO2 solubility

and potential gas-phase formation on the buffering capacity

and thus pH of an aquifer. For both sets of initial solutions

(Table 4), it was then again calculated for temperatures

between 25 and 85 �C if a separated gas phase is forming

and which volume such gas phases would have.

Scenario calculations

The effects of a temperature-induced gas-phase formation

on water and gas-phase saturation and subsequently

hydraulic conductivity were investigated by scenarioT
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calculations representing future heat storage sites under dif-

ferent physical and geochemical boundary conditions. For a

first scenario A, the groundwater composition in the BS

aquifer including 23.8 mg/L of N2 (which corresponds to an

equilibrium with a pure N2 gas phase at 10 �C and 1 atm) was

used to imply an aquifer fed by water that has been in

equilibrium to the atmosphere first, but from which oxygen

has been consumed and nitrogen has been enriched by

degradation of organic carbon via nitrate reduction during

infiltration (Table 4). In a second scenario B, the groundwater

of scenario A was used as background and methane was

chosen as an additional dissolved gas as it might be present in

the subsurface due to methanogenic degradation processes

(e.g. Amos et al. 2005; McIntosh et al. 2014) or gas leakages

out of leaky production (or storage) wells (e.g. Van Stem-

pvoort et al. 2005) in considerable amounts. The methane

concentrations increased by depth as due to the assumption of

a source, saturated dissolved gas conditions were presumed

(Table 4). Methane concentrations corresponding to

30–100% in situ dissolved gas saturation in bedrock wells but

also in surficial aquifers overlying organic-rich shale-bearing

formations were e.g. measured by McIntosh et al. (2014). The

third scenario C again used the groundwater composition

from scenario A as background. For this scenario, CO2

(which has a solubility more than a magnitude higher than

e.g. N2 or CH4) was chosen as a dissolved gas in addition to

N2. The dissolved gas concentrations were again set to match

saturation (Table 4), as comparable to scenario B, an existing

CO2 source was assumed. Such a source might be natural

upward migration of gaseous CO2 from deeper layers along

fault zones into shallower regions. The CO2 can dissolve into

the groundwater on its migration pathway and causes soil gas

compositions with over 90% CO2 as it has been observed by

e.g. Chiodini and Frondini (2001), Beaubien et al. (2003),

Shipton et al. (2005) and Battani et al. (2010). For the

interpretation of the results of these three scenarios, it should

be taken into account that only scenario A covers a common

situation. For scenarios B and C, additional processes which

increase dissolved gas concentrations up to saturation are

assumed which only represents the upper end of possible

dissolved gas concentrations at ambient groundwater

temperatures.

To predict the potential development of a case appli-

cation based on the three postulated scenarios, we used the

numerical heat storage model of Popp et al. (2015) that

simulates seasonal heat storage with a field of 72 BHEs

heated to a maximum temperature of 60 �C in a near-sur-

face aquifer. Further, the authors assumed a background

groundwater temperature of 10 �C and a flow velocity of

0.02 m/d. Correspondingly to Popp et al. (2015), the hor-

izontal extension of the field of BHEs perpendicular to the

groundwater flow was assumed to be 18 m. Total pressures

were set to 1–2, 2–3 and 3–4 atm simulating heat storage

sites in water-saturated depths of 0–10 m for scenario A,

10–20 m for scenario B and 20–30 m for scenario C. The

particular depths were chosen in a way that each scenario is

located within a sensitive depth range (e.g. scenario A

would not cause any gas-phase formation in depths[10 m)

and that the calculations do not cause any errors in com-

putation (as e.g. scenario C did in shallower depths).

Maximum residual gas-phase saturation (Sgrm) in the zone

of gas-phase formation is reported to remain between 20%

(Istok et al. 2007) and 50% (Ye et al. 2009), so the onset

for an upward migration of further generated gas phase was

set to (a) 30% and (b) 50% gas-phase saturation in the

further calculations. The scenario area was divided into five

Fig. 2 Temperature profile of a

numerical heat storage model

developed to simulate seasonal

heat storage in a near-surface

aquifer divided up into five

sections (S1–S5) to calculate

gas-phase formation in the three

scenarios stepwise for the

corresponding increase in

temperature (after Popp et al.

2015)
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sections (marked as S1, S2, S3, S4 and S5 in Fig. 2) in the

upstream flow of the heat storage site (which is marked by

BHEs for borehole heat exchangers in Fig. 2) where the

temperature is elevated above the background aquifer

temperature of 10 �C due to conductive heat transport to

account for the lateral differences in gas-phase formation.

Formation of a gas phase was subsequently calculated in

each of the five sections (S1–S5) over time given in

exchanged pore volumes for each of the three scenarios’

solutions (Table 4). The model of Popp et al. (2015) yielded

a stepwise increase in temperature from 10 to 15.6, 20.2,

29.66, 39.52 and 59.86 �C for the selected extent of the five

sections (see Fig. 2). For each metre in depth, the corre-

sponding total pressure was used. A gas phase formed and

the dissolved gas concentrations decreased correspondingly

in case partial pressures of the dissolved gases exceeded the

total pressure in a temperature step at any depth, before the

solution was used in the next temperature step. The amount

of gas phase formed in moles(gas)/L(water) was converted

to volume(gas)/L(water) by using ideal gas assumptions. In

the appropriate cell (defined by temperature step and depth),

the water saturation was then reduced by this factor. After

gas-phase saturation reached a Sgrm of 30 or 50%, further

gas-phase formation was not effecting water saturation as an

upward migration of this gas phase was assumed. This

excess gas phase was then summed up for the whole volume

of a section (11,340, 1800, 900, 270 and 180 m3 for the five

sections (S1–S5), respectively) over time. Under confined

conditions, as suggested for ATES sites (e.g. Schmidt and

Müller-Steinhagen 2005), gas phase exceeding Sgrm will

migrate upwards and accumulate in morphological traps at

the top of the aquifer. Subsequent effects in the field of BHS

on heat conductivity (Eq. 9) and heat capacity (Eq. 10) due

to changes in the water saturation were calculated for a case

scenario assuming all excess gas phase produced upstream

of the BHE is being laterally transported into the heat

storage field by the groundwater flow.

kbulk ¼ ksediment � 1� nð Þ þ kwater � n� neff þ neff � Swð Þ
þ kgas � neff � Sg ð9Þ

cVbulk
¼ cVsediment

� 1� nð Þ þ cVwater
� n� neff þ neff � Swð Þ

þ cVgas
� n � Sg ð10Þ

For these calculations, volumetric heat capacity (cv) and

heat conductivity (k) data from Pannike et al. (2006) for a

fine-grained sand (cv = 2.5 [MJ/(m3 K)], k = 2.2

[W/(m K)]) and from Lide (2005) for water at 60 �C
(cv = 4.1 [MJ/(m3 K)], k = 0.65 [W/(m K)]) and gases at

27 �C (cv = 0.0013 [MJ/(m3 K)], k = 0.026 [W/(m K)];

averaged over water vapour, nitrogen and methane) were

used. The porosity (n) for a fine-grained sand (n = 0.4)

was taken from Pannike et al. (2006), while for effective

porosity (neff) the value (neff = 0.1) given in Popp et al.

(2015) was used. Data for water (Sw) and gas-phase satu-

ration (Sg) resulted from the scenario calculations.

Frequency of pore water replacement is a crucial factor

for estimations on the temporally evolution of the gas-

phase saturation in the pore space. The frequency of pore

water replacement can be calculated and converted into

years of operational runtime by using the groundwater flow

velocity of 0.02 m/d (as used by Popp et al. 2015) and the

given lateral extent of the five sections stated above. By

doing so, the number of computations is increasing with a

decreasing lateral extent of the sections which results in the

varying number of datapoints in the scenario calculations

30-year runtime (Figs. 11, 13, 15). Gas-phase formation

was only considered for half the year as a seasonal heat

storage site is assumed. Back dissolution in the other half

of the year was not included in the calculations. The

cumulative changes in water saturation were calculated for

an operational runtime of 30 years. According to Amos and

Mayer (2006), an approach for the unsaturated zone

(Eq. 11; van Genuchten 1980) was used to calculate the

resulting change in hydraulic conductivity.

Kr Sð Þ ¼ S1=2 � 1� 1� S1=m
� �mh i2

m ¼ 1� 1=n

� �
ð11Þ

Here, Kr is the relative hydraulic conductivity, S the water

saturation, m a fitting parameter calculated from n and n a

grain size-dependent, dimensionless fitting parameter of

water retention which was taken from Schroth et al. (1996)

for a medium-grained sand. This approach was shown to be

also suitable for gas entrapment into former water-satu-

rated zones by Fry et al. (1997). In addition, the tempera-

ture influence on the changes in hydraulic conductivity by

viscosity and density changes in the water was included in

the calculations. Feedback of changes in the hydraulic

conductivity on the groundwater flow was only considered

in terms of the reduced water saturation, while the flow

velocity was maintained. Focused or deflected flow into

areas with elevated or reduced hydraulic conductivity on

the vertical axis was neglected.

Results

Gas-phase formation and accumulation

in the column experiments

Averaged over the heating period, *100 mL (10 �C),
*280 mL (25 �C), *530 mL (40 �C) and *450 mL

(70 �C) of residual gas phase remained inside the BS col-

umns which corresponds to a gas-phase saturation of 5, 13,

25 and 21%, respectively (Fig. 3a). For the column oper-

ated at 10 �C, no separate gas phase was expected to

develop, but gas-phase entrapment at the start of the
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experiments (see ‘‘Monitoring of gas-phase formation by

geoelectrical measurements’’ section) led to the detection

of a gas phase which volume was decreasing by experi-

mental runtime (Fig. 3a). The inflowing water with a total

gas pressure of 1.1 atm (Table 3) is heated up within the

first 10 cm of the columns; consequently, also the geo-

electrical resistance measurements first showed the build-

up of a residual gas phase in the lowest measurement

segment covering this zone of gas-phase formation (see

‘‘Monitoring of gas-phase formation by geoelectrical

measurements’’ section). Accumulation of a gas phase

within the zone of gas-phase formation was also observed

in column and tank experiments (Istok et al. 2007; Ye et al.

2009). These studies also report a subsequent channel

build-up for upward gas migration in case Sgrm is exceeded

locally. The volume of entrapped gas phase at 25, 40 and

70 �C in the experiments done within this study was

slightly varying over time which can be explained by build-

up of channels for upward gas migration, partial degassing

and possibly collapse of some existing channels at times,

followed again by the build-up of new channels, when

further gas phase was generated. Part of the gas phase that

migrated upwards accumulated at the top of the columns as

resistivities were increased in the highest monitored part of

the column heated to 40 �C (see ‘‘Monitoring of gas-phase

formation by geoelectrical measurements’’ section). No

electrodes covered the uppermost part of the columns (see

Fig. 2), so also at 25 and 70 �C accumulation of a gas

phase at top of the columns might have occurred. Enhanced

upward migration of gas bubbles compared to natural lat-

eral flow conditions cannot be excluded as these column

experiments were conducted with an upward water flow.

Thus, the residual gas phase that remained inside this

sediment was possibly lower than it could be expected

under natural lateral flow conditions. In the BS column

experiments, an averaged gas-phase formation ratio of *1,

*4 and 12 mL(gas)/L(water) was measured for 25, 40 and

70 �C over the experimental runtime (Fig. 3b). The higher

ratio of gas-phase formation at 70 �C compared to 40 �C
might have caused an enhanced build-up of channels for

upward gas-phase migration at 70 �C and thus resulted in a

smaller gas volume trapped within the sediment. A limited

channel build-up at lower temperatures was also observed

by Krol et al. (2011).

The amount of gas phase trapped inside the BS columns

showed less variation from 90 exchanged PV onwards

(Fig. 3a), so the gas phase flushed out of the columns for

comparison with the calculated gas-phase formation was

measured from there on. For the OR columns, the gas

phase flushed out of the columns was measured for a period

of 12 exchanged PV (18 days) without interruption by

measurements from 125 exchanged PV onwards when the

ratio of degassing had reached a stable value.

By using the inflow solutions compositions, the gas-

phase formation in five out of six column experiments is

assessable with an uncertainty factor of less than 2 (OR

25, 40, 70 �C and BS 40, 70 �C). The deviation between

calculated and measured gas-phase formation ratio is

\2.5% at 70 �C where the highest gas-phase formation

ratios within this study occur (Fig. 4). Calculated gas-

phase formation in the column experiment OR 40 repro-

duces the slope of measured gas-phase formation between

127 and 137 PV, while the overall deviation is due to two

abrupt increases in gas-phase release. The overall devia-

tion in the BS 25 and 40 �C column experiments is too

large to be fully explained by retention of gas phase

within the grain structure, as this would be clearly visible

in Fig. 3a, though it might explain a part of the observed

deviations. In addition, work needed to be brought up for

formation of a gas-phase embryo is possibly reducing the

gas-phase formation at lower temperatures as the chance

of successful nucleation increases with supersaturation

which corresponds to temperature in this case (Debene-

detti 1996).

Fig. 3 Accumulated gas phase inside the sediment (a) and averaged ratio of gas phase flushed out as bubbles (b) for the BS columns displayed

over the experimental runtime in exchanged pore volumes after heating of the columns was started
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The calculated gas-phase formation for comparison with

the measured one has been computed on the bases of the

inflow solutions without consideration of any sources or

sinks for dissolved gases within the columns. The calcu-

lated gas phases contain between 57 (OR 70 �C) and 95%

(BS 25 �C) of nitrogen whereupon the share of nitrogen

decreases towards higher temperatures (Fig. 5). In contrast,

the share of water vapour increases from 3% at BS 25 �C to

18% at BS 70 �C. Oxygen, although on a smaller scale,

shows a pattern similar to nitrogen as its share also

decreases with temperature from 14 (OR 40 �C) to 12%

(OR 70 �C). In contrast, the share of CO2 increases with

temperature but is restricted to a maximum of 5% (BS

70 �C; Fig. 5). Partition of N2 or water vapour into the gas

phase will not cause considerable changes in the fluid

phase’ characteristics. In contrast, degassing of O2 can

facilitate the development of reducing conditions by

removing a possible electron acceptor from water. Calcu-

lation of the calcite saturation index showed an increase in

calcite oversaturation by 1, 1.7 and 2.1% due to CO2

degassing in the BS columns heated to 25, 40 and 70 �C
compared to heating without considering gas-phase for-

mation (not shown). The compositions of the gas phases

would be shifted towards CO2 and N2, H2S or CH4 in case

OC degradation would be considered (not shown).

Monitoring of gas-phase formation by geoelectrical

measurements

The base measurements of the electrical behaviour for the

BS columns started on Sunday, the 8 November 2015.

However, the groundwater circulation was started 2 days

later at the 11 November. Figure 6a illustrates the variation

of the electrical bulk resistivity during the 2 months of the

baseline monitoring. Without groundwater flow, the mea-

sured resistivities were very low and varied in the differing

measuring segments (from 40 to 70 Xm) without significant

relation to the column heights. In each column, increased

resistivity values (70–85 Xm) were observed in the lowest

segment of the columns. Since these anomalies disappear

after the start of perfusion with water, these values cannot be

explained by the special commercial quartz in the lowest

centimetres of the columns. Moreover, this indicates gas-

phase entrapment particularly at these regions while filling

the columns. After the start of percolation with groundwater

from the bottom to the top of the columns, the resistivities

increased up to 80–120 Xm. Resistivity increases of the

upper column segments lag systematically behind those of

lower column segments. This suggests a differing chemical

composition of the groundwater in contrast to the filled

columns with the saturated sediment. The high values above

140 Xm (up to approximately 600 Xm) in the lowest mea-

surement segment of the first column (Fig. 6a, 10 �C) at the
13–28 November lead to the suggestion of gas-phase infil-

tration with the groundwater flow. Using Eq. 6 leads to the

suggestion of a gas-phase saturation of almost 65%. Indeed,

the gas phase is transported upwards with the groundwater

flow illustrated by the red to orange fan in Fig. 6a (10 �C).
At the end of the baseline measurements, almost equal

resistivity values indicating equal temperature and mea-

surement conditions with an almost homogeneous sediment

infill were found.

Fig. 4 Comparison between measured and calculated degassing for the OR (a) and BS (b) column experiments by using measured degassing

from 125 (a) and 90 PV (b) onwards and the composition of the corresponding inflow solution as input parameters for the calculations

Fig. 5 Composition of the calculated gas phases for the OR and BS

column experiments
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Figure 6b shows the transition from the baseline moni-

toring to the heating process of the three columns (Fig. 6b,

25, 40 and 70 �C) and the reference column remained at

10 �C (Fig. 6b, 10 �C). The heating process started at the

13 January. For the necessary technical installations and

reorganisation of the columns, the measurements had to be

interrupted 1 day before. Already the first measurements

after the interruption show that the resistivities were

affected by the temperature changes (Fig. 6b). Since no

significant resistivity variations over time and segment

height, analogue to those observed after starting the water

circulation, were observed, the heating process was proven

to be fast and affected the columns equally. The resistivi-

ties decreased proportional to the different temperature

values in each column. While the resistivity values for the

column at 25 �C decreased down to 70–80 Xm, the values

for the column at 40 �C decreased down to 50 Xm and for

the column at 70 �C down to 40 Xm, approximately

(Fig. 6b). To prove the influence of the temperature and to

exclude possible gas-phase influence, the measured values

of the first 2 days after starting the heating period were

compared to the model of Dachnov (1962) (Eq. 4).

Figure 7 shows all measured values from 13 to 15 January,

over the whole range with its minimum and maximum

values, for all four columns (10, 25, 40 and 70 �C) and the

values calculated based on Dachnov (1962). Even with the

Fig. 6 Electrical resistivity results of each of the four columns in the

first 2 months in the freezer at a temperature of 10 �C. After the first

3 days with relative low electrical resistivity results (between 60 and

80 Xm), the switch on of the groundwater circulation induced an

increase in the resistivity values up to 110 Xm (a). Electrical

resistivity results of each of the four columns in the switchover of the

baseline monitoring to the heating phase (b). Erroneous values are

coloured white

Fig. 7 Measured resistivity values of the four columns of every

segment in the differing heights from 13 to 14 January in comparison

with the calculated values based on the model of Dachnov (1962)
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outliers in the segments at the top of the column at 10 and

40 �C (Fig. 7), the plotted measured values show a good

agreement with the calculated values according to the

model of Dachnov (1962).

However, anomalies were found in the lowest mea-

surement segment in the column heated up to 70 �C
starting at the 17 January (Fig. 6b 70 �C). Since these high
ER values reach up to 200–500 Xm, these anomalies

cannot be explained by the temperature influence anymore.

Consequently, there must be changes in the pore filling

such as displacement of the pore water by gas-phase for-

mation. Thus, based on Eq. 6 a gas-phase saturation of

55–70% was calculated for this measurement segment

depending on the measured resistivity values. In the col-

umn heated up to 40 �C, little anomalies were found

starting in the end of January, and high anomalies with

similar values (150–350 Xm) analogue to the lowest seg-

ment of the column at 70 �C were found at the end of

March. Corresponding to Eq. 6, we found a gas-phase

saturation between 40 and 60% varying over time based on

the measured resistivity values. In the lowest segment of

the column heated up to 25 �C, smaller anomalies (up to

150 Xm) have been observed starting in June (Fig. 8,

25 �C). Here, a gas-phase saturation of approximately up to

25% was calculated.

Moreover, after the first occurrences of these anomalies in

each column, the high ER values did not persist constantly.

Figure 8 illustrates the behaviour of the ER of the columns

from 5 February until 6 March and later in June. The changes

in the ER in the lowest measurement segment proceed

heterogeneously instead of a continuous drift leading to the

suggestion of outgassing phases. Since these changes occur

almost simultaneously over the entire term of the experiment

(here only presented for the stated time from February to

March and June, cf. Fig. 8), a manual impulse based on the

water sampling can be assumed. However, the measured

values in the segments above do not represent similar

anomalies that would indicate a drift of the gas fraction

towards the uppermeasured segments aswe could observe for

in the base measurements with the illustrated fans (Fig. 6a).

Based on the assumption that gaseous bubbles should

migrate upwards and accumulate at the top of the columns,

higher resistivity values in the upper measurements seg-

ments should be monitored from time to time compared to

the central measurement segments. Occasionally, in the

upper measurement segment of the column at 40 �C
increased resistivity values have been observed (Fig. 8

40 �C, June). In response to Eq. 6, for the upper segment a

gas-phase saturation of approximately 15% was calculated.

This effect was not measured at the other columns. How-

ever, as introduced in the ‘‘Materials and methods’’ section

(and cf. Fig. 1) based on the arrangement of the cannulas,

the most upper 15 cm of the columns could not be moni-

tored by the electrical measurements. Thus, the results here

give no information about possible gaseous accumulation

in the upper segments of the columns as given in the lit-

erature (Istok et al. 2007; Ye et al. 2009).

Calculated gas-phase formation at different

pressures, temperatures and dissolved gas

concentrations

Formation of a separated gas phase can be expected up to

water-saturated depths between 3 and 15 m when the

temperature of BS site water in equilibrium with atmo-

spheric N2, O2, Ar and CO2 partial pressures is increased to

temperatures between 25 and 85 �C, respectively (Fig. 9a).

In case the CO2 partial pressure of infiltrating water is

increased to 0.05 atm due to aerobic respiration, the O2

partial pressure needs to be reduced accordingly about the

same partial pressure to keep the sum of partial pressures

below the atmospheric pressure conditions of 1 atm. This

leads to a gas-phase formation that extends maximum 1 m

deeper for the same increases in temperature (Fig. 9b).

Averaged over the whole pressure range, the increase in

gas-phase formation due to an increased CO2 partial

pressure in the soil air is more pronounced at lower

(88 ± 4% at 25 �C) than at higher temperatures (68 ± 9%

at 85 �C; Fig. 9).
A gas-phase formation at higher hydrostatic pressures

may also occur in case the groundwater contains addi-

tionally dissolved gases as e.g. H2S, CO2, CH4, O2, N2 or

H2. Considering only a single gas component saturated at a

particular pressure and temperature and by assuming ideal

gas behaviour, a definite temperature increase at constant

pressure will lead to the formation of a gas phase with a

constant volume, independent from the pressure head. At

initial conditions (temperature = Tini, gas pres-

sure = p(Gas)ini = Ptotal), the dissolved gas concentration

(c(Gas)ini mol L-1) depends on the Henry coefficient and

gas pressure (Eq. 12):

c Gasð ÞTini
¼ KHTini

� p Gasð Þini ð12Þ

Equation 13 describes the dissolved gas concentration after

heating and equilibration (c(Gas)end mol L-1):

c Gasð ÞTend
¼ KHTend

� p Gasð Þend ð13Þ

With p(Gas)end = p(Gas)ini = Ptotal, the variation of the

dissolved gas concentration (Dc(Gas) = c(Gas)ini - -

c(Gas)end) is calculated by Eq. 14:

Dc Gasð Þ ¼ DKH � Ptotal ð14Þ

The amount of molecules portioning into the evolving gas

phase (n = -Dc(Gas)) is linearly related to the partial
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pressure (=total pressure) and also linearly related to the

difference in the Henry coefficients (DKH) for the exam-

ined temperature increase. Thus, the number of moles in

the evolving gas phase is related to the solubility as well as

to the reaction enthalpy, both combined defining the DKH.

At a particular DT, the DKH remains constant and therefore

the number of moles entering the gas phase becomes only

related to the partial pressure (=total pressure). Using the

ideal gas law for calculating the gas volume yields

(Eq. 15):

Fig. 8 Measured resistivity values of the four columns from 5 to 16

February and from 14 to 29 June. The data present the variation of

these anomalies during the experiment. These anomalies started in

column set to 40 and 70 �C already in January, while the anomalies

for the column set to 25 �C were first registered in the middle of June.

Further, the data present the increased resistivity values in the upper

measurement segment of the column set to 40 �C in the end of the

experimental runtime corresponding to the assumption of an

accumulation of the gas bubbles at the top of the columns

1404 Page 16 of 28 Environ Earth Sci (2016) 75:1404

123



V ¼ n � R � Tend
P

¼ �Dc Gasð Þ � R � Tend
P

¼ �DKH � Ptotal � R � Tend
P

¼ �DKH � R � Tend ð15Þ

Equation 15 indicates that the gas volume remains constant

over the whole pressure range because of the linear relation

between pressure, number of moles and gas volume in the

ideal gas law. Overall, the evolving gas volume is mainly

related to the gas solubility at these boundary conditions,

because of only minor differences in reaction enthalpy. The

solid lines in Fig. 10a indicate the evolving single-component

gas volume for heating one litre of the initial solution up to

55 �C at constant pressure conditions between 1 and 10 atm.

The volume ranges from 0.0041 to 0.025 L(gas)/L(water) for

H2, N2, O2 and CH4, while the one of CO2 and H2S ranges

from 0.86 to 1.9 L(gas)/L(water), illustrating the importance

of the gas solubility for the evolving gas volume. PhreeqC

v3.15 (Parkhurst and Appelo 2013) uses the Peng–Robinson

equation of state instead of the ideal gas law for calculating the

activity of gases in the gas phase, and this results in a slightly

decreasing gas volume at increasing pressure within the

considered pressure range between 1 and 10 atm.

The dashed lines in Fig. 10 represent the evolving gas

volume in case water vapour is allowed as an additional gas

component in the gas phase (Fig. 10a). The gas-phase

volume considering water vapour at lower Ptotal increases

considerably compared to the single gas-phase case but

with increasing Ptotal the difference becomes smaller.

Equation 16 describes that the partial pressure of water

vapour after heating (p(H2O)end) depends only on the

temperature adjusted Henry coefficient (Kwater, T_end),

assuming the activity of liquid water is equal to one:

KwaterTend

� ��1

¼ p H2Oð Þend ð16Þ

Equation 16 indicates that the water vapour pressure is

independent from the total pressure. Taking into account

Fig. 9 Calculated gas volume at temperatures up to 85 �C and total

pressures between 1 and 2.7 atm for near-surface aquifer conditions

represented by BS site water set to equilibrium with atmospheric

partial pressures (a) or with atmospheric partial pressures but

increased CO2 (to 0.05 atm) and accordingly decreased O2 (to

0.16 atm) partial pressures (b), whereby the initial total gas pressure

was 1 atm in (a) and (b)

Fig. 10 Influence of gas-phase assemblage and pressure conditions

(a) and dissolved gas concentrations at a fixed total pressure of 2 atm

(b) on the formation of a separate gas phase in L(gas)/L(water)

exemplarily shown for 55 �C (data for 25, 40, 70, 85 �C attached)-

note uppermost data point in (b) represents C(sat) and is equivalent to

the 2 atm datapoints in (a)
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that the partial pressure of the dissolved gas after heating is

now p(Gas)end = Ptotal - p(H2O)end, Eq. 13 yields:

c Gasð ÞTend
¼ KHTend

� p Gasð Þend
¼ KHTend

� Ptotal � p H2Oð Þend
� �

ð17Þ

Equation 17 indicates that the dissolved gas concentra-

tion after heating becomes smaller compared to the single

gas-phase case because the introduction of the water

vapour pressure lowers the partial pressure of the gas

phase. Therefore, more molecules of the dissolved gas

(H2S, CO2, CH4, O2, N2 or H2) will enter the gas phase and

consequently a larger gas volume will establish at equal

total pressure. Additionally, water vapour in the gas phase

increases its volume, but with a minor effect. Equation 17

shows also that the relative effect of the water vapour on

the final partial pressure of the dissolved gas becomes

smaller at increasing total pressure. That explains the

convergence of the evolving gas volume between the single

gas approach and the gas–water vapour approach visible in

Fig. 10a. Therefore, the increase in the gas volume, com-

pared to the single gas approach, is highest at 1 atm (47%)

and lowest at 10 atm (4.1%).

The effect of allowing water vapour as a gas-phase

component on the gas-phase volume is lower at 25 �C
[mean increase of 15% (1.5%)] and higher at 85 �C [mean

increase of 338% (16%)] at 1 atm (10 atm) due to tem-

perature dependency in water vapour partial pressure (data

attached). In the scenario calculations (see ‘‘Effects on gas

phase saturation and hydraulic conductivity in the zone of

maximum residual gas phase saturation (Sgrm) by scenario

calculations’’ section), water vapour has to be considered

as a gas-phase component as the effect cannot be neglected

below 4 atm and at temperatures up to 60 �C. In the sce-

nario calculations, a multicomponent gas phase is used due

to the initial dissolved gas components whereby including

water vapour has an influence on all of the other partial gas

pressures.

The onset for the concentration-controlled gas-phase

formation of H2S, CO2, CH4, O2, N2 and H2 is at 37, 34,

47, 50, 57 and 77% of the saturation concentration at fixed

boundary conditions of 2 atm total pressure and an exem-

plary temperature increase to 55 �C, corresponding to

dissolved gas concentrations of 98, 36, 1.8, 1.7, 1.4 and

0.96 mmol/L, respectively (Fig. 10b). The gas-phase for-

mation for H2, N2, O2 and CH4 ranges from 0.0002 to

0.031 L(gas)/L(water), while the one of CO2 and H2S

ranges from 0.029 to 2.5 L(gas)/L(water) (Fig. 10b). The

values stated for CO2 represent the volume of gas-phase

formation in an unbuffered aquifer (initial pH of 3.7–4.5).

The initial pH is increased to 5.8–6.8, and thus, the solu-

bility of CO2 at 2 atm is increased from 106 to 137 mmol/

L by assuming a calcite-buffered aquifer (CO2-buff. in

Fig. 10b). The volume of gas-phase formation is between

80 and 12% higher in the buffered system compared to the

unbuffered system between 37 and 100% of the saturation

concentration, respectively (Fig. 10b). In the calculations

for scenario C, CO2 is dissolved up to saturation and as a

northern German, quartz-rich, carbonate-poor aquifer

(Table 2) is used as background for the scenario calcula-

tions, the unbuffered case was assumed.

Water in equilibrium to atmospheric partial pressures or

to a soil air enriched in CO2 revealed temperature-induced

gas-phase formation only in the range of tens of mL gas per

L water at its maximum (Fig. 9). To assess potential

impacts of such a gas-phase formation, an accumulation of

the gas phase with time due to the groundwater flow has to

be considered. The volume of a temperature-induced gas-

phase formation slightly decreases with pressure (depth)

and therefore approaches a stable value due to a diminishing

contribution by water vapour, even in case a source leads to

saturated dissolved gas concentrations. Hence, the forma-

tion of a separate gas phase cannot be excluded solely by the

fact of high aquifer pressures without knowledge about the

physical and geochemical site conditions.

Degradation of organic carbon or pollutants, which

might be intensified at higher temperatures (Bonte et al.

2013a; Jesußek et al. 2013), can increase dissolved con-

centrations of reaction products as CO2, N2, H2S and CH4.

Threshold dissolved gas concentrations which trigger the

onset of a gas-phase formation for N2 and CH4 are com-

parably smaller as for H2S or CO2 (Fig. 10b); thus, at sites

containing a lot of degradable organic carbon (natural or

pollutant), the formation of a separate gas phase can depend

on the preferential degradation pathway. In terms of esti-

mating the extent of a gas-phase formation, the predominant

degradation process has to be considered temperature

dependent as well (Bonte et al. 2013a; Jesußek et al. 2013).

Effects on gas-phase saturation and hydraulic

conductivity in the zone of maximum residual gas-

phase saturation (Sgrm) by scenario calculations

In the heat storage model used as background for the sce-

nario calculation, the temperature gradient gets steeper with

decreasing distance to the field of BHS (Fig. 2). The ratio of

gas-phase formation per litre water follows the temperature

gradient and so most of the gas phase forms in the direct

vicinity of the BHEs. To account for the lateral differences

in gas-phase formation, the scenario field was divided into

five sections [S5 shown in red (closest), S4 in yellow, S3 in

green, S2 in blue and S1 not shown (furthest)]. Within these

sections, the gas-phase formation is horizontally averaged.

Gas-phase formation in S1 is distributed over 63 m in flow

direction resulting in only six exchanged pore volumes over
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30 years of runtime. The wide extent of this S1 together with

a temperature increase of only 5.5�K leads to a very flat

temperature gradient and thus only neglectable effects arise

which are not further discussed. Forming gas phase is

assumed to accumulate where it is produced due to immo-

bility as long as gas-phase saturation is below the Sgrm.

Further generated gas phase is assumed to horizontally and/

or vertically migrate out of the zone of gas-phase formation

(see ‘‘Effects on gas-phase saturation, heat conductivity and

heat capacity in the zone of gas-phase accumulation by

scenario calculations’’ section).

The average gas-phase saturation in S5 of the 10-m-thick

aquifer increases up to *25% for a Sgrm of 30% (Fig. 11a)

or *30% for a Sgrm of 50% (Fig. 11b) after 30 years of

runtime in case oxygen is consumed and nitrogen is pro-

duced up to saturated dissolved gas concentrations under

atmospheric pressure conditions by aerobic respiration and

nitrate reduction (scenario A). Already in S4 the gas-phase

saturation is less than 10% after 30 years of runtime while

the farther away S3 and S2 are even less affected (Fig. 11a/

b). In S5, the increase in gas-phase saturation is limited to

*5% (Fig. 11a/b) within the first 5 years. This results in a

decrease in hydraulic conductivity of *20% with a

remaining hydraulic conductivity still nearly double as high

as the initial hydraulic conductivity at 10 �C (Fig. 11c/d).

The depth-averaged hydraulic conductivity remains

increased over most of the runtime as the reduced density

and viscosity outweigh the decreasing water saturation

(Fig. 11c/d). This would lead to an increased groundwater

flow velocity in the heated zone (Popp et al. 2015).

Hydraulic conductivity in S5 decreases below the value of

undisturbed groundwater at 10 �C only after *23.5-year

runtime and in case Sgrm is 50% (Fig. 11d).

The assumption of a vertically homogeneous distribu-

tion of the gas-phase formation from the top to the bottom

of the 10-m-thick aquifer in scenario A is a simplification.

For the most affected S5, the increase in gas-phase satu-

ration (Fig. 12a/b) and the decrease in hydraulic con-

ductivity (Fig. 12c/d) were therefore additionally

calculated depth-specifically. Gas-phase saturation

increases up to the assumed Sgrm of 30% in water-satu-

rated depths of 0–7 m (Fig. 12a). The amount of volume-

based gas-phase formation decreases with pressure and

depth in a comparable way as it was shown for BS site

water equilibrated with atmospheric partial pressures

(Fig. 9). As a consequence, with each metre in depth from

0 to 7 m it takes longer to reach a Sgrm of 30%. At depths

between 7 and 10 m, 30% gas-phase saturation is not

reached at all within the 30-year runtime (Fig. 12a).

Hydraulic conductivity in the upper 7 m decreases below

Fig. 11 Development of gas-phase saturation in the pore space (a, b) and relative hydraulic conductivity (c, d) averaged over the 10-m-thick

aquifer in 30 years of runtime as a seasonal heat storage under conditions of scenario A with a Sgrm of 30 (a, c) or 50% (b, d)
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initial values (Fig. 12c/d) which is not apparent from the

depth-averaged results in case Sgrm is 30% (Fig. 11c). Gas

phase being generated after Sgrm is reached will start to

migrate out of the zone of gas-phase formation (see

‘‘Effects on gas-phase saturation, heat conductivity and

heat capacity in the zone of gas-phase accumulation by

scenario calculations’’ section). A Sgrm of 50% is not even

reached at the top of the aquifer within 30-year runtime

(Fig. 12b), so probably no or very limited gas-phase

migration can be expected in this case.

Nitrogen partial pressures in the soil air are reported to

remain about constant on an atmospheric level (Matthes

1990), though the data available (e.g. Andrews et al. 2005)

and also the measurements done within this study imply

high dissolved concentrations near equilibrium to a pure N2

gas phase being more the rule than the exception. Already

temperatures in a range of 40–60 �C can cause the for-

mation of a separate gas phase to an extent that lowers

hydraulic conductivity below initial values, even if no

further dissolved gases in addition to N2 are present in

considerable amounts. So especially in near-surface aqui-

fers situated in water-saturated depths of \10 m, as in

scenario A, heat storage application design needs to con-

sider the interaction between pressure, operating tempera-

ture and dissolved gas concentrations.

If methane is dissolved up to saturation due to the

presence of a methane source in addition to dissolved N2

(scenario B), the average gas-phase saturation in the 10-m-

thick aquifer S5 increases up to assumed Sgrm’s of 30 or

50% in 14 or 29 years, respectively (Fig. 13a/b). In S4, gas-

phase saturation reaches 24% after 30 years of runtime

(Fig. 13a/b). In this scenario, it lasts 12 and 21 years until

the hydraulic conductivity in S5 and S4 decreases below the

initial hydraulic conductivity (Fig. 13c/d). If the increased

hydraulic conductivity due to viscosity and density effects

is set as basis, over the whole runtime of 30 years, the

depth-averaged hydraulic conductivity decreases about 65

and 86% in S5 for assumed Sgrm’s of 30 and 50% (Fig. 13c/

d). Gas-phase saturations are limited to 10% or even less in

the farther away S3 and S2 (Fig. 13a/b). In S5, gas-phase

saturation increases to 11% and hydraulic conductivity

decreases by 31% within the first 5 years of runtime

(Fig. 13a–d). This corresponds to an intensification of the

increase in gas-phase saturation and decrease in hydraulic

conductivity of *100 and *50% compared to scenario A,

respectively.

Again, the most affected S5 closest to the BHEs is fur-

ther investigated depth-specifically in 1 m units. But dif-

ferences in gas-phase formation and thus changes in gas-

phase saturation and hydraulic conductivity with depth are

very limited (Fig. 14a–d) as methane is dissolved up to the

dissolved saturation concentration in each depth (under the

precondition of the N2 concentrations of scenario A). This

homogeneous gas-phase formation with depth can be

traced back to the small changes in temperature-induced

gas-phase formation shown for individual gases dissolved

up to saturation at total pressures between 2 and 3 atm

(Fig. 10a). So the main findings of the depth-averaged

calculations for S5 (Sgrm is reached after 14 and 29 years,

decrease in hydraulic conductivity of 65 and 86%, both for

a Sgrm of 30 and 50%, respectively; Fig. 13a–d) also apply

for each specific depth (Fig. 14a–d). Gas phase generated

Fig. 12 Depth specific

resolution of changes in gas-

phase saturation in the pore

space (a, b) and relative

hydraulic conductivity (c, d) for
scenario A with assumed Sgrm’s

of 30% (a, c) or 50% (b, d) in
S5; markers in black indicate

runtime when Sgrm is reached;

markers in grey indicate runtime

when hydraulic conductivity is

equivalent to the initial value at

10 �C
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after Sgrm has been reached will contribute to the excess gas

volume (see ‘‘Effects on gas-phase saturation, heat con-

ductivity and heat capacity in the zone of gas-phase

accumulation by scenario calculations’’ section).

Possible sources for dissolved methane concentrations

as assumed for scenario B are degradation processes of

natural or pollutant OC (e.g. Appelo and Postma 2005),

natural migration from deeper layers (e.g. Coldewey and

Fig. 13 Development of gas-phase saturation in the pore space (a, b) and relative hydraulic conductivity (c, d) averaged over the 10-m-thick

aquifer in 30 years of runtime as a seasonal heat storage under conditions of scenario B with a Sgrm of 30 (a, c) or 50% (b, d)

Fig. 14 Depth-specific

resolution of changes in gas-

phase saturation in the pore

space (a, b) and relative

hydraulic conductivity (c, d) for
scenario B with assumed Sgrm’s

of 30% (a, c) or 50% (b, d) in
S5; markers in black indicate

runtime when Sgrm is reached;

markers in grey indicate runtime

when hydraulic conductivity is

equivalent to the initial value at

10 �C
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Melchers 2011; McIntosh et al. 2014) or leakages from

production (or storage) wells (e.g. Van Stempvoort et al.

2005). The latter is not known to be a widespread problem

in Germany but in case of increasing utilisation of the

subsurface including gas storage in porous formations in

the future (e.g. Pfeiffer and Bauer 2015), the possible

impacts of leakages on the geochemistry of near-surface

aquifers are already being investigated for ambient

groundwater temperatures (Berta et al. 2015).

A Sgrm of 30 (or 50) % in S5 and S4 is reached within the

first (two) year(s) if CO2 is dissolved up to saturation in

addition to dissolved N2 (scenario C; Fig. 15a/b). Basi-

cally, the same pattern is visible for the hydraulic con-

ductivity, whereas the discrepancies between the different

sections result from the deviation in the temperature effect

on viscosity and density (Fig. 15c/d).

Dissolved CO2 concentrations need to be about a

magnitude higher to cause the formation of a separate

gas phase compared to those of N2 or CH4. Such CO2

concentrations probably only occur under special geo-

chemical conditions as a natural upward migration of

CO2-bearing fluids (e.g. Battani et al. 2010; Fig. 10b).

But under these special conditions, CO2 exemplifies how

fast gas-phase saturation can reach Sgrm in S3–S5

(Fig. 15a/b). Gas being generated in these sections will

migrate out of the zone of gas-phase formation for most

of the 30-year runtime and contribute to the, accordingly

huge, excess gas volume (see ‘‘Effects on gas-phase

saturation, heat conductivity and heat capacity in the

zone of gas-phase accumulation by scenario calcula-

tions’’ section).

Effects on gas-phase saturation, heat conductivity

and heat capacity in the zone of gas-phase

accumulation by scenario calculations

The gas-phase migration and therefore accumulation or

degassing of a gas phase not trapped within the sediment

start after 16 ([30), 14 (28) and 0.5 (0.8) years of runtime

for Sgrm’s of 30 (or 50) % in scenarios A, B and C,

respectively (Fig. 16a). Under the corresponding total

pressure conditions of 1.05, 2.05 and 3.05 atm for the top

of the aquifer in scenarios A, B and C, the volume of the

gas phase exceeding Sgrm is limited to 1.4 and 5.7 m3 in

scenarios A and B, while in scenario C the gas-phase

volume sums up to *900 and *650 m3 for Sgrm’s of 30

and 50% (Fig. 16a). The aquifers upper boundary mor-

phology will control the migration pathway and potential

Fig. 15 Depth-averaged (over a 10-m-thick aquifer) development of

gas-phase saturation in the pore space (a, b) and relative hydraulic

conductivity (c, d) over 30 years of runtime as seasonal heat storage

in case CO2 is dissolved up to saturation in each depth (scenario C)

with a Sgrm of 30 (a, c) or 50% (b, d)
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accumulation in morphological traps of this excess gas

phase.

During upward migration, the excess gas phase could be

laterally diverted by the groundwater flow and thereby

partly migrate into the heat storage site, which in the

studied case extends 16 m in flow direction (2880 m3 bulk

volume). To estimate the maximum possible effects on the

heat storage site itself, a case in which all excess gas phase

migrates into the heat storage site was assumed. Thereby,

average gas-phase saturation inside the heat storage site

does not exceed 0.5 and 2% in scenarios A and B. In

contrast, the excess gas volume generated in scenario C

would exceed the accessible (effective) pore space

(288 m3) inside the heat storage site within 10 or 14 years

of runtime for Sgrm’s of 30 or 50% (Fig. 16a). These values

result in a decrease in heat capacity by less than 0.1 and

0.4% in scenarios A and B at most. Heat capacity in sce-

nario C decreases by a maximum of*16% (Fig. 16b). The

same pattern repeats in the evolution of heat conductivity

as this is decreasing by less than 0.2 and 0.6 % in scenarios

A and B, and scenario C with 3% again shows a higher

maximum decrease (Fig. 16b).

If only 0.85 mmol/L N2 (equilibrium to a 1 atm N2 gas

phase) is present as a dissolved gas, effects of a gas-phase

formation on the gas-phase saturation and thus hydraulic

conductivity are limited to the uppermost metres of the

aquifer. Depending on the Sgrm of an aquifer, the Sgrm may

be reached within the 30-year runtime or not. Even by

assuming that all gas-phase formation after Sgrm is reached

is laterally shifted into the field of BHE, overall effects on

porous media properties within the heat storage site as e.g.

heat capacity and heat conductivity remain on the per ten

thousand scale and are therefore most likely negligible.

The formation of a gas phase is not restricted to the

upper metres of an aquifer but may go on also in deeper

regions in case additional gases (as e.g. CH4) are dissolved

up to saturation due to an assumed source beside N2.

Nevertheless, in the short term, the effects on gas-phase

saturation and hydraulic conductivity will still be limited,

while in the long-term scale of 30 years, groundwater flow

might be influenced considerably due to higher gas-phase

saturations compared to the case when only N2 is present as

a dissolved gas. But impact on heat capacity and heat

conductivity inside the heat storage site will still remain on

the per mille scale.

Gas-phase formation in case CO2 or H2S is present in

concentrations near solubility is on a higher scale: Sgrm is

reached within a year in the direct vicinity of the BHE and

Fig. 16 Evolution of the excess gas-phase volume and the corre-

sponding gas-phase saturation inside the heat storage site (a),
evolution of relative changes in heat capacity and heat conductivity

(b) a gas-phase saturation within the heat storage site as displayed in

(a) would cause, note that scenarios A and B are always displayed on

the left y axis, while scenario C is displayed on the right y axis
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is also reached within a few years in the farther away

sections. In case further generated gas phase migrates out

of the zone of gas-phase formation, gas-phase formation

will go on over the whole 30-year runtime resulting in the

build-up of a large excess gas volume, probably either

spreading widely at the top of the aquifer or accumulating

in morphological traps. Also the impact on heat capacity

and heat conductivity inside the heat storage site might

reach values that considerably affect sites efficiency.

Discussion

Column experiments as conducted within this study are a

direct but time- and resource-consuming method to deter-

mine gas-phase formation ratios. Thermodynamic calcu-

lations reproduced the high experimental gas-phase

formation ratios at 70 �C with \2.5% deviation. Thus,

thermodynamic calculations are a feasible approach to

assessing, at least high, gas-phase formation ratios and

enable to state necessity of additional experimental

investigations.

Groundwater in equilibrium with atmospheric partial

pressures or with an increased CO2 partial pressure of soil

air (Matthes 1990) causes a gas-phase formation only down

to water-saturated depths of 12 or 13 m, respectively, in

case of heating to 70 �C. A gas-phase formation at greater

depths is only initiated if initial dissolved gas concentra-

tions are increased, which might either be caused by nat-

ural upward migration of CH4 or CO2 from deeper layers or

by degradation of natural or pollutant OC. However,

degradation of OC probably will not play a major role for

dissolved gas concentrations in the highly permeable, poor

in OC, northern German aquifers used as background for

calculations within this study unless there is e.g. a source

zone of organic pollutants (e.g. Feisthauer et al. 2012).

Considerable contribution of OC degradation to dissolved

gas concentrations occurs in limnic sediments with CH4

concentrations going up to 1 mmol/L (e.g. Schulz and

Conrad 1995; Juutinen et al. 2009) or with even higher CH4

concentrations in marine sediments (e.g. Reeburgh 2007).

Thus, especially at increased temperatures (Bonte et al.

2013a; Jesußek et al. 2013) and in OC-rich, cohesive

sediments, increased dissolved gas concentrations due to

degradation processes can be expected. Though, in contrast

to limnic or marine sediments beside CH4 also dissolved

N2 concentrations can be increased in case of high nitrate

concentrations caused by agricultural land use (e.g.

Wendland et al. 1998; Puckett and Cowdery 2002; Visser

et al. 2009).

Appearing gas-phase saturations and subsequent

decreases in hydraulic conductivity in the heat storage

setting used here vary from very restricted to more

substantial in the three scenario calculations. For a frequent

setting like scenario A, gas-phase saturation only slowly

increases with time, which results in comparable small

effects on aquifer hydraulics in the first years of runtime.

But as the gas phase accumulates over time, a Sgrm of 30%

in the most affected S5 is reached during 30 years in the

upper 7 m. Independently from the Sgrm or the applied

scenario, the temperature-induced focused flow due to

viscosity and density effects is at least counterbalanced in

the direct vicinity of the BHEs (S5). In consequence, also a

gas-phase formation appearing marginal in the first

year(s) of operation should be quantified to estimate long-

term evolution. Back dissolution of former generated gas

phase could occur in periods without heating if the

inflowing water is not saturated with dissolved gases.

Therefore, gas-phase accumulation would slow down in

scenario A, but would not change in scenarios B and C due

to gas-saturated conditions.

Gas-phase accumulation over time is considerably

controlled by the groundwater flow velocity as this linearly

corresponds to pore water replacement in the heated zone

of an aquifer. Van Loon (1991) states a groundwater flow

velocity\0.03 or\0.11 m/d as suitable for small (25 m3/h)

or large ATES projects (500 m3/h), respectively. Nev-

ertheless, groundwater flow velocities one or two magni-

tudes higher may occur in aquifers mainly consisting of

middle- or coarse-grained sands (e.g. Pannike et al. 2006).

In addition to the correspondingly faster gas-phase accu-

mulation due to the increased groundwater flow velocity,

the temperature profile upstream of the heat storage site

would become steeper due to a shift in heat propagation

from more diffusive controlled to more advective con-

trolled. This would result in an even more focused gas-

phase formation, accumulation and subsequent migration

directly upstream the heat storage site.

Another crucial factor for the spatiotemporal distribu-

tion of a forming gas phase is the Sgrm of a sediment as

this value controls whether a smaller or larger amount of

gas phase stays within the zone of gas-phase formation or

starts to migrate. Values for Sgrm’s reported in the litera-

ture show a wide range from 14 to 55% (Fry et al. 1997)

with other studies lying in between [e.g. Istok et al. (2007)

(20%) or Ye et al. (2009) (40–50%)]. Krol et al. (2011)

attributed the difference in Sgrm of different sediments or

sands to pore and grain size distribution. The column

experiments done within this study showed Sgrm of *25,

*60 and *70% in the zone of gas-phase formation in the

columns heated to 25, 40 and 70 �C indicating an influ-

ence of the temperature-dependent fluid- and gas-phase

properties on the Sgrm. In settings where due to the

interplay between temperature, pressure and dissolved gas

concentrations a considerable gas-phase formation can be

expected, Sgrm should be site-specifically estimated, as the
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Sgrm controls the maximum decrease in hydraulic con-

ductivity. Accumulation of a gas phase does not only lead

to subsequent changes in hydraulic conductivity but will

also effect porous media properties as heat conductivity,

heat capacity and geotechnical behaviour. Overall effects

on heat conductivity and heat capacity of a heat storage

site will remain rather low in this study’s aquifer settings

in case no dissolved gas concentrations near saturation of

CO2 (or H2S), as used in scenario C, are present. This

might be different in OC-rich, cohesive sediments as gas-

phase formation can be enhanced by degradation pro-

cesses. Furthermore, low permeability can limit gas-phase

migration causing an accumulation of gas phase exceeding

Sgrm within the zone of gas-phase formation and thus

intensify impact on heat conductivity, heat capacity and

geotechnical behaviour. Especially for near-surface heat

storage applications within urban areas, the question how

subsurface geotechnical behaviour is affected by gas-

phase saturations up to 70% has to be addressed in the

future.

However, the formation of a gas phase cannot be seen

particularly positive or negative in general in terms of

efficiency. In a heat storage site where heat is injected and

extracted by a field of borehole heat exchangers (BTES),

any decrease in groundwater flow, due to wide-ranging

flow deflection caused by the formation of a gas phase

directly upstream of a heat storage site, will reduce the

advective loss of heat to the surrounding aquifer and thus

can increase the sites efficiency. On the contrary, in any

heat storage site where water is injected and extracted to

store heat (ATES), a gas phase would lead to a wider

distribution of the injected water and thus probably lower

the sites efficiency by reducing recoverability of the

heated water. By aiming at disposal of heat from e.g.

industrial processes or building climatisation, a wide-

ranging flow deflection would lower heat dissipation and

thus efficiency.

Degassing of O2 or CO2 can facilitate the development

of reducing conditions or increase carbonate (over)satura-

tion. In contaminated aquifers also pollutants can partition

into a gas phase and might be transported into former

uncontaminated zones. Collapsing of a gas phase by

redissolution in case of migration into cooler areas of the

aquifer could induce the reverse impacts on groundwater

properties and thus in case of pollutants enlarge the con-

taminated area (Krol et al. 2011). Further, gas-phase for-

mation due to heat storage in a contaminated aquifer (e.g.

Popp et al. 2015) can lower mass discharge or supply of

electron acceptors for microbial degradation processes by

deflection of the groundwater flow.

Due to the lack of efficient high-spatial-resolution

monitoring methods in field, the geophysical approach of

ER measurements was tested here. Since increasing

temperatures and gas-phase accumulation affect the elec-

trical behaviour of sediments antithetically, time-lapse ER

measurements should enable to derive these effects dif-

ferentiated from baseline measurements. In this study, the

successful application monitoring of the temperature vari-

ations in the eight measurement segments based on the

arrangement of the cannulas was demonstrated. Thus, the

resistivity changes could be monitored in the vertical axes

and ensure a spatial resolution to localise possible differing

processes such as gas-phase formation and outgassing

pathways. The results showed the strong and immediate

onset of the effect of the different temperatures for each

column after the baseline measurements. The resistivity

changes correlated with empirical equations for the tem-

perature dependence based on established literature. In

contrast, the influence of the temperature-induced chemical

reactions can be negligible for the ER variations. Further,

anomalies detected in the lowest measurement segments of

each of the different heated columns in the experimental

runtime could not be explained by the increased tempera-

ture since the electrical resistivities indeed increased.

These increased resistivity values can be explained by

decreased water saturation. This suggestion corresponds to

the studies of Istok et al. (2007) and Ye et al. (2009) as the

gas phase is formed in the lowest part of the columns where

the cooler infiltrated water is mostly affected by the heating

process. However, since no resistivity anomalies could

have been observed for the central measurement segments,

the monitoring does not show any outgassing phases of the

collected gas in the gas trapping bottles. Further, based on

the arrangement of the cannulas, the upper 15 cm of the

columns could not have been monitored, and thus, the

measurements do not observe possible gas accumulations

in the upper segments of the heated columns. Therefore,

further work on laboratory scale should include different

electrode arrangements and configurations for an optimised

spatial resolution and the possible gas-phase accumulations

at the top of the columns. Since the electrode layout in the

presented study was entailed due to the arrangement of the

cannulas, more electrodes should be used at the sidewalls

and circular around the columns, as well as at the bases of

the columns in order to have a complete 3D monitoring as

shown by Comina et al. (2010).

To summarise, the interplay between dissolved gas

content, surrounding pressure and applied temperature

increase determines whether TES causes gas-phase for-

mation and if so also its extent. Generally spoken, if the

groundwater’s gas content and the increase in temperature

are low while the surrounding pressure is high, a gas-phase

formation is unlikely. In contrast, a gas-phase formation is

likely in case the groundwater’s gas content and the

increase in temperature is high while the surrounding

pressure is low. In case of gas-phase formation,

Environ Earth Sci (2016) 75:1404 Page 25 of 28 1404

123



groundwater flow velocity and temperature gradient in the

aquifer control the gas-phase spatiotemporal accumulation

and distribution. Since all these boundary conditions can

site-specifically vary to a considerable extent and the type

(ATES/BTES) and dimensioning of an application addi-

tionally plays a vital role on the gas-phase formation

potential, the possibility for a gas-phase formation and its

effects should generally be examined during planning of

TES applications.
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