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Abstract In geothermal reservoir characterization and

basin modeling, often conclusions are drawn and decisions

are made using uncertain or incomplete data sets. Partic-

ularly, there are limited hydrogeological data in the Berlin

area in the North German Basin. The groundwater in this

sedimentary basin is divided into a shallow freshwater

aquifer (with about 500 m depth) and a brackish to saline

groundwater aquifer within deeper sedimentary layers.

Between these two different groundwater compartments, a

natural hydrogeological boundary is provided by the

presence of an impervious clay-enriched layer (Rupelian

Clay), which is discontinuous, eroded or not deposited in

some local areas. Thereby, the distribution of hydraulic

conductivity of Rupelian Clay aquitard that represents a

vertical and horizontal partitioning of the aquifers below

Berlin is of main importance in groundwater management.

We use an inverse modeling approach to estimate the

spatial distribution of hydraulic conductivity of the Rupe-

lian Clay aquitard, using available local data within the

Berlin province. We use a commercial finite element fluid

flow simulator that interfaces to a parameter estimation

package. A Gauss–Levenberg–Marquardt algorithm is used

to adjust the hydraulic conductivity of the aquitard such

that the hydraulic head observations are reproduced. Sub-

sequently, the updated hydraulic conductivity of the

Rupelian Clay is used as input to the forward modeling, in

order to estimate the pressure and temperature fields. The

results of the inverse modeling suggest a more continuous

distribution of the Rupelian Clay layer below the Berlin

area in comparison with previous published studies. Hence,

the convective heat and fluid flow are more restricted, and

there is less interaction between shallow and deep aquifers.

Change in the predicted temperature field is more pro-

nounced for deeper strata.

Keywords Hydraulic conductivity � Inverse modeling �
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List of symbols

Greek letters

b Vector of unknown parameters

� Porosity

K Thermal heat conductivity

l Viscosity

x Multiplier

U Objective function, sum of squares of residuals

w Pressure head values

q Density

Roman letters

ĝ Acceleration unit vector

b Upgrade vector

c Heat capacity

e Residual vector

g Gravitational acceleration

H Hessian matrix

e Residual vector

g Gravitational acceleration

H Hessian matrix

h Hydraulic head

I Unit tensor

J Jacobian matrix
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K Conductivity

P Groundwater recharge or infiltration rate

p Pressure

Q Source/sink term

q Darcy fluid flux

S Saturation, storage

T Temperature

t Time

X Matrix of known measurements

y Observation vector

Subscripts

0 Initial

j Coordinate number

m Measurement

p Parameter

r Regularization, residual

y Yield

Superscripts

e Element

f Fluid

s Solid

T Transpose matrix

Introduction

Accurate estimation of groundwater model parameters can

be difficult, especially for very large aquifer systems and in

the presence of limited data. In geothermal reservoir

characterization and basin modeling, it is often required to

draw conclusions and make decisions using uncertain or

incomplete data sets. Among different hydrogeological

properties, hydraulic conductivity is the most important

parameter and one of the most difficult parameters to

estimate. Not only the preferential flow path is controlled

by high hydraulic conductivity units but also the thermal

field is influenced by variations of hydraulic conductivity

as a result of variations in advective heat transfer pro-

cesses. Moreover, the knowledge of hydraulic conductivity

of sedimentary units is essential to determine the hydraulic

decoupling between shallow and deep aquifers (Goderni-

aux et al. 2013). The spatial distribution of hydraulic

conductivity can be obtained either by direct laboratory and

field measurements or by assimilation of available infor-

mation using inverse modeling.

Inverse modeling helps the modeler to use available data

and to estimate model input parameters by means of opti-

mization techniques. The statistical and geostatistical

approaches to estimate spatially varying aquifer transmis-

sivities under steady-state and transient conditions are of

fundamental importance. An statistical approach was

developed by Neuman and Yakowitz (1979); Carrera and

Neuman (1986) and applied to a real aquifer in Cortaro

Basin Neuman et al. (1980). Kitanidis (1998) employed a

geostatistical approach, i.e., the logarithms of transmis-

sivity, random functions and variograms, to solve the

inverse problems. A more computationally efficient

scheme based on variational methods was introduced by

Neuman (1980) that eliminated computing derivatives of

hydraulic conductivity. Poeter and Hill (1997) discussed

the requirements and benefits of the nonlinear least-square

regression approach. Hill and Osterby (2003) presented the

information that can be obtained from parameter correla-

tion coefficients, particularly extremely correlated param-

eters, and compared them with the method of singular

value decompositions (SVDs). A more recent field study is

based on the 3D hydraulic tomography approach that

provided a powerful method for reducing uncertainty in

aquifer characterization. Thereby, several pumping and

observation wells were employed, and flow rates and

changes in hydraulic head were recorded at different

locations (Cardiff et al. 2013). A comprehensive review

that analyzed and tracked the evolution of inverse methods

is given by Zhou et al. (2014).

A fairly complex vertical partitioning of aquifers and

aquitards has been observed particularly in the hydrogeo-

logical system beneath the city of Berlin, as a part of the

North German Basin (NGB). The subsurface beneath the

city of Berlin is characterized by a system of regional

aquifers of varying salinity content separated by the pres-

ence of regional aquitard formations. Among the latter, the

Rupelian Clay is of special interest and concern since it

hydraulically divides the shallow (Quaternary) freshwater

aquifers on top from the deeper, brackish to saline Meso-

zoic aquifers beneath it (Magri et al. 2005, 2009). How-

ever, the Rupelian Clay is not a continuous layer, and both

the top and the base of the Rupelian Clay are marked by

some unconformities (Kaiser et al. 2011). It is missing in

some areas within the basin, eroded or not deposited, which

hereafter are referred to as hydrogeological windows

(Kaiser et al. 2011). The current study focuses on the

hydrogeological system and the subsurface below the city

of Berlin, and in particular on the distribution of the

Rupelian Clay aquitard.

As the spatial distribution of the Rupelian Clay controls

the hydraulic partitioning between shallow and deep

aquifers, it is the subject of study in different disciplines,

such as water resource management, basin analysis and

geothermal energy exploration. The fresh and salty water

may interface and interact where the Rupelian Clay is

missing and hence alter the salinity, pressure and temper-

ature distributions, at both shallow and deep aquifers. How

deep this effect is, is still an open question. Likewise, the

primary questions in the application of geothermal
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reservoirs are: where to drill, how to design and complete

the well, and how is the initial distribution of temperature

and pore pressure in the NGB? The answer to these

questions requires that the spatial distribution of hydraulic

conductivity as represented by the Rupelian Clay distri-

bution, in concert with other properties, initial and

boundary conditions, is properly known.

The position and extent of the hydrogeological windows

are not precisely known (Limberg et al. 2014). If a one-to-

one correlation between hydraulic conductivity and

lithology of the Rupelian Clay can be assumed, inverse

modeling can support the assessment of the spatial distri-

bution of the Rupelian Clay by estimating hydraulic con-

ductivity of this layer. This implies that areas where the

deep and shallow aquifers are connected are distinguished

by a vertically continuous fluid flow and hydrogeological

window (high hydraulic conductivity), where the distribu-

tion of impervious Rupelian Clay is discontinuous. In order

to characterize this unconformities, we apply an inverse

modeling approach to a preexisting 3D geological model

(‘‘Initial model: hydrogeological system of Berlin’’ sec-

tion). This is done in order to better constrain the distri-

bution of the Rupelian Clay aquitard and thus the lateral

variation in hydraulic conductivity, where there are no or

limited field and laboratory measurements.

Accordingly, the goal of this study is to derive an

improved distribution of the Rupelian Clay aquitard and to

determine the interrelation between over and underlying

(shallow and deep) aquifers. This study provides the

application of inverse modeling for a large-scale 3D model.

While the focus of many inverse modeling studies quoted

above was on identification of hydraulic parameters within

the aquifers, this study pays particular attention to geo-

logical structure of Rupelian Clay aquitard, i.e., the pres-

ence or absence of Clay layer. In the following, we first

present the hydrogeological setup and available hydraulic

head data related to the shallow freshwater aquifers (ob-

servation parameters). Then, we present our inverse mod-

eling approach and the tools that we use to minimize the

sum of the quadratic differences between observed and

calculated hydraulic heads. Finally, we discuss and verify

the results of our inverse modeling approach and present an

improved prediction from an optimized forward simulation

of coupled fluid and heat transport.

Initial model: hydrogeological system of Berlin

Berlin is located in the southeastern domain of the North

German Basin (NGB). A preexisting model of the Berlin

subsurface has been utilized here as initial model, knowing

that the spatial distribution of the Rupelian Clay within this

model includes a high degree of uncertainty. This 3D

model integrates three main sources of information at dif-

ferent scales:

1. the sedimentary sequence derived from a 3D litho-

spheric model of Brandenburg with a horizontal

resolution of 1 km,

2. The 3D hydrostratigraphic model of Cenozoic units in

Berlin with a horizontal resolution of 0.5 km (Jaroch

2006) and

3. Stratigraphic and lithological data from four deep

boreholes located in the area of Berlin or close to its

political border.

The area covered by the model is 43.5 � 53 km in the

horizontal extension and reaches down to 6 km below

mean see level (see Fig. 1). From top to bottom, the 3D

structural model consists of the following stratigraphical

units: a Quaternary aquifer, 3 Tertiary units above the

Rupelian Clay, a Pre-Rupelian Tertiary unit, Upper Cre-

taceous, Lower Cretaceous, Jurassic, Upper Triassic (Ke-

uper), Middle Triassic (Muschelkalk), Lower Triassic

(Upper, Middle and Lower Buntsandstein), Permian

Zechstein, Permian Rotliegend, Permo-Carboniferous

Volcanics and a pre-Permian basement (see Fig. 1).

Hydrogeological settings

Most of the surface area in Berlin is covered by Quaternary

fluvial and glacial deposits. In general, Quaternary deposits

are described as unconsolidated sands alternating with

clays and silts, and glacial till of ground moraines related to

the Pleistocene, starting some 2.6 million years ago

(Stackebrandt 2010). The Tertiary sediments underneath

the Quaternary strata consist of marine deposits, of which

the Rupelian Clay aquitard forms the largest part. Figure 2

illustrates a thickness map of the Rupelian Clay with the

geometry of hydrogeological windows as included in the

initial geological model. The base of freshwater aquifer

system of Berlin is widely formed by the top of the

Rupelian Clay unit (Fig. 3). The Rupelian Clay is located

at depths of -9 to 544 m below sea level, with an average

burial depth of 152 m. This unit reaches the maximum

burial depth of some 540 m in the Northwest of Berlin.

The Mesozoic units mainly consist of fine-grained

clastic sediments (silt- and claystone) and carbonates. Only

some formations contain a larger amount of sandstone and

consequently posses a higher hydraulic conductivity.

Among them, the Middle Buntsandstein is the thickest

formation and provides favorable conditions for fluid flow.

Two other semi-impervious stratigraphical units (in addi-

tion to an impervious basement) are the Middle Triassic

Muschelkalk that consists of a sequence of limestone and

dolomite beds with intercalated evaporates and clays, and

the Zechstein unit consists predominantly of rock salt. Both
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the Muschelkalk and the Zechstein Salt transmit water at a

very low rate compared to the other sedimentary units. The

Muschelkalk layer separates the Buntsandstein aquifers

below, from the Keuper and Cretaceous aquifers above.

Likewise, the Zechstein layer separates the sedimentary

Rotliegend aquifer below, from the Buntsandstein aquifer

above it. The Permo-Carboniferous volcanic rocks are

mostly composed of rhyolites and andesites. Below the

Permo-Carboniferous volcanics, the model basement con-

sists of a layer of strongly compacted pre-Permian

metasedimentary rocks.

Numerical model and parametrization

Based on this initial structural model, a 3D finite element

mesh has been created to perform the numerical simulation

of subsurface fluid flow and heat transfer. The numerical

model consists of 55 simulation layers aligned with the

geological structures, formed by the 18 distinct strati-

graphical layers. The model domain is discretized by

4,057,680 prismatic triangular elements of the size 250 �
250 m, with a varying thickness between 2.5 to 875.5 m.

FEFLOW requires all layers to be continuous; thus, the

initial model considered the hydrogeological windows

within the Rupelian Clay layer by assignment of the same

hydraulic conductivity of the over and underlying layers

(Fig. 2b). The numerical model approximates all geologi-

cal units as homogeneous layers, where the material

properties are constant within each layer, apart from the

Rupelian Clay layer. Consequently, the simulation model

was populated with hydraulic and thermal properties as

listed in ‘‘Appendix 1’’.

In order to ensure a correct representation of low flow

velocities in the aquitard and to minimize errors due to the

nodal nature of the velocity field, the Rupelian Clay

aquitard was subdivided into three simulation layers, albeit

the same hydraulic parameters and physical properties

were assigned to them.

An initial hydraulic conductivity of 10�3 m day-1 was

assigned to the hydrogeological windows within Rupelian

Clay layer, and a lower hydraulic conductivity of

10�8 m day-1 was assigned to the Rupelian Clay units.

The hydraulic conductivity of the sandstone units range

between 6:7� 10�4 and 6� 10�2 m day-1 for different

layers and formations.

Inverse modeling approach

In order to characterize the hydraulic conductivity distri-

bution of the Rupelian Clay, a forward fluid flow simulator

was combined with an inverse modeling technique for

parameter estimation. Therefore, FEFLOWTM, a finite

element commercial software (Diersch 2014), and the

parameter estimation program PEST (Doherty 2002) were

employed.

Fig. 1 3D structural model of

Berlin. The Rupelian Clay is

missing in some area, eroded or

not deposited. The solid line on

the surface presents the Berlin

border
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Figure 4 shows the coupled modeling workflow.

FEFLOW runs an initial forward simulation where

hydraulic conductivity K is an input parameter and

hydraulic head h is the result of modeling (step a of Fig. 4).

PEST reads the results (output file) of the FEFLOW sim-

ulation, which includes the calculated hydraulic heads, and

compares them with measured hydraulic head values (steps

b and c of Fig. 4). Subsequently, PEST uses an optimiza-

tion technique in order to minimize the sum of the squared

difference between observed and calculated hydraulic head

values, e.g., by adjusting the hydraulic conductivity

K (steps d, e and f of Fig. 4).

In order to minimize the squared difference between

observed and calculated hydraulic head, PEST increases or

decreases the value of the input hydraulic conductivity Ki

(the superscript i refers to initial) and creates a new

FEFLOW input file with the newly estimated hydraulic

conductivity Kn (steps e, f, g and h of Fig. 4). Subse-

quently, FEFLOW calculates a new hydraulic head value

hn. For the new FEFLOW model, PEST compares the old

and new files and calculates the sensitivity of the changing

hydraulic head with respect to hydraulic conductivity,
hi�hnð Þ
Ki�Knð Þ. This iteration continues until the sum of the squared

difference between calculated and measured hydraulic

Fig. 2 Initial Rupelian Clay

thickness and hydraulic

conductivity maps. a Initial

Rupelian Clay thickness map. In

the initial model,

hydrogeological windows are

assumed to represent areas

where the Rupelian Clay is

missing (light blue areas).

b The hydrogeological windows

(in red) were defined as

hydraulically conductive zones

having similar hydraulic

conductivity of 0.001 m day-1

as the upper and lower adjacent

layers in the initial model. The

initial hydraulic conductivity of

the Rupelian Clay was as low as

10–8 m day-1

Fig. 3 Depth distribution of top Rupelian Clay (meter below sea

level)
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heads is minimized and arrives at the exit point (step d of

Fig. 4).

Therefore, the first step in the inverse workflow is to

solve for Darcy’s law and to calculate h having an initial

value for K by means of a FEFLOW forward simulation.

The second step is to compare the calculated and measured

h using an objective function (see ‘‘Appendix 3’’). The

third step is to evaluate the model fit and adjust the K val-

ues by utilizing an optimization technique provided by the

parameter estimation package, PEST, to minimize the

objective function (Doherty 2002).

FEFLOW: applied boundary conditions

FEFLOW is a finite element software that simulates cou-

pled fluid flow and heat transport in variably saturated

media. Therefore, the numerical simulation approximates

the solution by considering the physical processes involved

and solves for partial differential equations that are derived

from Darcy’s law, fluid mass conservation and energy

conservation (‘‘Appendix 2’’). The main heat transport

processes involved are heat conduction (thermal diffusion),

due to temperature difference, natural convection, due to

density differences, and advection (forced convection), due

to hydraulic head differences (e.g., see ‘‘Appendix 2,’’

Eq. 1).

Thermal boundary conditions

Thermal boundary conditions were applied to the earth

surface and to the base surface (bottom slice) of the model

at 6 km below sea level. The temperature at the surface was

assumed to be constant at 10 �C, and a spatially varying

temperature distribution was applied at the base surface of

the model, as derived from a full lithosphere-scale, purely

conductive thermal model.

Hydraulic boundary conditions

A common assumption for the hydraulic head boundary

conditions is to have hydraulic head as equal to the topo-

graphic elevation. A more realistic approach is to consider

the upper hydraulic boundary as a free (phreatic) surface.

The shape of the free surface is initially assumed to be

unknown, that is, geometrically the surface border is fixed,

while its curvature is allowed to vary. By running the

model in steady state, the hydraulic head distribution is

calculated and the location of the free surface is determined

(see ‘‘Appendix 2’’).

PEST: parameter estimation

PEST is using an iterative approach to determine the

optimized set of parameters and create a new FEFLOW

input file. The major steps are

a. to calculate the sensitivity of hydraulic head values

with respect to hydraulic conductivity values, Jacobian

matrix (J), and

b. to obtain a parameter upgrade vector b (see

‘‘Appendix 3’’).

The FEFLOW model introduced as initial model in ‘‘Initial

model: hydrogeological system of Berlin’’ section was

utilized, and the phreatic boundary condition was applied.

The digital hydraulic head map consists of more than

17662 points (observation points). To decrease the execu-

tion time, the digital hydraulic head map was resampled

using 31 data points. The resampled map assured an

accuracy of ±1.5 m. These measured hydraulic head val-

ues (observations) were used to constrain and adjust the

Rupelian Clay hydraulic conductivity that produced the

best possible fit to the calculated hydraulic head values

(Fig. 5). This set of hydraulic conductivity values for the

Rupelian Clay layer was defined as calibrating parameters.

Fig. 4 The spatial distribution

of hydraulic conductivity was

determined by an iterative

approach, whereas the

difference between observed

and calculated hydraulic head

values was minimized
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The measured Hydraulic head map, represented by 31

points, was utilized as observation points (Fig. 5). Pilot

points together with a regularization approach were applied

to estimate the final conductivity of Rupelian Clay layer

during each iteration step.

Pilot points

PEST uses pilot points to bridge the gap between esti-

mating a parameter value in every cell of a model and

subdivides models into a small number of homogeneous

zones (Doherty 2002). The goal of defining these pilot

points is to provide an intermediate approach for charac-

terizing heterogeneity in groundwater models between

direct representation of cell-by-cell variability and a

reduction in parametrization to a few homogeneous zones

(zonation). The pilot point approach assigns a geostatic

distribution of parameter values to particular locations. In

this study, the location of pilot points coincides with the

location of observation points. Therefore, it allows a

smaller-scale hydraulic property variation to be represented

that can be specified based on the zonation alone. Thus, the

modeler is relieved of the responsibility of designing a

zonation pattern prior to the model run. An exponential

variogram in concert with an ordinary Kriging approach

was used for spatial interpolation.

Regularization

Since PEST adjusts the parameter values automatically, the

parameters may stay outside a physically acceptable range.

Therefore, parameter bounds can be used to limit the

adjustment of parameters to a range that is physically

acceptable. Adding such constraints to parameters is

known as regularization. Two different constraints were set

for the lower bound of hydraulic conductivity; scenario A,

with a lower constraint of 10�8 m day-1, and scenario B,

with a lower constraint of 10�16 m day-1. An upper bound

Fig. 5 Hydraulic head map and

observation points. The polygon

represents Berlin border. The

observation points were used in

PEST to adjust the hydraulic

conductivity of the Rupelian

Clay layer. a Initial hydraulic

head map includes 17662 data

points. b The hydraulic head

map was resampled by 31

observation points. The

resampled map assured an

accuracy of ±1.5 m
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of 10�3 m day-1 was applied for both scenarios A and

B. The lower limit of 10�8 m day-1 is a representative

value of measured hydraulic conductivity for clay, e.g.,

Domenico and Schwart (1990), and the lower limit of

10�16 m day-1 is a representative value of hydraulic con-

ductivity for the Rupelian Clay.

Results

Utilizing the inverse modeling approach, the hydraulic

conductivity map of the Rupelian Clay layer was deter-

mined. Figure 6 illustrates the objective function versus the

number of iterations between FEFLOW and PEST. The

optimization simulation of scenario A converges after 26

iterations, where the relative phi reduction between itera-

tions i� 1 and i, ðUi�1 � UiÞ=Ui�1 is\0.03. The conver-

gence occurred when the calculated hydraulic heads are not

sensitive to a change in the hydraulic conductivity (the

Jacobian matrix approached zero). This is the case for

0:84% of the initial objective function, Uinit. The scenario

B included a wider range of the hydraulic conductivity in

the optimization simulation. The minimum of the objective

function (U) was obtained after seven iterations at 0:86%

of Uinit.

Figure 7a presents the results of the inverse modeling by

assuming a lower bound of 10�8 m day-1 for the Rupelian

Clay layer. The hydraulic conductivity map of the Rupelian

Clay layer can be divided into three zones: a western zone,

a transition zone and a highly conductive zones in the

Northeast and Southeast. In general, the hydraulic con-

ductivity increases from west to east. For the western part

of Berlin, the hydraulic conductivity is as low as 10�8

m day-1 . There are two highly conductive zones close to

border of Berlin in the Northeast and Southeast. There, the

hydraulic conductivity approaches the upper limit of 10�3

m day-1. There is a transition zone between the western

zone and the highly conductive zones, separated by a low

hydraulic conductivity zone in the East, outside of the

Berlin border. The hydraulic conductivity in the transition

zone ranges between 10�4 and 10�6 m day-1.

Figure 7b illustrates the hydraulic conductivity map

derived by the inverse modeling approach and a lower

bound of 10�16 m day-1. Both scenarios (A and B) show

some similarities in the distribution of hydraulic conduc-

tivity. For example, the hydraulic conductivity approaches

the lower limits in the western zone and increases toward
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Fig. 6 The normalized objective function as a function of optimiza-

tion iteration number. The objective function was modified after each

iteration and approached a minimum value (see Eq. 10 in ‘‘Ap-

pendix 3’’). Two different scenarios, corresponding to two lower

bounds of hydraulic conductivity for the Rupelian Clay, were

compared. Scenario A: a lower bound of 10�8 m day-1 and an upper

bound of 10�3 m day-1 were applied. Scenario B: a lower bound of

10�16 m day-1 and an upper bound of 10�3 m day-1 were applied

Fig. 7 Spatial distribution of hydraulic conductivity of the Rupelian

Clay. Three different zones were recognized: a western zone, a

transition zone and highly conductive zones in the Northeast and

Southeast of Berlin. a Scenario A: hydraulic conductivity of the

Rupelian Clay K. b Scenario B: hydraulic conductivity of the

Rupelian Clay K
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the east. In both scenarios, highly conductive zones are

present in the Southeast and the Northeast of the Berlin

border. The estimated hydraulic conductivities in the

Southeast is as high as 10�3 m day-1 and in the Northeast

is as high as 10�4 m day-1 for both scenarios. The main

difference between these two scenarios (regularizations) is

the size of the impervious zone, the zone with a hydraulic

conductivity lower than 10�7 m day-1. This impervious

zone is widely distributed in regularization A, while it is

more restricted to the western region in scenario B. Fur-

thermore, scenario A presents a larger highly conductive

zone in the Northeast of Berlin in comparison with scenario

B. In contrast, scenario B shows a slightly larger highly

conductive zone in the Southeast of Berlin.

Figure 8 shows the relation between simulated and

observed hydraulic heads for both scenarios. The regres-

sion coefficients and standard deviation for both scenarios

were compared. Scenario A results in a regression coeffi-

cient of 0.8062 and standard deviation of 3.69 between

simulated and observed data (see Fig. 8a). These values for

scenario B are a regression coefficient of 0.8015 and a

standard deviation of 3.77 (see Fig. 8b).

Having the hydraulic conductivity field of the Rupelian

Clay modified, consequences are expected for the coupled

fluid flow and heat transport. Therefore, the temperature

field for the modified distribution of the hydraulic con-

ductivity was calculated and compared with the initial

model.

Forward simulation: the effect of aquitard hydraulic

conductivity distribution on the temperature field

Using the updated hydraulic conductivity of the Rupelian

Clay as input parameter in an improved forward simula-

tion, the temperature field was investigated by performing a

transient simulation for 108 days of computational time.

The final results were compared with the results of the

initial model. The same hydraulic head boundary condition

as in the initial model was applied to distinguish the effect

of the aquitard hydraulic conductivity distribution on the

temperature field. Both derived hydraulic conductivity

maps of scenario A and scenario B were employed to

predict the temperature fields. Table 1 summarizes tem-

perature values for both scenarios at different depths below

sea level. Table 1 shows that minimum, maximum and

mean value of temperatures are quite similar below 2000 m

for both scenarios. In contrast to scenario A, scenario

B presents a slightly colder thermal field above 2000 m.

A lower bound of hydraulic conductivity of 10�8

m day-1 in scenario A is more close to the laboratory

measured values for Clay. Moreover, scenario A better

approximates the distribution of the Rupelian Clay layer

that is provided by newly available data (see ‘‘Model val-

idation’’ section). Therefore, scenario A was chosen to be

the base case. Figure 9 shows the predicted temperature

values at the top of the Rupelian Clay for scenario A. The

temperatures are higher in the Northwest and at the

southern border of Berlin, where the Rupelian Clay is

buried to more than 200 m depth (see Fig. 4).
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Fig. 8 A comparison between simulated and observed hydraulic

heads. a Scenario A: simulated hydraulic head versus observed

hydraulic head (HH). b Scenario B: simulated hydraulic head versus

observed hydraulic head (HH)

Table 1 A comparison between predicted temperature fields by

scenario A and scenario B

Depth (m�) Temperature (�C)

Scenario A Scenario B

Min Max Mean Min Max Mean

100 10.4 16.8 13.5 10.1 16.8 13.5

500 15.7 34.2 25.8 12.4 34.2 25.6

1000 29.7 50.0 42.3 24.9 49.6 42.1

2000 65.8 85.7 77.7 65.6 85.5 77.5

3000 90.8 110.2 102.5 88.5 109.9 102.4

4000 115.1 140.5 130.2 115.0 140.3 130.0

5000 152.2 177.5 167.4 152.1 177.5 167.6
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Temperature measurements from two wells, Velten

and Wartenberg, were used to check the accuracy of the

predicted temperatures. Calculated temperatures were

plotted versus depth and compared with measured

temperatures at existing boreholes (Fig. 10a, b).

Comparing depth versus temperature plots of calculated

and measured temperatures (Fig. 10a, b) reveals that

calculated temperatures at Velten borehole match the

measurements very well. Here, the modeled temperature

is up to 4 �C warmer than the measured temperature

below 1400 m. The measured temperatures at the

Wartenberg borehole are colder than calculated tem-

peratures at shallow depths and match the calculated

temperature below 1200 m.

Figure 11a shows the temperature differences between

the initial and updated model (scenario A) for the top of the

Fig. 9 The predicted temperature field at top of the Rupelian Clay

(scenario A)

Fig. 10 The model predicted temperatures are compared with

measured log temperatures at Velten and Wartenberg boreholes.

The predicted temperatures are in the range of borehole-log

measurements and follow the same trends. a Temperature versus

depth. The predicted and measured temperatures at Velten borehole

(V). b Temperature versus depth. The predicted and measured

temperatures at Wartenberg borehole (W)

Fig. 11 The temperature field was modified with respect to changes

in hydraulic conductivity of the Rupelian Clay (scenario A). The

negative temperature difference can be correlated with a strong

decrease in conductivity of the Rupelian Clay. a Temperature

difference between updated and initial temperature field at the top

of the Rupelian Clay layer. b The ratio between initial and updated

(new) hydraulic conductivities at hydrogeological windows (scenario

A)

cFig. 12 Difference between temperature fields as calculated by the

updated model and by the initial model at different depths (below sea

level). Overall, predicted temperature differences are altered due to

the changes in hydraulic conductivity of the Rupelian Clay (see

Figs. 2b, 7a). The temperature difference is increasing with increas-

ing depth and is more pronounced at deeper levels. a 100 m. b 500 m.

c 1000 m. d 2000 m. e 3000 m. f 5000 m. g Temperature change, D T

(�C)
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Rupelian Clay layer. The temperature difference inversely

correlates with changes in hydraulic conductivity (see

Fig. 11b). Figure 12 shows the difference between the

temperature fields as calculated by the updated model and

the initial model at different depths of 100, 500, 1000 2000,

3000, and 5000 m.

It can be observed based on the modeling results that

spatially varying interaction between shallow and deep

aquifers, as controlled by variations in hydraulic conduc-

tivity of the aquitard (Rupelian Clay), influences the tem-

perature field and delimits the depth influence of cold surface

water. To quantify the reduced cooling effect of the shallow

groundwater entering deeper aquifers, the predicted tem-

perature field of the updated and initial models (see ‘‘Initial

model: hydrogeological system of Berlin’’ section) was

compared. Figure 12 shows the temperature difference

between two models for different depths and illustrates that

the overall temperature difference increases with increasing

depth. The standard deviation of temperature difference

increases to 2.8 �C down to 1000 m (depth measurements

refers to the depth below sea level hereafter). Below 1000m,

the standard deviation decreases again to 0.94 �C at 5000 m.

The temperature difference map at 100 m depth cuts the

modeled aquifers 1 and 2 that mostly consist of Quaternary

unconsolidated sandstones. Here, the temperature predicted

by the updated model is in average 2:1� 0:7 �C higher

than the one predicted by the initial model. The tempera-

ture map at 500 m depth cuts different geological units: the

Tertiary Rupelian Clay, the Upper and Lower Cretaceous

and the Jurassic. At this depth, temperatures are in average

3:4� 2:4 �C higher than in the initial model. The largest

temperature difference was obtained for the Northeast and

Southeast of Berlin area. Temperature distribution becomes

more uniform and similar toward the larger depths. The

temperature differences vary between 4:2� 2:8 �C,
3:6� 2:0 �C and 3:4� 1:4 �C for 1000, 2000 and 3000 m,

respectively. At 5000 m depth, the temperature differences

are 5.1 �0:94 �C.

Discussion

In this study, we applied an inverse modeling approach to

characterize the hydraulic conductivity of the Rupelian Clay

layer and the location of hydrogeological windows. Then, a

forward modeling was employed to characterize the thermal

field modifications due to change in hydraulic conductivity

of the Rupelian Clay aquitard. The current study includes a

more realistic picture of geology where the parameters are

varying spatially and includes hydrogeological windows as

high conductive areas. The spatial distribution of the aqui-

tard hydraulic conductivity, as representative of theRupelian

Clay distribution, was determined.

Assumptions and limitations

The model presented included inverse modeling and some

initial assumptions that were applied in coupling FEFLOW

and PEST. The initial model employed a thickness-based

distribution of the Rupelian Clay without capturing the

water table to characterize the hydrogeological windows,

while the inverse modeling included the local hydraulic

head data in determining the spatial distribution of

hydraulic conductivity of the Rupelian Clay. A constant

water table and steady-state flow were assumed, which is

justified in the geological time scale; however, the non-

linear interaction between hydraulic conductivity of adja-

cent layers results in the perturbation in the pressure field

(Saltelli et al. 2008; Wainwright et al. 2014) where an

unsteady-state condition is required to be employed. Per-

forming inverse modeling simulations under unsteady-state

conditions is quite time-consuming, particularly for such a

large model. It was also assumed that the physical and

hydraulic properties are homogeneous and constant within

each of the geological layers except within the Rupelian

Clay layer. There are some limited geophysical data

available within Berlin area, albeit the vertical resolution of

the seismic data sets stays above the minimum thickness of

the Rupelian Clay layer, especially in the vicinity of

hydrogeological windows that makes seismic data an

improper tool in detecting hydrogeological windows. The

current approach does not allow to change the geological

structure of the model while changing the material prop-

erties. A more realistic approach might be updating the

geological structure and thickness maps in concert with

material properties. Moreover, the subsurface temperatures

maps, measured or interpolated data, can also be used in

future studies to constrain the thermal conductivity of the

aquifers and aquitards to reduce the uncertainty involved.

Model validation

The updated hydraulic conductivity map of the Rupelian

Clay (Fig. 7a) suggests an alternative placement and dis-

tribution of the Rupelian Clay, and of the hydrogeological

windows included. This mean that the hydrogeological

windows are present only outside of the city borders, and

no interaction between shallow and deep aquifers is

expected below the Berlin area. The modified hydrogeo-

logical windows are located in the Northeast and Southeast

of Berlin. This is in agreement with a recently published

model of Tertiary and Quaternary sediments in the Berlin

area (Limberg et al. 2014) and the more recent map of the

Rupelian Clay thickness [see Fig. 13, courtesy of Frick

et al. (2015)].

Not all the potentially small-scale hydrogeological

windows were captured because of the uncertainty
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involved in available data and the resolution of the inverse

modeling approach.

Thermal field and heat transfer mechanisms

The thermal field varies significantly laterally and verti-

cally in the subsurface of Berlin. Thereby, the main con-

trolling features are found to be the complex structure of

the geological units and accordingly the spatial distribution

of the hydraulic and thermal properties, in response to the

geometry of the Zechstein salt layer, and the geometry of

the impervious Rupelian Clay layer.

The current study predicts that the Rupelian Clay

aquitard is widely distributed and has a quite low hydraulic

conductivity. This has two major consequences: First, the

hydrogeological windows are restricted and the Rupelian

Clay lowers heat conduction to the surface due to its low

thermal conductivity, and secondly, convective heat

transfer and interaction between shallow and deep aquifers

are limited. Therefore, the current model predicts a higher

temperature in particular for deeper salty groundwater

aquifers (see Fig. 12).

Frick et al. (2015) investigated the thermal field of

Berlin area by assuming different heat transfer mechanisms

and performed a sensitivity analysis on the hydraulic

conductivity of the Rupelian Clay. They concluded that the

depth influence of cold surface water is more pronounced

when the hydraulic conductivity of the Rupelian Clay is

higher. The same behavior can be observed, having a dif-

ferent distribution of hydraulic conductivity for the Rupe-

lian Clay (scenarios A and B). The size and distribution of

the impervious zone within the Rupelian Clay [the zone

with hydraulic conductivity lower than 10�7 m day-1]

influence the temperature field (Table 1). The larger the

size of the impervious zone, the lower the groundwater

flow-induced cooling effect. This can be observed partic-

ularly by comparing the temperature profiles at the

Wartenberg well and the warmer temperature profile pre-

dicted by scenario A in comparison with scenario

B (Fig. 10b). The temperature profiles are quite similar at

the Velten well for both scenarios A and B, since the

Rupelian Clay is impervious there, and the interaction

between aquifers is limited (see Fig. 10a). In summary, the

advective heat transport mechanism is the dominant heat

transport mechanism within the aquifers and hydrogeo-

logical windows, whereas the conductive heat transport

prevails within the aquitards.

The temperature predicted by the updated model at

shallow depth (100 m) is in average 2:1� 0:7 �C higher

than the one predicted by the initial model. However, this

temperature difference is smaller than temperature differ-

ences at larger depths. This relatively small change in

temperature can be discussed in terms of heat transfer

mechanisms, conduction and advection. The model above

100 m is mostly filled with Quaternary and Tertiary

deposits with a high thermal conductivity of

Fig. 13 A recent thickness map

of the Rupelian Clay based on

new available data. The circles

represent boreholes reaching the

Rupelian Clay (Frick et al.

2015)
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4.8 W m-1 K-1 (‘‘Appendix 1: Table 2’’) that is equal for

initial and updated model. Therefore, the amount of con-

duction heat transfer is expected to be identical for both

initial and updated models in this shallow depth. However,

the larger impervious zone at the updated model retards the

current of cold surface water downwards. Consequently,

the shallow aquifer above the updated Rupelian Clay stays

warmer than in the initial model.

At larger depth, the cooling effect of surface water

decreases due to the reduced hydraulic conductivity in the

domains where hydrogeological windows existed in the

initial model. Consequently, less cold surface water pene-

trates to deeper groundwater aquifers, leading to also

warmer temperature at large depths, where the values of

porosity and hydraulic conductivity are decreased.

The standard deviation of the temperature difference is

zero at the top surface of the model (constant temperature).

It increases to 2.8 �C with increasing depth to 1000 m,

decreases at larger depths, and is zero again at the base of

the model in response to the imposed boundary condition.

Accordingly, the standard deviation of the temperature

difference is governed by the distance to the thermal model

boundaries, by the degree of modification of the hydraulic

conductivity, and by heat transfer processes active within

the respective depth range.

Applications of the updated map of the Rupelian

Clay hydraulic conductivity

The updated map of the Rupelian Clay hydraulic conduc-

tivity can be used to determine the degree of hydraulic

decoupling between shallow and deep aquifers. That is,

decoupling is more pronounced in the West of Berlin

where the hydraulic conductivity of the Rupelian Clay

aquitard is lower. This decoupling is of major importance

for groundwater supply as the freshwater should be pro-

tected with respect to contamination by deep saline brine.

A second aspect of this hydraulic decoupling is related

to deep penetration of the cold surface water. This aspect

results in higher temperatures below areas where the

Rupelian Clay layer conductivity is low and consequently

is more prospective for geothermal energy exploration.

Conclusion

An inversion approach was successfully examined to charac-

terize a preexisting geological model. The inversion approach

estimated the spatial distribution of hydraulic conductivity of a

specific aquitard controlling the depth influence of fresh surface

water by minimizing the weighted sum of the squared differ-

ence between calculated and observed hydraulic heads. Using

this approach makes it possible not only to constrain the aqui-

tard hydraulic conductivity but also to detect lateral variations

of this parameter in geological models.

For the case study addressed, the results of the inverse

modeling suggest a more continuous distribution of the

aquitard formation in comparison with earlier model. As

this layer separates shallow and deep aquifers, its distri-

bution is the key for the potential penetration of cold

shallow water to deeper aquifers.

The spatial variation of the hydraulic conductivity of the

Rupelian Clay layer suggests areal lithological and compo-

sitional heterogeneities within the Rupelian Clay. In addi-

tion, the updated map of the Rupelian Clay hydraulic

conductivity indicates that the Rupelian Clay is a continuous

layer below the largest part of Berlin and separates shallow

freshwater and deep saline aquifers and that the hydrogeo-

logical windows are smaller than assumed in earlier models.

Consequently, the convective and advective heat and

mass transfer between shallow and deep aquifers below

Berlin is most likely limited. The temperature change

resulting from the continuity of the Rupelian aquitard

results in higher temperatures at depths relevant for deep

geothermal exploration below the Rupelian Clay.

Potential future studies should continuously update the

structural model of the subsurface of Berlin and aim for

further validation of the model based on the temperature

and pressure data, to assess the uncertainties involved.
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Appendix 1: Properties

Appendix 2: FEFLOW

FEFLOWTM is a finite element-based software package for

modeling fluid flow, solute transport and/or heat transport

processes in the subsurface (Diersch 2014). The governing

equations for unsaturated–saturated flow and heat transport

are derived from macroscopic conservation principles for

mass, linear momentum and energy.

S0
oh

ot
�r : q ¼ Q ð1Þ

q ¼ �K
lf0
lf

rhþ qf � qf0
qf0

ĝ

 !
ð2Þ

Sf ðwÞ�qf cf þð1� �Þqscs
� �oT

ot
þqf cf q:rT

�r: ðKf þð1� �ÞKsIÞrT
� �

þqf cf QhðT�T0Þ¼QTðwÞ
ð3Þ

All parameters and their units are given in List of Nota-

tions. The formulation for steady-state condition can be

derived by assuming that partial derivatives with respect to

time are zero.

Themodeling approach is based on a residual flowmethod

described by Desai and Li (1983). The fixed grid technique

mimics the unsaturated flow condition. That is, the physical

unsaturated flow is avoided. The element is assumed to be

saturated if all its nodes have positive pressure head values

(w[ 0). It would be assumed partially saturated if pressure

head changes its sign between upper and lower nodes at one

element. The element is fully unsaturated if pressure head at

all nodes is negative (w\0). The pseudo-saturation for each

element is a piecewise function of pressure head:

Se ¼
1þ ð1� SerÞw

he
; if � he\w\0

1; if w� 0

Ser ; if w� � he

8><
>:

9>=
>;

A fixed mesh strategy was employed to calculate the ver-

tical location of the free surface (Desai and Li 1983). The

depth position of the free surface was computed from the

pressure head p ¼ h� z. The fixed mesh approach

approximates the solution by assuming a linear relation

between hydraulic conductivity and storage coefficient

(0.0001 [1/m]) as a function of pressure head between

saturated and unsaturated zone.

Table 2 The average rock thermal and hydraulic properties as input parameter to the model

Geological units Radiogenic heat prd. Rock heat cap. Solid thermal conductivity Porosity Hydraulic cond.

(W m-1 K-1) (kJ kg-1 K-1) (W m-1 K-1) (–) (m day-1)

Quaternary 1 0.9 2.16 4.8 0.311 0.001

Tertiary 1 0.9 2.16 4.8 0.311 0.001

Tertiary 2 0.9 2.16 4.8 0.311 0.001

Tertiary 3 1.0 2.16 4.8 0.311 0.001

Rupelian Clay 1.3 2.36 2.2 0.194 0.0001

Pre-Rupelian Clay 1.3 2.26 3.9 0.255 0.001

Upper Cretaceous 0.6 2.29 3.1 0.11 0.05

Lower Cretaceous 1.5 2.29 2.6 0.11 0.05

Jurassic 1.5 2.25 3.2 0.189 0.05

Keuper 1.6 2.32 2.6 0.128 0.01

Muschelkalk 1.0 2.25 2.4 0.036 0.0000001

Upper Buntsandstein 1.8 2.19 3.1 0.025 6.7 �10�4

Middle Buntsandstein 1.8 2.39 2.2 0.134 0.06

Lower Buntsandstein 1.8 2.39 1.9 0.049 6.7 �10�4

Zechstein 0.4 1.94 4.5 0.005 0.0001

Rotliegend sandstone 1.4 2.18 3.2 0.078 5.26 �10�3

Volcanics 2.9 2.6 2.5 0.031 0.00009

Base 2.8 2.3 2.2 0.01 0.0000001

The upper aquifers and aquitard in NGB mainly consist of clay and sandstone. The hydraulic conductivity of clay ranges from 10�8 to 10�3

m day-1 and the hydraulic conductivity of sandstone ranges from 10�5 to 1 m day-1. The value of water thermal conductivity is 0.65 Wm�1K�1
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Appendix 3: PEST (Parameter ESTimation)

The parameter estimation attempts to adjust unknown

model parameters, such that observations are reproduced

utilizing an inverse modeling approach, a mathematical

method for determining optimal values of model parame-

ters. In forward modeling, a set of model parameters, initial

and boundary conditions are defined to predict the

hydraulic head and temperature field. In contrast, the

inverse approach uses observed fields (e.g., measured

hydraulic head h) to constrain model parameters (e.g.,

hydraulic conductivity K).

First, the Jacobian matrix is calculated. The elements of

the Jacobian matrix are partial differences of observations

with respect to the parameters. The partial derivative for

each pair of parameters can be calculated by a finite dif-

ference approximation. Second, a parameter upgrade vec-

tor b is calculated to estimate the next improvements

toward the minimum objective function, where it deter-

mines the magnitude (step length) and direction toward the

minimum objective function.

Assuming a system of equations that includes an input

matrix, X as a m � n matrix of known measurements, with

m rows and n columns, b as a vector of order n (unknown

parameters) and an observation vector y of order m, the

matrix system of equations can be written as:

Xb ¼ y ð4Þ

The measurements matrix X could include different sets of

known parameters, such as layer boundaries, position of

electrical signal recorders, inflow across model boundaries,

borehole pressure or hydraulic heads. The unknown parame-

ters could be permeability or hydraulic conductivity.

The linear model with several input parameters and

variables is given by the following equation:

xp1b1 þ xp2b2 þ � � � þ xpnbn ¼ yp ð5Þ

If the system of equations is linear, the inverse problem can

be solved using linear algebra either by using an inversed

method (b ¼ X�1y) or by employing iterative methods,

where the residual vector e would be minimized.

e ¼ y� Xb ð6Þ

In a nonlinear system, PEST minimizes the sum of squares

of residuals U ¼ Re2i , to approximate the best vector of

variables b. That is, the optimum parameter set, b, can be

defined as that for which the sum of squared deviations

between model-generated observations and experimental

observations is reduced to a minimum.

U ¼ Re2i ¼ ete ¼ ky� Xbk2 ¼ ðy� XbÞTðy� XbÞ ð7Þ

where U is the cost function or the least-square estimator,

�k k is the Euclidean norm, and superscript T stands for

transpose matrix. Xb is an approximation of y, and the

smaller the difference between observation vector y and Xb

the better the approximation.

Furthermore, PEST uses a nonlinear estimation tech-

nique known as the Gauss–Marquardt–Levenberg algo-

rithm (GMLA) to optimize the magnitude (step length) and

the direction of upgrade of vector b toward minimum. This

technique combines two different methods to converge

faster toward the minimum objective function: the method

of gradient descent and the Gauss–Newton method. The

gradient descent takes steps, db, proportional to the nega-

tive of Jacobian matrix, JðbÞ ¼ rUðbÞ or the first deriva-

tive of the objective function at the current point, to

generate a new estimate of b. The Newton method is using

a second-order Taylor expansion series to estimate b and

requires that the Hessian matrix H(b), second derivative of

the objective function, is calculated.

Uðbþ dbÞ ¼ UðbÞ þ JTdbþ 1

2
dbHdb ð8Þ

However, the second derivative of objective function is

challenging to compute; thus, a modified approach (Gauss–

Newton method) approximates the second derivative by the

Jacobian product (Jacobian matrix, J, times its transpose,

JT ).

Uðbþ dbÞ ¼ UðbÞ þ JTdbþ dbJTJdb ð9Þ

The GMLA interpolates between the Gauss–Newton

algorithm and the method of gradient descent by a scaling

parameter, k. k has higher values usually at the beginning

of minimization, indicating that gradient descent is domi-

nant and step lengths toward the minimum of the objective

function are larger. As long as the objective function

approaches its minimum, the value of k decreases and the

step lengths shorten. The advantage of this method in

comparison with other methods is that it requires a smaller

number of runs.

In order to give preference to a particular solution with

desirable properties, the regularization objective function,

/r, is included in the minimization of the global objective

function U, with some suitably chosen multiplier x:

U ¼ /m þ x/r ð10Þ
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