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Abstract This work presents a series of solid–fluid-cou-

pled simulations of a natural fractured limestone sample.

The aim of this paper is to investigate the effects of the

fluid injection on its mechanical behaviour on the particle–

scale. A detailed study of the influence of the fluid flow on

the microstructure of the virtual model, including its

internal stress state, the fracture initialization and propa-

gation, and also the interactions between the existing

fracturing networks and the new hydraulically induced

fractures, has been performed. The results show that the

change of the angle of the natural fracture alters the

internal stress pattern of the model, concluding that for

fractures between 15� and 45�, the stress regime below the

fracture is always higher than the one related with the

fractures between 45� and 90�. Furthermore, the propaga-

tion of cracks has also been affected by the fracture angle,

where for fractures below 45�, the cracks tend to propagate

downwards and travelling mostly as a group of cracks. In

contrast, for fractures above 45�, easier upwards movement

of the cracks and the formation of clusters that stray from

the main volume of cracks are observed. The overall

fracture growth is in agreement with what conventional

theory generally states, where a hydraulic fracture is

extended along the direction of the maximum compressive

principal stress. However, the magnitude of this observa-

tion was restricted by the sample dimensions due to

increased computational time for larger samples. Finally,

the relationship between the important cracking events

(abrupt increases of microcracks) and the energy release

within the model confirms the postulate that bond breakage

causes further movement of particles and therefore

increases the internal kinetic energy.

Keywords Hydraulic fracturing � Rocks � Induced

fractures � Discrete element methodology (DEM) �
Numerical modelling

Introduction

Hydraulic fracturing or fracking is a technique used in

mining and involves the controlled cracking of the forma-

tion with the use of high-pressure liquid fluids. This process

has been used for several decades in the oil and gas industry

for enhanced oil recovery (EOR) and enhanced gas recov-

ery (EGR), especially in the US, to extract more oil/gas

through deep rock formations (Economides and Martin

2007; Kasza and Wilk 2012; Rahm 2011). Hydraulic frac-

turing is a combination of processes, such as the deforma-

tion of the formation due to an external mechanical load

(i.e. pressure), the fluid flow through the induced cracks and

the crack propagation (Adachi et al. 2007; Eshiet and Sheng

2010). While the technology behind these processes has

been used for more than 30 years, underground formations

constitute a complex system of variables (rock and well

properties) that are not fully known and thus are still under

investigation (Economides and Nolte 2000).

The application and benefits of hydraulic fracturing are

far reaching. Although it is traditionally used for EOR and

EGR practices, especially in unconventionally produced

reservoirs, the concepts, accumulated experience and

understanding of the phenomenon, can be readily applied
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in other operations. Geo-environmental problems are often

associated with operations such as CO2 sequestration

(Eshiet and Sheng 2014a, b), underground coal gasification

and the exploitation of thermal energy. One of the risks of

CO2 injection and storage is linked directly to uncontrolled

build-up of injected and formation fluid pressures to levels

that may cause underground movements, deformation and

fracturing. These have several implications as suggested by

geo-mechanical studies carried out to understand the

impact in relation to the structure of geological formations

(Eshiet and Sheng 2014a, b) and to assess the susceptibility

of constructions surrounding the injection point (Eshiet and

Sheng 2014b). Even in saline aquifers, which offer a

considerable resource for long-term storage of CO2, con-

tainment and injectivity, are subject to the suitability of

reservoir characteristics (Tran Ngoc et al. 2014). Indis-

criminate creation of fractures may ultimately result in the

creation of pathways that could lead to the contamination

of subsurface freshwater reserves. On the other hand, an

aquifer permeability that is too low may attenuate the flow

process despite being contained within the aquifer.

Extended research has been made in the past in order to

analyse the hydraulic fracturing process with most of them

involving the mechanical response of hydraulically pres-

surized intact rocks at the microscale (Eshiet et al. 2013;

Eshiet and Sheng (2014b); Haimson 2004; Hamidi and

Mortazavi 2014; Nagel et al. 2011; Shimizu et al. 2011;

Sousani et al. 2014; Weng et al. 2011), shale–proppant

interactions (Deng et al. 2014) or numerical experiments on

large-scale jointed rock masses (Mas Ivars et al. 2011).

However, the behaviour of natural fractured rocks, and more

specifically the interaction between the existing and the new

hydraulic fractures, which this work deals with, is in an early

stage of development and thus constitutes an essential task.

In this paper, a combination between the discrete element

methodology (DEM) and the Lattice-Boltzmann method

(Chen and Doolen 1998) based on the discretized version of

the Navier–Stokes equations for porous media has been

employed to build the solid part of the virtual limestone

assembly and simulate the fluid flow. There are other tech-

niques for simulating fluid flow in fractured masses in order

to investigate the effect of high external mechanical load to

groundwater flow and/or the simulation of pore pressure,

both significant to ongoing operations (Wang et al. 2004;

Wu et al. 2011). These include the computational fluid

dynamics (CFD) and direct numerical simulation (Dong

2007; Moin and Mahesh 1998), the Continuum Medium

approach (Zhu et al. 2014) and discrete fracture network and

methods coupling both continuum and discrete media (Hu-

ang et al. 2014). However, each individual approach has its

own limitations, such as restrictions on describing large-

scale regions or partial production of detailed set of the

geometrical parameters for individual fractures.

The DEM technique has been incorporated into PFC3D

(particle flow code) (Itasca-Consulting-Group 2008c)

based on particles that are connected by parallel bonds,

replicating the cementation between grains in real rock

formations. The technique allows the identification of

systems at the microscale governing the fracture propaga-

tion, evaluates the influence of different rock matrixes on

the hydraulic fracturing behaviour and provides further

insight to the conductivity at the microscale. In order to

build on the progress in modelling the macroscopic

behaviour of the material, statistical assumptions on the

interactions between the PFC particles, used to replicate

the real rock, has to be considered. Nevertheless, accuracy

can be achieved through a large number of particles but

simulation efficiency is still a key limitation. Currently,

software packages running on high-end personal computers

used to perform DEM studies on fracture mechanics at the

microscale are restricted at around 5 9 105 particles.

DEM theoretical background

PFC3D calculation cycle and stress distribution

The Discrete Element Methodology (DEM) is based on the

generation of a virtual assembly of particles interacting

with each other, and this is translated into a general contact

law that is applied to the particles and their bonds. The two

basic laws used repeatedly at every time step of the DEM

calculations are Newton’s second law for particles and a

force–displacement law at the contacts. More specifically,

Newton’s second law is applied in order to calculate the

motion of particles due to contact and the resulting body

forces (updated velocities and locations), and the force–

displacement law provides the updated contact forces

derived from the relative displacements of particles at the

contacts. Furthermore, Newton’s second law is not applied

for the walls as their movement is directly specified by the

user, and thus, only the force–displacement law is appli-

cable (Itasca-Consulting-Group 2008d).

Newton’s law of motion between particles involves

displacement, velocity and acceleration, whereas the rota-

tional motion of the particles is described in terms of the

angular velocity and angular acceleration. Furthermore, in

PFC, the DEM analysis is a fully dynamic method and thus

local damping, which acts on each ball, is necessary to

dissipate kinetic energy. For any particle in translational

motion, the equation of motion is given by

Fi þ Fd
i ¼ m€xi;

I _x i�3;ð Þ

�
for i ¼ 1; 2; 3

for i ¼ 4; 5; 6
ð1Þ

where Fi is the generalized force which includes the

gravitational force, Fi
d is the damping force, m is the
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particle’s mass, €xi is the particle’s translational accel-

eration, I is the moment of inertia, and _x is the angular

acceleration. The dots ‘‘.’’ on top of the variables

denote derivatives with respect to time and the subscript

‘‘i’’, is a free index that denotes the direction of the

movement (i = 1–3 translational movements and 4–6

rotation).

Integrating the Eq. (1) yields the particle’s generalized

velocity Ui given by

Ui ¼
_xi for i ¼ 1; 2; 3

xði�3Þ for i ¼ 4; 5; 6

�
ð2Þ

where _xi and x are the particle’s translational and angular

velocities, respectively. The general equations describing

the damping force is as follows:

Fd
i ¼ �a Fij jsignðUiÞ ð3Þ

where a is a non-dimensional frequency-independent

damping constant with a default value of 0.7. From

Eq. (3) it is obvious that only accelerating movement is

damped, ensuring that no damping occurs in a steady-

state motion.

A parallel bond can be translated as a set of elastic

springs that are evenly distributed over a circular cross

section in the contact plane and their centres at the contact

point. Furthermore, they have a similar behaviour to a

beam of length L as shown in Fig. 1b. For the case of two

particles in contact with a parallel bond, they are assumed

to be spheres in PFC3D. As shown in Fig. 1a, the action of

particle A on particle B due to the parallel bond is as

follows:

The force–displacement lLaw relates the forces applied

on the system with the particles’ mass and acceleration, an

inertial damping coefficient necessary to dissipate kinetic

energy, the resulting moment at each particle individually

and at the system as a whole. The forces and moments are

given by

Fi ¼ Fn
i þ Fs

i ð4Þ

Mi ¼ Mn
i þMs

i ð5Þ

where Fi, and Mi, are the total force and moment vectors

and Fi
n, Fi

s, Mn
i , and Mi

s are the axial and shear components

with respect to the contact plane, respectively. The sub-

script ‘‘i’’ is a free index that denotes the direction of the

axis.

At the beginning of bond creation, the initial Fi and Mi

are set to zero, but each relative displacement and rotation

increment results in an increment in the values of elastic

force and moment. These are added to the previous

quantities, so that the total quantity at any time-step is

given by

Fn
i ¼ ðFn

i Þt þ ðDFn
i Þtþ1

Fs
i ¼ ðFs

i Þt þ ðDFs
i Þtþ1

Mn
i ¼ ðMn

i Þt þ ðDMn
i Þtþ1

Ms
i ¼ ðMs

i Þt þ ðDMs
i Þtþ1

ð6Þ

The increments of the elastic force, as well as the

moment, are given as follows:

DFn
i ¼ ð�knADUnÞni

DFs
i ¼ �ksADUs

i

DMn
i ¼ ð�knJDhnÞni

DMs
i ¼ �ksIDhsi

ð7Þ

with DUI ¼ ViDt and Dhi = (xi
B - xi

A)t.

where kn,ks are the normal and shear stiffnesses of the

bond, respectively; Vi is the relevant motion at the contact;

DUn, DUs
i are the normal and shear displacement overlaps,

respectively; and A, J, and I are the area, polar moment of

inertia and moment of inertia of the cross section of the

bond, respectively. These sub-quantities are given by

Fig. 1 Schematic of the a force between two particle spheres due to

the presence of the parallel bond, and b parallel bond as a cylinder

(Itasca-Consulting-Group 2008d)
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kn ¼ Ec=L

ks ¼ 12IEc

AL3
¼ 3pR4Ec

pR2L3

Vi ¼ ð _xiÞB � ð _xiÞA
A ¼ pR2

I ¼ 1=4pR
4

J ¼ 1=2pR
4

ð8Þ

where Ec is the Young’s modulus of the bond; _xi is the

translational velocity of the particles B and A, respectively;

and xi is the rotational velocity of the particle.The distri-

bution of the stress due to the parallel bonds and the

interaction between the particles are calculated at every

time-step. The maximum values of the tensile and shear

stresses on the parallel bond perimeters are calculated using

the general equation of stress following the beam theory:

rmax ¼ �Fn
i

A
þMs

i

I
R

smax ¼
FS
i

�� ��
A

þ
Mn

i

�� ��
J

R

ð9Þ

Furthermore, stress is considered a continuum quantity

and, hence, does not exist at every time-step in the PFC3D

model because the model is discrete. The contact forces and

displacements, attributed to the particle movement and used

for the investigation of the mechanical behaviour of the

model in the microscale, cannot be converted directly to a

continuum model. They must follow a process of averaging

its quantities in order to make the transition from the

microscale to continuum. With the assumption that the stress

is continuous and in equilibrium for each particle, the average

stress in a measurement region can be expressed as follows:

�rij ¼ 1 � n=
X
Np

V pð Þ

 ! X
Np

X
N

ðpÞ
c

ðx cð Þ
i � x

pð Þ
i ÞFðc;pÞ

j

0
@

1
A

ð10Þ

where �rij is the stress acting throughout the measurement

region, n is the porosity andNp is the number of particles in that

region.V(p) is the volume of the particle (p), xi is the location of a

particle centroid and its contact, andFj is the force acting on the

particle p at contact c, respectively (Potyondy and Cundall

2004). The latter includes the normal and shear forces from

Eq. (4) but neglects the parallel-bond moment.

Crack-growth theory

As already known, a microcrack in the PFC3D assembly is

the subsequent bond breakage between two bonded parti-

cles. More specifically, each contact point develops a

maximum tensile strength in the normal direction and

maximum shear contact-force strength due to the contact

bond. Therefore, every time either the maximum tensile or

shear force exceeds the tensile or shear strength (rmax � �rij,
smax � �s) of the spring (bond), then the parallel bond

breaks. Thus, the number and the position of the possible

microcracks are limited by the number and the position of

the parallel bonds in the virtual assembly. In this work, the

material demonstrates brittle behaviour under continuously

increased load which is directly related to the presence of

numerous microcracks propagated throughout the sample.

The shift of this behaviour in a larger scale and hence, the

transition from microcracks to macrocracks, with a con-

tinuously increased load, can describe the brittle behaviour

of a real rock or reservoir.

There are in general two computational methods for

modelling this behaviour: the indirect method, where the

damage is represented through its effects on the constitutive

relations (continuous mechanics) and the direct method,

with the monitoring and tracking of the microcracks (Pot-

yondy and Cundall 2004). In most indirect approaches, the

material is considered to be continuous, and thus the rele-

vant quantities of the material degradation are averaged in

order to be used in fundamental relations and to characterize

the microstructural damage (Krajcinovic 2000). In contrast,

most direct approaches consider the material as a collection

of structural units, such as springs and beams, or discrete

particles bonded together at their contacts. Furthermore,

they use the breakage of each structural unit or bond to

characterize the damage (Schlangen and Garboczi 1997).

In the past, it was difficult to characterize problems with

specific boundary conditions, such as the solution of a

solid-boundary problem involving complicated deforma-

tion, using direct methods. Furthermore, these direct

methods were used in order to study the general behaviour

of the problem and develop complex relations that the

indirect methods will use later to solve the problem.

However, modern computers possess the required pro-

cessing power to enable simulation of the entire problem

bypassing the development of complex relations. Model-

ling the damage of a rock sample in PFC is such an

example and falls into the category of the direct method.

The interpretation of its mechanical behaviour is a complex

procedure, due to extensive microcracking, and it is diffi-

cult to be discribed accurately with the use of continuum

mechanics (Itasca-Consulting-Group 2008b).

Derivation of macroscopic parameters

Uniaxial and Brazilian tests

In the DEM logic, the macroscale properties of the sample

cannot be directly described. They come as the result of the
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interactions among the particles, and thus a micro-property

process has to be set (Potyondy and Cundall 2004). A

number of micro-properties are assigned between the par-

ticles and their contacts, and these in turn affect the

resulting interactions. After the model has been fully

developed, a fluid grid is set surrounding the sample in

order to calculate the required quantities from each cell.

The calibration process is built upon a series of

Uniaxial, Brazilian and single edge notch bending tests

(SENB), using the 3D version of the PFC. The aim of these

tests is to calibrate the virtual assembly in order to mimic

the response of a generic real limestone rock by matching

its uniaxial compressive strength (UCS), tensile strength,

elastic properties (Young’s modulus E, and Poisson’s ratio

v) and the mode I fracture toughness (KI) obtained from the

literature (Hallsworth and Knox 1999; Knill et al. 1970;

University-of-Stanford 2013) and the experimental work

by Schmidt (1976) and Assane Oumarou et al. (2009). The

general geo-mechanical properties of a limestone rock

provide a wide range of values (Table 2), and the experi-

mental work by Schmidt and Assane Oumarou delivers the

linkage between the virtual model and actual experimental

data. More specifically, part of Assane Oumarou’s work

was to calculate the UCS and tensile strength on a number

of cored Indiana LS limestone samples. According to his

findings, the average UCS strength was 44 MPa, and the

average tensile strength corresponded to the 1/9th of the

average UCS strength (4.9 MPa). He also conducted a

tensile strength sensitivity analysis concluding that the

material’s tensile strength ranged between 3.1 and

6.2 MPa, validating his sample against the general geo-

mechanical properties. Furthermore, part of Schmidt’s

work on Indiana Limestone was to calculate its tensile

strength and Young’s modulus on a number of specimens.

It was estimated that the material’s tensile strength was

ranging between 4.67 and 5.51 MPa, while its Young’s

modulus ranged between 32.5 and 34.3GPa. The results

showed that Indiana limestone, used from both researchers,

lying well within the range provided from the literature,

and therefore, their findings can be used for the calibration

procedure. Both the Uniaxial and Brazilian tests have been

discussed in detail by Sousani et al. (2014). Further, the

complete set of input data used for the Uniaxial and Bra-

zilian tests of the virtual assembly, named LIM1, is pre-

sented in Table 1.

A number of Uniaxial and Brazilian tests for the LIM1

assembly were repeated in order to confirm that the PFC

results from each test do not deviate, and to evaluate the

possible errors. The UCS and Brazilian results are con-

sidered accurate with an error of 0.14 %, lying within the

wide range of limestone’s elastic constants and strength

(compressive and tensile) provided in the literature

(Table 2) and agreeing with the experimental results

obtained by the aforementioned researchers. The results

obtained from the simulated tests were monitored and

recorded by two different measurement schemes: wall-

based (corrected) and measurement-based methods (Itasca-

Consulting-Group 2008b). The difference between the two

methods is that in the wall-based scheme, the results are

derived from measurements at each ball–wall contact

point, where the effect of possible ball–wall overlap has

been removed, whereas the measurement-based quantities

are derived from three measurement spheres located in the

upper, central and lower portions of the specimen. In terms

Table 1 PFC micro-parameters used for the creation of the limestone

sample (LIM1) and used in the Uniaxial and Brazilian simulated tests

Uniaxial test Brazilian

test

Geometry Sample height (mm) 100 25

Sample diameter (mm) 37.8 50

Sample porosity (%) 15 15

Gravity (m/s2) 9.81 9.81

Particles Ball minimum radius (mm) 0.85 0.85

Ball radius ratio (Rmax/Rmin) 1 1

Radius multiplier 1.0 1.0

Ball density (kg/m3) 2,600 2,600

Ball Young’s modulus (GPa) 30 30

Ball stiffness ratio 1.0 1.0

Ball friction 5.5� 5.5�
Required isotropic stress (MPa) 0.4 0.4

Parallel

bonds

Parallel-bond Young’s modulus

(GPa)

20 20

Parallel-bond normal/shear

stiffness ratio (Pa/m)

1.4 1.4

Parallel-bond normal strength

(MPa)

30 30

Std. deviation of normal strength 30 9 104 30 9 104

Parallel-bond shear strength

(MPa)

39 39

Std. deviation of shear strength 30 9 104 30 9 104

Table 2 Typical geo-mechanical properties of limestone, according

to the literature and test results obtained from the Uniaxial and Bra-

zilian tests (Hallsworth and Knox 1999; Knill et al. 1970; University-

of-Stanford)

Literature Uniaxial and Brazilian

test results

UCS strength (MPa) q = 30–250 q = 54.8 measurement-

based

q = 45 wall-based

Young’s modulus (GPa) E = 15–55 E = 34

Poisson’s ratio v = 0.18–0.33 v = 0.21

Tensile strength (MPa) rs = 5–25 rs = 9.7
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of calibration, even though the measurement-based scheme

provides a more uniform averaged response over the entire

specimen, it results into larger stresses and smaller strains

compared with the wall-based scheme. Thus, it was con-

sidered best for this thesis to calibrate the virtual sample

first by matching the results from the wall-based scheme

with the ones from the literature, and second by using the

measurement-based scheme to obtain the actual properties

of the virtual sample.

Furthermore, the sample showed the expected behaviour

in terms of stress versus strain. Figure 2a illustrates the

typical curves from both schemes (wall-based and mea-

surement-based) characterizing a rigid material that

undergoes an abrupt failure. In the first region of Fig. 2a,

the strength increases linearly with strain, and this corre-

sponds to a recoverable (elastic) deformation, whereas the

second region corresponds to total collapse and non-

reversible changes of its shape. The maximum uniaxial

compressive strength of the sample is 54.8 MPa based on

the measurement-based scheme. Similar behaviour of

almost linear increase of the strength versus strain was also

observed during the Brazilian tensile test (Fig. 2b) with a

maximum strength of about 10 MPa and a sudden decrease

which results in failure.

Single edge notch bending (SENB) test

In the simulated three-point bending test, a rectangular

specimen of dimensions 115 9 25 9 12.5 mm (Fig. 3)

was generated by a standard sample genesis procedure

including (i) generation and compaction of the particles;

(ii) set-up of the isotropic stress to provide internal

equilibrium; (iii) adjustment of particle sizes to reach at

least three contacts with the neighbouring particles and

elimination of those which do not follow the rule; and, (iv)

finalization of the assembly. During this process, the virtual

model consisting of particles and parallel bonds (cemen-

tation) was produced in the specified vessel. A notch has

been created at the centre of the bottom part of the

assembly by deleting the particles contained in the notched

region. The size of both the virtual assembly and the notch

were chosen according to Schmidt’s work (Schmidt 1976)

and the standard test method (ASTM) E1820-01-recom-

mended specifications (ASTM 2001). More specifically,

the size that could provide more accurate results of the

fracture toughness was shown to coincide with the ASTM

for the measurement of fracture toughness for metal alloys.

The procedure was similar to the uniaxial test, where

frictionless walls in the x, y and z directions surround the

vessel, forming an isotropic and well-connected virtual

assembly. Next, all the walls were removed, and the model

was cycled in order to absorb any residual forces caused by

the lateral walls. Two fixed circular walls of high stiffness

were set on the bottom ends of the virtual assembly, in

order to provide the basic support (Fig. 3). Their radius was

3.1 mm, and the span between the supports was 100 mm,

both following the ASTM E1820 guidelines (Rmin = W/8

and S = 4 9 W). The loading platen in this case was

represented by four well-connected particles with strong

contact bonds in order to act as a single unit (Fig. 3). Their

stiffness was much higher than the average particle’s

stiffness, considering their role as a loading platen, and

they were set just above the top surface of the assembly

moving towards the top surface.

Fig. 2 The PFC3D output of the stress versus strain for the a LIM1 limestone assembly used in the simulated Uniaxial test utilising both the

wall-based and measurement-based schemes, and b for the LIM1 limestone assembly used in the simulated Brazilian test
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The complete set of input data used for the SENB test is

summarized in Table 3.

The test was performed with a vertical platen velocity of

up = 0.01 m/s, and the mode I stress intensity factor was

continuously monitored until the failure of the sample, and

the measurement of the fracture toughness follows the

equation given by the ASTM Designation E1820-01:

KI ¼
PS

BBNð Þ
1
2W

3
2

" #
f ða=WÞ ð11Þ

where

in which KI is the mode I stress intensity factor; and P and

S are the loads to failure and the span, respectively. Finally,

a; BN ; W and B are the length of the notch, the depth of

the notch, and the width and the depth of the sample,

respectively.

The loading process was terminated when the required

termination criterion was reached. More specifically, the

stress intensity factor (KI) was continuously monitored,

increasing to a maximum value and then decreasing as

the sample fails. Its maximum value (KImax
) was recor-

ded, and the test was terminated when the current value

of the stress intensity factor became less than 0.3 times

the previously recorded maximum value (KI\
a 9 KImax). Preliminary tests showed that this ratio was

considered to be sufficient for the sample to reach its

maximum fracture toughness, and a drop of more than

30 % in the value of the stress intensity factor indicated

a failure of the sample and thus, this condition was used

as a termination criterion. Figure 4a demonstrates the

progress of the test at intervals, whereas Fig. 4b shows

the profile of the stress intensity factor versus the

opening of the notch and the maximum fracture tough-

ness of the material.

According to the plot, the material’s resistance towards

fracture is gradually increasing, reaching the maximum

value of fracture toughness at 0.670 MPaHm, followed by

a sharp decrease. The relatively low value of the fracture

toughness of the material and the layout of the stress

intensity factor indicate that the material undergoes brittle

failure (Hertzberq 1996).

Fig. 3 Dimensions of the

virtual LIM1 assembly for the

single edge notch bending

(SENB) test

Table 3 Dimensions of the virtual LIM1 assembly and notched

region for the single edge notch bending test

Input data

Sample dimensions Length (mm) 115

Width (mm) 25

Depth (mm) 12.5

Notch dimensions Length a (mm) 12.5

Width W (mm) 1.7

Depth (mm) 12.5

Supports Diameter (mm) 5

Stiffness (GPa/m) 50

Loading platen Diameter (mm) 3.1

Stiffness (GPa/m) 200

Density (kg/cm3) 7,800

Normal strength (GPa) 80

Shear strength (GPa) 80

f a=W
� �

¼
3ða=WÞ1=2

1:99 � ða=WÞð1 � a=WÞ � 2:15 � 3:93 a
W

� �
þ 2:7ða=WÞ2

� �h i

2 1 þ 2a
W

� �
ð1 � a=WÞ3=2

ð12Þ
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Fracture mechanics in DEM

The presence of faults in rocks can contribute towards the

escalation of any applied load as a result of the relationship

between the surrounding loads, the geometry of the faults

and the mechanical properties of the porous medium

(Griffith 1921). Relations that relate the above parameters

are defined in terms of the stress intensity factors. In linear

fracture mechanics (LEFM), there are three different types

of loading that a crack can experience due to external

forces on the material as illustrated in Fig. 5. The most

common type of loading for rocks is the Mode I (Schmidt

1976; Schmidt and Huddle 1977), where the principal load

is applied in a normal direction with respect to the crack

plane and tends to open the faces of the crack.

The SENB test was performed for five limestone

samples of different UCS strength, named LIM1 to

LiM5. The microparameters that control the elasticity of

the samples remained constant, whereas the normal and

shear strengths of the parallel bonds were altered. The

ratio on the shear to normal strength was chosen to be

1.3 based on the experimental work of Assane Oumarou

et al. (2009) for five different samples of Indiana

limestone. According to their findings, the normalized

stress ratio was mainly between 0.5 and 2.0, and

therefore, it was considered best to take the average

value of 1.3. The purpose of this test was to validate the

simulated fracture toughness results with the ones

obtained from the limited existing literature and relate

the simulated SENB test with the LEFM. The test

results showed that the fracture toughness of the PFC

limestone assemblies are in excellent agreement with

those in the work of Schmidt (1976), which gives results

between 0.658 MPaHm and 0.994 MPaHm for 18

limestone samples, thus emulating the actual laboratory

macroscale measurement technique for fracture tough-

ness. Table 4 shows the values of the normal and shear

strengths of the parallel bonds for each PFC sample, as

well as the Uniaxial and the SENB test results. It can be

observed that the values from the SENB test are in

excellent agreement with the experimental values pro-

vided in the work of Schmidt.

Fig. 4 a Progressive damage of the assembly resulting to microcracks at the tip of the notch and towards the top surface of the sample, b stress

intensity factor versus crack opening, maximum value of fracture toughness 0.67 MPaHm

Fig. 5 The three types of fracture toughness modes: a Mode I normal

to the crack plane, b Mode II in-plane shear that tends to slide the

faces of the crack, and c Mode III out-of-plane shear (Anderson 1991)

8458 Environ Earth Sci (2015) 73:8451–8469

123



It is important to point out that in DEM, a PFC particle

must not be correlated with a real rock grain (Itasca-Con-

sulting-Group 2008c). This is due to the fact that the virtual

assembly is a precise microstructural sample and should

not be confused with the microstructure of a rock. The

particles in the PFC are used only as a means to quantize

space and provide a comprehensive description of the

model’s mechanical behaviour in terms of breakage of

bonds (Itasca-Consulting-Group 2008a). For these reasons

and the fact that DEM analysis is based on the disconti-

nuity of the model (due to fractures), it cannot be directly

compared with LEFM techniques. However, with the

assumption that the individual microcracks in DEM are

connected as part of the propagation process of a macro-

scopic fracture, the simulation results can be interpreted by

LEFM. Several researchers have worked on this area

relating the measurements of fracture strength from DEM

with those from LEFM (Huang et al. 2013; Moon et al.

2007; Potyondy and Cundall 2004). The work of Potyondy

and Cundall (2004) related the LEFM to the bonded-par-

ticle model for a synthetic rock. More specifically, they

translated the mode I fracture toughness of an infinite plate

with a horizontal crack subjected to a remote tensile stress

(Fig. 6a), to the following suggested formula for a parallel-

bonded material:

KI ¼ br0t
ffiffiffiffiffiffiffiffiffi
paR

p
ð13Þ

where KI is the mode I fracture toughness; a, b are non-

dimensional constants with a C 1 and b\ 1; r0t is the

normal strength of the parallel bond; and R is the radius of

the particles. Furthermore, LEFM calculates the mode I

fracture toughness of an infinite plate with a inclined crack

subjected to a remote tensile stress (see Fig. 6(b)), given

by:

KI ¼ ry0y0
ffiffiffiffiffiffi
pL

p
¼ rcos2ðuÞ

ffiffiffiffiffiffi
pL

p
ð14Þ

The LIM1 sample has an induced crack at an angle

u = 30� (see Sect. 5), and therefore based on the work of

Potyondy and Cundall (2004), Eq. (13) must be converted

into the following formula:

KI ¼ ½br0t
ffiffiffiffiffiffiffiffiffi
paR

p
� cos2ðuÞ ð15Þ

In this study, the total effects of the parametersa, b were

merged into a single correlation factor l that bridges the

domain between the DEM and the LFM, given by

KI ¼ lr0t
ffiffiffiffiffiffi
pR

p
ð16Þ

Table 4 Input parameters of the normal and shear bond strengths for

the conduction of the UCS and SENB tests, and the results obtained

by the Uniaxial and Single Edge Notch Bending tests

LIM1 LIM2 LIM3 LIM4 LIM5

Parallel-bond normal

strength (MPa)

30 35 40 45 50

Parallel-bond shear

strength (MPa)

39 45.5 52 58.5 65

UCS test results (MPa) 50 60 68 77 86

SENB test results

(MPaHm)

0.670 0.790 0.910 0.990 1.030

Fig. 6 a Infinite plate (width � 2a) with a horizontal crack subjected to a remote tensile stress—KI ¼ r
ffiffiffiffiffiffi
pL

p
, and b infinite plate with a inclined

crack subjected to a tensile stress that is not perpendicular to the crack plane—KI ¼ ry0 y0
ffiffiffiffiffiffi
pL

p
¼ rcos2ðuÞ

ffiffiffiffiffiffi
pL

p
(Anderson 1991)
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More specifically, the factor l is used to determine the

fracture toughness value from Eq. (15). Combining the

values of the fracture toughness obtained from the SENB

test for the samples LIM1 to LIM5 with Eq. (16), we

obtain a relationship between l and KI which gives an

approximate solution:

l ¼ �5 � 10�18K3
I þ 10�11K2

I � 9 � 10�6KI þ 2:8532

ð17Þ

The next research steps include generating more sam-

ples in order to produce a more accurate version of

Eq. (17), which describes the relationship between the

fracture toughness of a material and the DEM correlation

factor more efficiently. Using this method, and combining

the SENB test and Eqs. (15) and (16), we can relate the

results from the SENB test with the fracture toughness

based on the DEM approach. More specifically, inserting

the values of the fracture toughness from the SENB test

into Eq. (16), we can obtain the values for l. Furthermore,

inserting these values in Eq. (15), the values of fracture

toughness based on the DEM approach are derived.

Simulation of the hydraulic fracturing process

The LIM1 sample was considered for the hydraulic frac-

turing test, with a DEM fracture toughness of

0.262 MPaHm. This value was obtained from the

aforementioned method, and it can be observed that is in

good agreement with the SENB fracture toughness

(0.660 MPaHm) of the material. The virtual assembly had

dimensions 60-mm length, 40-mm width and 40-mm depth.

Although there are no guidelines, the dimensions were

carefully chosen so that the sample would be large enough to

enhance the fracking process while also being efficient in

terms of simulation. It comprised 31540 particles of uniform

Fig. 7 Schematics of (a) the

geometry of the induced

fracture of the LIM1 assembly

under the angle of 30�, and

(b) the geometry of all the

induced cracks under the angle

of 30�, 45�, 60� and 90�

Fig. 8 Top example of an

actual stress regime, and bottom

fluid cell grid in the zx and zy

planes
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size and an induced inclined fracture 15 mm long at angle

increments of 15� up to 90� (Fig. 7a). The fractures were

created by deleting the particles and their bonds that were

included in the relevant region of the fracture. The combi-

nation between the overall dimensions and the particle’s size

determined the design of the model. More specifically, the

angle 15� was the smallest distinguishable angle for the

particular particle size of the model. The test was repeated

five times for each different inclined fractures (Fig. 7b). For

brevity, the samples for the simulated fluid test are named

LIM1_15� to _90� and the fluid injection well was replicated

at the centre of the right-hand side of the model.

A fluid-coupling algorithm, based on the Navier–Stokes

equations for porous media, was used for this investigation

as a function that has already been developed by the Itasca-

Consulting-Group (2008c). The fluid-flow logic can be

considered as a two-way coupling as the fluid injection has

altered the structure of the rock (in terms of particle

movement and fractures at the microlevel) and the frac-

turing has also altered the path of the fluid flow.

The aim of the test was to investigate the injection of a

steady fluid flow into one end of a virtual rock sample, thus

simulating an on-site horizontal injection well, and the

creation of a pressure built up until the internal stress state

of the assembly was tense enough to initiate microcracks

which will interact with the existing fractures. The progress

of the fracture propagation was monitored in terms of

broken parallel bonds under the influence of the fluid. The

breakage of the bonds was recorded as either tensile or

shear cracks with respect to the bond plane. The virtual

sample was enclosed within solid boundary walls in order

to replicate the actual conditions, where underground rocks

are naturally pressurized from the surroundings for reasons

such as the depth of overburden, the interactions between

tectonic plates or the topography in general. The walls are

continuously moving in order to apply a constant con-

finement simulating an example of an actual stress regime

(Fig. 8, top). The stress in the z direction (vertical) was the

principal stress (rzz = 1.5 MPa) followed by the stress in

the x direction (rxx = 1 MPa) (same as the direction of the

fluid) and the stress in the y direction (ryy = 0.5 MPa).

Next a fluid cell grid was applied to perform the fluid

analysis. Only a part of the sample was surrounded by the

fluid cells (45 9 40 9 40 mm), leaving enough space for

the fluid to exit and still be within the rock (Fig. 8, bottom).

The purpose of the partial fluid grid was to replicate and

comply with reality as close as possible, where the output

of the fluid will still be inside the formation. The param-

eters defining the grid were its dimensions and the number

of cells along each direction. There are no guidelines on the

grid parameters, other than in the case of a porous medium

consisting of small particles, each cell should have a size

comparable to that of a few particle diameters. This is due

to the fact that the porosity and the permeability are cal-

culated through each cell, thus the cell grid must be coarse.

Fig. 9 Progress of the mean unbalanced force at each pressure

increase versus time for the LIM1 assembly. The force reaches a peak

value and then drops to zero reaching equilibrium

Fig. 10 Injection pressure and total number of microcracks versus

the flow rate for a the LIM1_15�, LIM1_30� and LIM1_45�, and b the

LIM1_60� and LIM1_90� samples
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Fig. 11 Coordinates of microcracks in the x directions for a the LIM1_45� and b the LIM1_60� samples and in the z directions for c the

LIM1_45� and d the LIM1_60� samples versus time

Fig. 12 Side view of one half of the virtual assembly. The fluid velocity vectors in the upper part of the assembly for the LIM1_30� (left) and the

LIM1_60� (right) samples, respectively
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The size of the cells was considered based on the allowable

volume of particles so that the results will not be sensitive

to the size, and therefore 1,000 cells were created, each

with a cell size of 5.625 9 5.0 9 5.0 mm. The simulated

fluid was water with a density and viscosity of 1,000 kg/m3

and 10-3 Pa s, respectively.

The injection was invoked through a single cell (centre

right-hand-side of the fluid cell grid) with an initial rate of

9 9 10-6 m3/s, and it was gradually increased with a

gradient of 1 9 10-2 m3/s, in order to accelerate the pro-

cess of crack propagation. A preliminary study showed that

in order for the test to be performed within a reasonable

timeframe, a gradient within the range of 10-2 to 10-3 had

to be applied with no significant difference between the

boundary values. Furthermore, convergence tests showed

that even though a relatively high gradient was used, the

overall mechanical response on the virtual assembly was

not significantly affected in order to compromise the

results. The injection rate at the end of the test was mea-

sured to be between 0.55 and 0.66 m3/s for all sample

types. A number of preliminary tests diagnosed the state of

the model at the end of each rate change. It was concluded

that 3,000 mechanical cycles were sufficient for the pres-

sure disturbance to be transmitted throughout the sample.

During these tests, the algebraic sum of the forces acting

between the particles and walls was almost zero, meaning

that the forces acting on each particle were almost in bal-

ance. Figure 9 illustrates the mean unbalanced force versus

time, where abrupt jumps are recorded due to the rate

gradient reaching zero after 3,000 cycles.

Finally, when the microcracks reached the hollow core

of the inclined fracture, the test was terminated.

Fig. 13 Coordinates of microcracks and the overall fracture growth in the x directions for a the LIM1_30� and b the LIM1_90� samples and in

the z directions for c the LIM1_30� and d the LIM1_90� samples versus time
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Preliminary tests showed that 2,000 microcracks were

considered enough in terms of propagation in order to be

sufficiently far from the injection point and reach the

inclined fracture.

Results and discussion

Figure 10a, b illustrates the resulting injection pressure

versus the injection rate for the LIM1_15�, LIM1_30�,
LIM1_45�, LIM1_60� and LIM1_90� samples, respec-

tively, as well as the total number of microcracks until the

termination of the test. It can be observed that the cracks

start to generate at around 3 9 1016 Pa pressure for all

cases, a reasonable outcome since the reference point is

almost the same for all samples (right-hand side of inclined

fracture see Fig. 7b). However, it is interesting to note that

the pressure that corresponds to the 2,000 microcracks and

the end of the test (namely Pb) is being reduced for frac-

tures below 45� taking a maximum value of about

3.57 9 1018 Pa when the angle is 15�. The reversed

behaviour has been observed for angles 45� and upwards,

marking the 45� a critical one. The additional injection

required for shallow angles can be attributed to the fact that

the low angle is close to zero and thus can be considered

horizontal, in opposition to the horizontal fluid movement.

The observed high injection pressures during the

investigation act only as a medium to facilitate fracturing

in a hydraulic manner, and are not applicable in real

applications, although it is not uncommon for similar

studies (Martinez 2012). Moreover, the aim of this work is

to study the generation and microcracking patterns of a

rock assembly and not to draw conclusions on the injection

pressure values for real-world applications. Given the

available resources, the sample dimensions, simulation

time and injection pressure gradients were selected

appropriately so as to lead to a feasible model in terms of

simulation time. A preliminary study showed that in order

for the test to be performed within a reasonable timeframe,

a gradient within the range of 10-2 to 10-3 had to be

applied with no significant difference between the bound-

ary values. Furthermore, convergence tests showed that

even though a relatively high gradient was used, the overall

mechanical response on the virtual assembly was not sig-

nificantly affected in order to compromise the results.

Furthermore, it can be observed that there are regions

with sudden increase of cracks (R1–R6) indicating brittle

material behaviour in terms of crack generation/propaga-

tion. More specifically, for angles above the 45�, the

material demonstrates more aggressive behaviour in terms

of fracking (Fig. 10b) as soon as the fluid reaches the

hollow zone within the fracture. This boosts the fluid

velocity resulting in cumulating fracking.

Figure 11 demonstrates the coordinates in the horizontal

x and vertical z directions during the simulation for the

LIM1_45� and 60� samples. It can be observed that for the

LIM1_45�, the cracks initiate near the injection point

(x = 28 mm, marked with red) following horizontal

(towards the diagonal fracture) and a slight downwards

expansion after the second half of the simulated time (after

0.006 s). The movement towards the negative part of the z

axis can be attributed to the influence of gravity which, even

though it may be considered a minor effect on the macro-

scale, affects the behaviour of the virtual assembly in this

particle scale. The same behaviour was recorded for angles

15� and 30�, respectively, which are not presented for the

sake of brevity. The preferred direction of the cracks’

propagation for the LIM1_60� was dissimilar. More spe-

cifically, it required less injection for the sample to reach the

diagonal fracture (0.46 m3/s for the LIM1_45� compared to

0.31 m3/s for the LIM1_60�) and the horizontal cracks

propagated further, reaching about x = 10 mm (compared

to 14 mm for the LIM1_45�), while the downwards

expansion has been slowed down. More cracks tend to

develop towards the positive part of the z axis (upwards) in

the second half of the simulated test. Considering the abrupt

increase in Fig. 10b, which occurs in the second part of the

simulated test, it appears to enhance the fluid movement of

the fractures above 45�, and therefore the propagation of

cracks towards their relevant plane.

Fig. 14 Schematic of the cross sections for the LIM1_15� (top) and

the LIM1_60� (bottom) samples, respectively, illustrating the loca-

tions of the microcracks and the groups of cracks (read circles) that

stray from the main volume
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The aforementioned postulate can also be observed from

the fluid vectors shown in Fig. 12 which compares the

samples LIM1_30� and LIM1_60�, respectively. All the

samples containing a diagonal fracture below 45� have

similar behaviour in terms of fluid velocity vectors, and

they can be described by Fig. 12 (left). The velocity vec-

tors between the upper and lower parts of the z axis appear

to be almost the same, thus verifying the symmetrical and

slightly downward propagation of cracks for the

LIM1_45�. Moreover, the velocity vectors for the

Fig. 15 Stresses in the x and z directions versus time for the LIM1_15�, 30�, 45� samples, respectively, in a the lower part of the diagonal

fracture, and b the upper part of the diagonal fracture
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LIM1_60� sample are sufficiently larger in the upper part

of the assembly, thereby indicating that the fluid tends to

travel further in the upper part rather than the lower part.

The boundary conditions for this test were based on the

assumption that the external stress regime was normal, and

thus the vertical stress (rzz) was considered the principal

compressive stress. However, the mechanical load altered

the stress pattern, due to the high amount of injection

pressure, making the horizontal stress (rxx) the maximum

compressive stress throughout the model. Moreover, the

propagation of the microcracks has been extended con-

siderably in the horizontal and vertical directions, looking

from the microscopic point of view, with the horizontal

expansion gaining ground. Figure 13a, b is a representative

example, where the overall growth in the horizontal

direction for the LIM1_30� sample is larger than the one in

the vertical direction. Even though the difference between

the horizontal and vertical overall expansions is not always

noticeable (Fig. 13c, d), from a macroscopic point of view,

we can claim that the overall fracture growth in terms of a

large rock extends along the principal compressive stress,

agreeing with the conventional theory (Valko and

Economides 1995). The differences between the conven-

tional theory and the microscopic observations of the

hydraulic fracture growth can be attributed to the fact that

the PFC sample is not homogeneous due to fractures and

discontinuities.

Furthermore, as shown in Fig. 14 (bottom), regions of

groups of microcracks appear to stray from the main

volume of the cracks and form individual strands that can

enhance the hydraulic conductivity. It can be observed

that more cracks tend to separate from the main volume,

propagating further ahead and upwards when the fracture

is at 60�, whereas for lower angles, the cracks tend to

develop in the lower part of the assembly and propagate

as a cluster. The microcracks in the normal direction

(black dots) are dominant, with a percentage of around

83 %, whereas only 17 % are formed in the shear direc-

tion (grey dots). This is an expected outcome since the

ratio between the bonds’ strength in the normal to shear

direction is less than 1.

Measurements of the stresses in the horizontal (rx) and

vertical (rz) directions for all samples provide a further

understanding of the fracturing process and the influence of

Fig. 16 Propagation of the cracks for the LIM1_60� sample after the second half of the simulated test. The red line indicates the height of the

injection point

Fig. 17 Stresses versus time for the LIM1_15� sample a in front of the fracture tip, and b at a remote location away of the fracture
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the fracture angle of the virtual assembly. More specifi-

cally, as shown in Fig. 15, the stresses in the areas below

the diagonal fracture (Fig. 15a) for the samples with frac-

tures between 15� and 45� are higher than those in the

upper part of the fracture (Fig. 15b) and thus confirms the

preferred propagation of cracks towards the negative part

of the z axis.

The opposite behaviours, in terms of the overall stress in

the lower and upper parts of the fracture, has been observed

for the LIM1_60� and LIM1_90� samples; however, for

brevity, only the results from the first set of angles are

presented. The description of the previous conclusion can

be observed in Fig. 16, where each microcracking corre-

sponds to 0.32, 0.37 and 0.43 m3/s injection rates,

respectively. The red line demonstrates the height of the

injection point, while the hollow region is the fracture at

60�. It can be observed that cracks propagate more towards

the upper part of the assembly and that, the breakage of the

bonds, which connect the particles next to the facture,

results in an abrupt increase in the number of cracks. This

explains the boost in fluid velocity, and this agrees with the

results presented in Fig. 10b.

Previous research has established that the amounts of

elastic energy which is stored within the virtual assembly in

the form of bond, friction, kinetic, strain and body energy

are released every time a bond breaks. The extra pressure at

each time-step, and hence the higher stresses, causes a

greater energy release during the rupture of the bonds,

especially near the fracture tip, thereby forcing the cracks to

propagate to the next neighbouring location. This can be

observed in Fig. 17, which illustrates the stresses in all

directions for the regions near the right-hand side of the

diagonal fracture tip and at another point away from the

fracture (top and left-end of the assembly—Fig. 17b). It can

be observed that the stresses near the tip are much higher

(Fig. 17a) than those in the remote locations (Fig. 17b).

Moreover, Fig. 18a, b illustrates the changes in the

stored energy, indicating that in the critical regions R1–R6,

abrupt microcracks increases are followed by sudden and

large increases in the kinetic energy within the assembly.

The LIM1_15�, 30�, and 45� samples demonstrate a similar

behaviour, whereas for the LIM1_60� and 90� samples, the

kinetic energy shows concentrated high values in a time

period near the second part of the simulated test. This is

due to the enhanced fluid movement as it reached the

hollow region within the fracture as previously discussed.

Furthermore, the regions R1, R2 and R4 of the LIM1_30�
cross sections can be seen in Fig. 18. One can observe the

Fig. 18 Critical regions of energy release versus the injection rate for

a the LIM1_15�, LIM1_30�, LIM1_45� and b the LIM1_60�,
LIM1_90� samples, respectively, and c regions R2, R3, R4 of the

LIM1_30� sample showing the corresponding damage of the sample,

relating the results with Fig. 10a
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progressive and sudden increase of the microcracks due to

high hydraulic pressure and their propagation towards the

hollow region of the fracture. The three pictures correspond

in the relevant injection rates of 0.15, 0.30 and 0.45 m3/s

from left to right followed by 15, 335 and 1,424 micro-

cracks respectively. Similar behaviour has been observed

for all samples.

Conclusions

The objectives of this paper are the computational mod-

elling of a hydraulic fracturing test for a naturally fractured

limestone sample, the analysis of its mechanical behaviour

and the interaction between the natural fractures and the

new hydraulic fractures. A parametric study of the angles

of the induced fracture attempts to shed more light on how

a fractured rock can influence and possibly enhance the

fracking process. A series of Uniaxial, Brazilian and Single

Edge Notch Bending tests were also included in order to

validate the DEM model by comparing the simulated tests

results from the calibration process to those obtained from

the literature.

This paper has analysed the mechanical response of the

rock model due to fluid flow by using the fluid-coupled

DEM code in a number of hydraulic fracturing simulations.

It involved detailed monitoring of the initiation/propagation

of microcracks, analysis of the stresses in different regions

within the rock’s matrix and evaluation of the relation

between the energy release and the development of cracks.

Before moving to the hydraulic fracturing process, five

DEM models were created and found to be well within the

wide range of limestone characteristics, while the results

from the simulated SENB test were found to be in excellent

agreement with the previously reported experimental work.

The hydraulic fracturing test was performed in one of

the DEM models and was repeated five times following the

different angles of the natural fracture. Observations of the

simulated tests showed that the angle of the fracture

directly relates with the stress pattern within the model,

thus affecting the direction and propagation of cracks. It

can be concluded that for angles below 45�, the stress

regime below the fracture is always higher than the one in

the upper part of the model and thus the cracks tend to

propagate downwards and travelling mostly as a group of

cracks. In contrast, for angles above 45�, there is the

opposite stress regime and thus results in the easier

upwards movement of the cracks forming clusters that

stray from the main volume of cracks. The fracture is

mainly observed towards the horizontal x axis, namely,

along the direction of the maximum compressive principal

stress, and this is in agreement with the conventional the-

ory. Although this effect is pronounced, its magnitude in

the simulations is restricted by the sample dimensions and

the need for computational time efficiency. Finally, it is

observed that there is a clear relation between the impor-

tant cracking events (large increases of microcracks) in

each model with the energy release within the models. This

validates the claim that bond breakage causes further

movement of particles and therefore increases the internal

kinetic energy.

Modelling of this nature, where natural fractured rocks

are submitted into hydraulic fracturing, are in an early

stage. and therefore this study attempts to provide further

insights. This work can be a valuable outcome for EOR

and/or EGR applications since it can contribute further

understanding towards a safer reservoir productivity.
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