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Abstract
With the development of 5 g, computing-intensive and complex applications in smart-city is growing rapidly. Due to the 
limited resources of mobile terminal devices in smart-city, new applications have higher requirements for delay, bandwidth, 
security, and energy consumption. Computation offloading in mobile edge computing (MEC) is effective to reduce delay 
and energy consumption of Real-time video analysis. An improved chaos quantum-behaved particle swarm optimization 
(ICQPSO) algorithm is proposed for multi-user and multi-MEC edge Computation offloading scenarios. Compared with 
other heuristic algorithms, the improved chaos quantum-behaved particle swarm optimization algorithm can effectively 
reduce the delay and energy consumption of edge computing offloading. Experimental results show that the improved chaotic 
quantum-behaved particle swarm optimization (ICQPSO) can effectively avoid premature convergence, has stronger global 
searchability, and can solve multi-dimensional complex NP-hard problems more efficiently.

Keywords  Mobile edge computing · Computation offloading · Chaotic quantum particle swarm optimization · Real-time 
video analysis

1  Introduction

Over the past 50 years, the world’s urbanization rate has 
increased rapidly (Ritchie and Roser 2018). In the World 
Urbanization Prospects 2018 Report, the United Nations esti-
mated that 68 percent of the world’s population will be living 
in cities by 2050. Rapid urbanization brings convenience to 
people and improves people’s lives, but also brings many chal-
lenges to an urban infrastructure network, including crowd 
and traffic governance and management, and urban public 
security maintenance (Hassanein et al. 2019; Khan et al. 2020; 
Moorthy et al. 2020). Therefore, in recent years, smart cit-
ies have gradually become a new trend of urbanization in all 
countries in the world (Achmad et al. 2018). With the rapid 

urbanization, all kinds of criminal cases are at a high rate, 
which requires the public security organs to react, make deci-
sions and deal with them quickly. To solve the social security 
problems caused by the population explosion in cities and 
improve the efficiency of social comprehensive management, 
urban management through video surveillance has become 
an important means (Karaduman et al. 2018; Hidayat 2020; 
Bailas et al. 2018). Real-time video analysis in smart cities 
is a key function in public safety applications (Zhang et al. 
2020). Real-time video analysis functions include detection 
and classification. In traditional real-time video analysis, the 
camera sensors capture image data, the captured image data 
through wired or wireless transmission to the backend server 
for storage and computation analysis in some scenarios can 
also transfer to the central cloud server, using the cloud server 
the huge amounts of storage space and a strong workforce 
calculation and analysis for video images. However, this 
approach also brings many problems. First of all, the amount 
of video image data captured by the camera sensor is very 
large, which will cause huge network load pressure to the 
transmission network. At the same time, in real-time video 
analysis, not all video image data need to be calculated and 
analyzed. If the data can be preprocessed before the trans-
mission of video image data so that only useful data can be 
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transmitted, the efficiency of real-time video analysis will be 
greatly improved. Secondly, the mode of transmitting the data 
captured by the camera sensor to the back-end server for pro-
cessing will produce a great delay, which is not in line with 
the requirements of quick response, quick decision and quick 
processing in the smart city. Mobile edge computing technol-
ogy comes into being to solve this kind of problem. In 2014, 
the European Telecommunication Association defined Mobile 
Edge Computing (MEC) as providing an IT service environ-
ment and cloud computing capability at the edge of mobile 
network, emphasizing proximity to mobile users, to reduce 
network operation and service delay and improve user expe-
rience. MEC is characterized by proximity, low delay, local-
ity, location awareness, and other characteristics (Wang et al. 
2017; Hassan et al. 2019; Liu et al. 2017). At the same time, 
ultra-reliable low delay communication (URLLC) is also one 
of the core demands of 5 G network (Liu 2017). As a comple-
ment to traditional cloud computing, MEC is considered a key 
technology in 5 G heterogeneous networks (Cao et al. 2019). 
Computing offloading is a key technology in MEC. Combined 
with the characteristics of edge computing with low delay, 
edge servers are deployed on the edge of wireless network and 
user tasks are offloaded to a reasonable location for comput-
ing to provide services such as low delay and high bandwidth 
to reduce network load (Zhang and Zhao 2020; Dubey and 
Meena 2020; Yy 2020). In the real-time video analysis sce-
nario of mobile edge computing (MEC), the video data can 
be processed locally on the capturing device as well as the 
edge server. Due to the local workforce of the energy storage 
equipment such as the limitation of resources, therefore can 
only calculate simple tasks in the local device. The advantage 
of local equipment offloading is low latency,and reduce net-
work load, but also has insufficient computing capacity, lim-
ited storage space, need the disadvantage of artificial replace-
ment battery energy running out. The edge servers have more 
storage space and computing power. Energy is provided by 
external continued, so is suitable for calculating larger and 
more complex tasks. Edge server has the advantages of strong 
computing ability, large storage space, and unlimited energy, 
but it brings high time delay and high network load. There-
fore, how to select the appropriate offloading location for the 
offloading task to minimize the total time delay or energy 
consumption has become a hot research topic for scholars at 
home and abroad. In this paper, real-time video analysis in 
public places is used as an application scenario. To co-opti-
mize, the time delay and energy consumption in the model, 
an improved chaotic quantum particle swarm optimization 
algorithm is proposed to find the appropriate offloading posi-
tion for each user. The main contributions of this paper are as 
follows. 1) Real-time video analysis was modeled as a multi-
user multi-MEC model, and collaborative optimization was 
carried out for the time delay and energy consumption of the 
model. 2) An improved algorithm based on chaotic quantum 

particle swarm optimization (QPSO) is proposed to solve the 
computational offloading and resource allocation problems. 
3) The edge calculation offloading in a complex environment 
is simulated, and the simulation results are analyzed. The 
rest of the paper is arranged as follows: The second section 
introduces the research status of computational offloading at 
home and abroad; The third section introduces real-time video 
analysis scene modeling; The fourth section introduces the 
chaos quantum particle swarm optimization algorithm; The 
fifth section introduces the unloading strategy of edge com-
puting based on chaotic quantum particle swarm; The sixth 
section shows the analysis of the experimental results; The 
seventh section is an overview of the paper.

2 � Related Works

Computational offloading of MEC is the focus of research 
by scholars (Piao and Zhang 2020). According to different 
application scenarios, the goal of MEC calculation offload 
is different (Lin et al. 2019). Internet of vehicles has always 
been an important application scenario of edge computing 
(Zhang 2021; Ge 2019; Gundu et al. 2022; Gundu 2021). 
Literature (Wang et al. 2020; Gundu et al. 2021; Srinivasa 
Rao and Charan Arur 2022) proposed a distributed optimal 
response algorithm based on game theory to maximize the 
utility of each vehicle in the scenario of a multi-user single 
MEC server on the Internet of Vehicles. Literature (Zhao et al. 
2019; Gundu and Anuradha 2020, 2019) studied the com-
puting offloading strategy on the Internet of Vehicles. In the 
cloud-MEC collaborative computing offloading scenario, an 
optimization algorithm for writing computing offloading and 
resource allocation was proposed. According to the literature 
(Zhang et al. 2019; Gundu and Anuradha 2020; Gundu et al. 
2020; Wang et al. 2023; Cui and Zhang 2019; Ni and Zhang 
2022), vehicles with limited resources put forward intensive 
computing offloading requests to edge servers in the scenario 
of the Internet of Vehicles, and the state changes of multiple 
edge servers and different vehicle offloading modes make 
effective task offloading a huge challenge. For this reason, 
an effective redundant offloading algorithm is proposed to 
improve the offloading reliability in the case of vehicle data 
transmission failure.

Time delay and energy consumption are important indexes 
in edge calculation offloading decisions (Chen and Zhang 2020; 
Gundu and Panem 2022; Chen 2022; Cao 2022). Literature 
(Yang et al. 2019; Wang and Zhang 2022; Wang et al. 2023) 
proposed a reinforcement learning method based on Q-learning 
to define the system model, meet the time delay constraint and 
minimize the energy consumption. Literature (Huynh et al. 
2020; Chen 2023; Dong and Zhang 2022) uses an alternative 
meta-heuristic algorithm of whale optimization algorithm 
(WOA) to minimize delay and energy consumption. Literature 
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(Wu et al. 2016; Ni and Zhang 2023; Wang and Song 2014) 
used a nonlinear exponential inertial weight particle swarm 
optimization algorithm to optimize the time delay and energy 
consumption in the offloading model of edge cloud collabora-
tive multitask computing. Literature (Hu et al. 2019) adopts 
the Lyapunov optimization algorithm to dynamically adjust 
the offloading decision of the task according to the fluctua-
tion of the current task data, to reduce the energy consumption 
under the condition of satisfying the delay. Literature (Ding 
et al. 2019) studied the problem of energy consumption opti-
mization in a multi-user edge computing system with delay 
constraints. They used data compression to reduce the size of 
data transmission. At the same time, many scholars have also 
studied the problem of energy consumption minimization. Lit-
erature (Li et al. 2019), the multi-user computing offloading 
problem of MEC under a multi-channel wireless interference 
environment was studied. Meanwhile, the task offloading deci-
sion was expressed as a multi-user game with Nash Equilib-
rium, and a server partitioning algorithm based on clustering 
was proposed to reduce energy consumption. Literature (Chen 
et al. 2018), aiming at maximizing long-term utility perfor-
mance, modeled the optimal computational shunt strategy as 
a Markov decision process and proposed a computational off-
loading algorithm based on the two-layer deep Q network by 
combining the Q function decomposition technology with the 
two-layer Q network. Literature (Li et al. 2020) the edges of 
the unmanned aerial vehicles are studied in auxiliary scenario 
calculated offloading decision-making literature through mutual 
optimization of UAV trajectory user transmission power and 
calculating load distribution to maximize the energy efficiency 
literature UAVs will decompose multiple subproblems, using 
Dinkelbach algorithm and successive convex approximation 
optimization technology to solve. In recent years, many schol-
ars have studied the offloading of single-user single MEC, and 
the proposed method has good performance in terms of time 
delay or energy consumption. However, the single user single 
MEC scene cannot meet the requirements of low time delay, 
low power, and high bandwidth in Real-time video analysis. 
In public security video surveillance, preprocessing the video 
image at the edge, only upload refined structured valid data to 
the cloud for processing. So this article will be built into public 
security video monitoring multi-user multiple MEC models, 
joint optimization of energy consumption in time delay, and 
completely uninstall strategy.

3 � Offloading model

With the development of 5 G and the Internet of Things, the 
number of wireless devices in cities is gradually increasing, 
and 5 G is rapidly becoming an essential technology in smart 
cities (Zhang et al. 2014; Liu 2020; Zhang 2019). Providing 

mixed network signals to edge devices can greatly reduce 
lossy connections (Johnson and Ketel 2019; Skouby and 
Lynggaard 2014; Karadimce and Marina 2018). To solve the 
problem of delayed response, high power consumption and 
high network bandwidth in Real-time video analysis, the MEC 
calculation was offloaded and modeled as a multi-user multi-
MEC model, as shown in Fig. 1.

The offloading model co-optimizes the time delay and energy 
consumption. The time delay includes calculation delay and trans-
mission delay; When the video data is collected by the surveil-
lance camera, it can be calculated locally or transmitted to the edge 
server through wireless transmission such as 5 G for calculation. 
The time delay and energy consumption required by the calcula-
tion of offloading should be taken into account in the calculation 
of offloading selection. When the edge device chooses to perform 
the calculation locally, only the calculation delay TLocalcompute and 
calculation energy ELocalcompute

 consumption of the offloading task 
by the local device need to be considered. When the edge device 
chooses the edge server for computing offloading, the transmis-
sion delay required by the local task for offloading task trans-
mission Ttrans and the computation delay required by the edge 
server TMECcompute

 for offloading task calculation should be taken 
into account. In the energy consumption, the transmission energy 
consumption required by the local device Etrans for offloading task 
transmission should be taken into account. Since the edge server 
is usually powered by an external power supply independently, 
the computing energy consumption of the edge server is not con-
sidered during edge offloading. Assume that there are m users 
and n servers in the model, and each user generates an offload 

Fig. 1   Offloading model for Real-time video analysis
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Task, that is, Task = {task1, task2, taskm},S = {s1, s2, , sn} 
During the offloading process, each user can choose to perform 
the calculation locally or to an MEC server for calculation, i.e. 
S = {s0, s1, ..., sn} . There are n + 1 offloading locations, where s0 
means to perform the calculation locally. So offload tasks offload-
ing location to Load = {loadi|loadi ∈ S} , where i = 1, 2, ...,m . 
The computational offloading model is coordinated optimization 
for time delay and energy consumption, so the optimization objec-
tive of the computational offloading model can be expressed as

Where fitnessi represents the fitness of the ith task; Fitness 
represents the fitness of the offloading model, and represents 
the model minimization goal. Ti is the total offloading delay of 
user i; Ei is the total energy consumption of offloading user i.

3.1 � Local offloading model

When users choose local offload, they only need to con-
sider local computing delay and local computing power 
consumption.

where

Bi represents the data volume of taski ; fi represents the 
number of cycles required for user i to process each bit of 
data; CRu,i represents the CPU cycle frequency of user i; Ci 
represents the CPU’s effective switching capacitance and L 
represents the voltage.

3.2 � Edge offloading model

Due to the small size of the calculated result, the backhaul 
delay when the user chooses to offload to the MEC server 
can be ignored (Truong et al. 2020; Guo and Quek 2020; 
Jie and Chen-hao 2023)Ṫherefore, when the user chooses to 
offload to the MEC server, it needs to consider the transmis-
sion delay, the calculation delay of the MEC server, and the 
local transmission energy consumption.

(1)Fitness =

m∑

i=1

fitnessi

(2)fitnessi = Ti + Ei

(3)
fitnessi =Ti + Ei

=Tlocal + Elocal

(4)

Tlocal = Tlocal_compute

=
Bi × fi

CRu,i

(5)
Elocal =Elocal_compute

=Ci × L2 × CRu,i × Bi × fi

Where Tij represents the transmission delay of task i trans-
mitted to the jth MEC server through wireless transmission 
technology, and vij represents the wireless transmission 
speed. In the calculation of transmission delay, the first thing 
to calculate is the wireless transmission rate.

According to Shannon’s theorem, the transmission speed 
vij is calculated as Formula (8).

Where W represents the wireless channel transmission 
bandwidth; pi represents the transmitting power of the local 
equipment of the ith mission; Hij represents the channel gain 
transmitted from the ith task to the jth server; N0 represents 
the noise power spectral density.

Where TMECcompute
 represents the computing delay of MEC 

server; CRsj represents the clock frequency of the jth MEC 
server.

Where Elocaltrans
 represents the energy consumed by the 

transmission of local device i.

3.3 � Optimization objectives

All the tasks were offloaded to a reasonable position to mini-
mize the overall delay and energy consumption, and thus the 
optimization objective function was obtained.

Because the energy of the edge equipment is limited, the 
energy consumption of the edge equipment should be 
reduced as much as possible in the offloading process. At 
the same time, to coordinate the optimization of time delay 
and energy consumption, the final optimization objective 
function can be expressed as

(6)
fitnessi = Ti + Ei

= Ttrans + TMEC_compute + Elocal_trans

(7)

Ttrans = Tij

=
Bi × fi

vij

(8)vij = W × log2

(
1 +

pi × Hij

W × N0

)

(9)TMEC_compute =
Bi × fi

CRs,j

(10)Elocal_trans = pi × Ttrans

(11)

min ∶ Fitness =

m∑

i=1

fitnessi

=

m∑

i=1

(Ti + Ei)
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Where g is the weight factor of time delay and energy con-
sumption, and the importance of time delay and energy con-
sumption can be adjusted by adjusting the weight factor. Emax 
is the maximum energy available in the edge device. Since 
low delay is emphasized more in Real-time video analysis 
scenarios, the weight factor is set to be far less than the delay 
factor 1. In this study, the weight factor g is set to 0.001.

4 � Chaotic quantum particle swarm 
optimization strategy

4.1 � Quantum particle swarm optimization 
algorithm

In 1995, J. Kennedy and R. Eberhart proposed a particle swarm 
optimization algorithm (PSO) inspired by the foraging behavior 
of birds (Kennedy and Eberhart 1995). The particle swarm opti-
mization algorithm regards the individual as a massless and vol-
umeless particle, and the particle searches in the solution space 
at a certain speed. The historical optimal position in the particle 
search process is pbest. The optimal historical location in the 
particle swarm is taken as the global optimal solution Gbest. 
In the elementary particle swarm optimization algorithm, par-
ticles converge at a finite speed and in a specific direction, so 
the elementary particle swarm optimization algorithm is prone 
to prematurity and falls into the local optimum (Luo and Li 
2009; Gao et al. 2008). To overcome the limitations of the ele-
mentary particle swarm optimization algorithm, Sun proposed 
the quantum particle swarm optimization algorithm (QPSO) 
from the perspective of quantum mechanics (Sun et al. 2004). 
Based on the DELTA well theory of quantum mechanics, the 
quantum properties of particles make it possible to search in 
the whole feasible solution space, which greatly improves the 
global search ability of PSO. The QPSO algorithm describes 
the state of the particle through the wave function and solves 
the Schrodinger equation to obtain the probability density func-
tion of the occurrence of the particle at a certain point in space. 
Finally, the position equation of the particle is obtained through 
Monte Carlo stochastic simulation. The position update equa-
tion of particles can be expressed as.

(12)
min ∶ Fitness =

m∑

i=1

(Ti + g × (Ei − Emax))

s.t. loadi ∈ POS

(13)Xi(t + 1) =Pi ± �||mbest − Xi(t)
|| × ln(

1

u
)

(14)Pi =�Pbesti + (1 − �)Gbest

(15)mbest =

pop∑

i=1

Pbesti

pop

Where Pi is used to update the position of the particle at the 
next moment; � represents the expansion coefficient; Pbesti 
represents the historical optimal position of particle i; Gbest 
represents the global optimal position; pop represents parti-
cle population size; mbest is the average of all the positions.

Compared with the elementary particle swarm optimization 
algorithm, the quantum particle swarm optimization algorithm 
(QPSO) has a stronger global search ability and stronger ability 
to jump out of the local optimal solution. Therefore, the quan-
tum particle swarm optimization algorithm has been applied 
by scholars in various fields. However, QPSO also has its 
disadvantages, such as insufficient population diversity, weak 
global search ability, weak ability to escape from a local opti-
mal solution and poor performance in the face of complex mul-
tidimensional NP-hard problems. To improve the shortcomings 
of QPSO algorithm, many scholars have done a lot of research 
on it Zhang (2018), WANG and Hong-rui (2020).

4.2 � Chaos quantum particle swarm optimization 
algorithm

4.2.1 � Measure the state of particle aggregation

Lemma 4.1  When the particle swarm optimization algorithm 
falls into the local optimum or reaches the global optimum, 
the particle swarm will converge to several positions in the 
search space, and the fitness variance of the particle swarm 
�2 is equal to 0 (Van Den Bergh 2007).

When the particle swarm aggregates in the global extreme 
value, it is reflected in the fitness function, that is, the fitness 
value of the particle swarm is the same. Variance is a measure 
that reflects the degree of dispersion of a set of data. There-
fore, the fitness variance �2 can reflect the aggregation state 
of particle swarm fitness, and the fitness of particle swarm is 
determined by its final convergence position. Therefore, the 
aggregation state of particles can be measured by the fitness 
variance �2 of the particle swarm. The definition of fitness 
variance �2 is given below, as shown in Formula

Where fi represents particle fitness; favg represents the aver-
age fitness of particles; f is the normalized factor, which is 
used to limit the size of �2 . Literature (Lin et al. 2008) shows 

(16)
u = random(0, 1)

� = random(0, 1)

(17)

�2 =
1

pop

pop∑

i=1

(
fi − favg

f

)2

f = max{1,max{|fi − favg|}}
i = 1, 2, ..., pop
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that the smaller �2 is, the particle swarm tends to converge, 
and on the contrary, it is in a random search state. In particu-
lar, when �2 is equal to 0, it indicates that the particle swarm 
is locally or globally optimal. When the fitness variance �2 is 
less than a certain small value, the particle swarm is forced 
to jump out of the local optimum by adding disturbance to 
the particle swarm position and achieve a better global con-
vergence effect.

4.2.2 � chaos theory

Chaos is a seemingly random motion, which obtains random 
states from deterministic equations. Chaos theory holds that 
in a chaotic system, a small change in the initial conditions 
will lead to a huge change in the state of the future system 
after continuous amplification. Because of the inherent sen-
sitivity, randomness, scale law, universality, and other char-
acteristics of a chaotic system, it is suitable for algorithm 
optimization. The classical Logistic chaotic equation is used 
in this paper, and its expression is shown as Formula

When � = 4 , the system is in a state of complete chaos. 
In Formula (18), Zn represents the chaotic particle of the 
n generation. The combination of quantum particle swarm 
optimization (QPSO) and chaos theory is used to improve 
the global search ability of the algorithm

When the QPSO is detected to fall into the local optimal 
solution (that is, the �2 value is small), chaos disturbance 
is added to the particle local optimal solution to make the 
QPSO jump out of the local optimal solution. The distur-
bance formula can be expressed as

Where Pbesti represents the historical best position of parti-
cle i; Zi represents the chaos particle. As � decreases linearly, 
the search of the algorithm becomes more and more refined; 
The fitness of Pbesti and Gbest was compared with that of 
yi and updated.

The offloading locations in the computational offloading 
are discrete and Zi ∈ (0, 1) . therefore the chaos perturbation 
formula requires to be changed for offloading. The final for-
mula of chaos disturbance can be expressed as

Where Smax and Smin represent the position constraints of 
particles.

(18)
Zn+1 =�Zn(1 − Zn)

Zn ∈ (0, 1)

(19)
yi =Pbesti ± � × Zi (i = 1, 2, .....pop)

� = � × 0.5

(20)
yi = Pbesti ± �(Zi (Smax-Smin)+Smin)

i = 1, 2, .....pop

� = � × 0.5

5 � Improved Offloading Approach for MEC 
Based on CQPSO Strategy

Chaotic quantum particle swarm optimization algorithm 
(CQPSO) has slow convergence speed and poor global search 
ability when dealing with complex high-dimensional functions. 
Therefore, an improved algorithm based on chaotic quantum 
particle swarm Optimization (ICQPSO) is proposed in this 
paper.

5.1 � Analysis of initial population diversity

Due to the sensitivity of chaotic system to the initial state, 
the larger the population diversity of the initial state of par-
ticle swarm is, the more helpful the algorithm is to search 
for the global optimal solution. The formula of population 
diversity measurement can be expressed as

The variable var is used to measure the value of population 
diversity. POSi is the position of the particle; avgpos repre-
sents the average population position; m is the population 
size.

Lemma 5.1  Population diversity is the key factor affecting 
the convergence of the algorithm, and is also the key index 
to measure the performance of the algorithm. The lack of 
population diversity in the quantum particle swarm optimi-
zation algorithm is the essence of the algorithm falling into 
the local optimal solution.

To enhance the global search ability of chaotic quantum 
particle swarm optimization (CQPSO), the exchange oper-
ator and mutation operator of the Genetic Algorithm are 
added based on chaotic quantum particle swarm optimiza-
tion (CQPSO). The exchange operator and mutation opera-
tor can effectively improve the diversity of the population, 
increase the coverage of the search space, and improve the 
global search ability of the algorithm. The pseudocodes of 
the switching algorithm and mutation algorithm are shown 
in the algorithm.

Based on the above analysis, this paper proposes the 
pseudo-code of edge computing offloading method of multi-
user and multi-MEC server based on chaotic quantum par-
ticle swarm optimization strategy, as shown in algorithm 1.

(21)

var =

m∑

i=1

POSi − avgpos

m

avgpos =

m∑

i=1

POSi

m
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5.2 � Algorithm complexity analysis

The complexity of the algorithm is usually expressed as 
a function whose domain is the size of the input data and 
whose value ranges from the number of steps to be per-
formed (time complexity) or the storage space required 
(space complexity). Time complexity is the amount of 
time it takes to solve a problem and is usually measured 
by calculating the deployment.

Corollary 5.1  The ICQPSO time complexity is O(R ∗ P ∗ M).

Proof  Suppose that the particle population size is: P; The 
number of iterations is: R; The number of offloading tasks 
is: M. In the offloading problem of edge calculation, each 
iteration of ICQPSO algorithm has to go through 

(1)	 several particle initializations;
(2)	 Update the position of particles;
(3)	 Update pbest and Gbest;
(4)	 Exchange and variation;
(5)	 Calculate the particle swarm aggregation state �2;
(6)	 Chaos search.

In this paper, particle initialization times and chaotic 
search times are set as fixed values, which are far less than 
the time complexity of population number and particle 
dimension algorithm as follows.

It can be seen from the formula that the time complexity 
of ICQPSO algorithm is proportional to the number of 
iterations, population size and particle dimension. And the 
time complexity is in the same order of magnitude as other 
algorithms(Lin et al. 2008). 	�  ◻

Corollary 5.2  The ICQPSO time complexity is O(P ∗ M).

Proof  The space complexity of the algorithm is the amount 
of storage space required by the algorithm. In ICQPSO algo-
rithm, the data to be stored are particle population, pbest and 
several auxiliary variables. Since the storage capacity of the 
particle population is related to the particle dimension of the 
particle population, and the size of pbest is consistent with 
the size of the particle population, the spatial complexity of 
the ICQPSO algorithm is proportional to the number of the 
particle population, proportional to the particle dimension, 
and the spatial complexity is O(P ∗ M) . 	�  ◻

O(P,R,M) = O(P ∗ M) + R ∗ (O(P ∗ M) + O(P)+

O(P ∗ M) + O(P) + O(P ∗ M))

≈ O(P ∗ M) + 3O(R ∗ P ∗ M) ≈ O(R ∗ P ∗ M)
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6 � SIMULATION RESULTS

6.1 � Experiments settings

In this paper, Python language is used to conduct four groups 
of simulation experiments. Experiment 1: Compare the con-
vergence of the ICQPSO algorithm with other algorithms 
in fitness, time delay, and energy consumption. Experiment 
2: Compare the influence of the different number of edge 
devices on delay. Experiment 3: Compare the performance 
of each algorithm under the different number of MEC serv-
ers. Experiment 4: Compare the effects of different data 
quantities on time delay and energy consumption.

This paper studies the edge computing offloading 
method of multi-user and multi-MEC servers in mobile 
edge computing. In the multi-user and multi-MEC server 
Computation offloading scenario, the experimental com-
puting task selects the appropriate offload location among 
local devices and edge servers in the way of complete 
offload. Multi-user multi-MEC server computing offload-
ing scenarios have been widely used in many fields, such 
as real-time video analysis, industrial Internet of Things, 
Internet of vehicles, and so on. The experimental parame-
ters are shown in Table (51). In this paper, real-time video 
analysis as the application scenario, before the simulation 
experiment has been carried out the relevant test work.

Through four groups of experiments, the performance 
of the ICQPSO algorithm in an edge computing environ-
ment is measured from different aspects. At the same time, 
the effects of the number of edge devices, the number of 
edge servers, and the amount of offloading task data on 
the delay and energy consumption of edge computing task 
offloading are analyzed. In the four sets of experiments, 
the improved chaotic quantum swarm particle swarm 
optimization (ICQPSO) proposed in this paper compares 
genetic algorithm (GA), differential evolution algorithm 
(DE), immune algorithm (IA), quantum particle swarm 
optimization (QPSO) and chaotic quantum particle swarm 
optimization (CQPSO). The results show that improved 
Chaos Quantum Swarm Particle Swarm Optimization 
(ICQPSO) has better performance.

6.2 � Algorithm convergence comparison

In this paper, the global search ability and local fine search-
ability of the traditional chaotic quantum particle swarm 
optimization algorithm are improved. To measure the con-
vergence of the ICQPSO algorithm proposed in this paper, 
a set of convergence comparative experiments are set up.

When the number of edge devices is set to 250 and the 
number of MEC servers is set to 10, the data volume of 

offloading task is set to 3MB. To simulate edge calculation 
offloading in a complex environment, the other parameter 
settings are shown in Table 1. The average fitness changes 
of the improved chaotic quantum particle swarm optimiza-
tion algorithm (ICQPSO) and other heuristic algorithms 
with the number of iterations are shown in Fig. 2. The 
average delay of each algorithm changes with the num-
ber of iterations, as shown in Fig. 3. The average energy 
consumption of each algorithm varies with the number 
of iterations, as shown in Fig. 4. From these figures, we 
can see that the improved chaotic quantum particle swarm 
optimization algorithm (ICQPSO) tends to converge and 
approaches the global optimal solution after 4500 itera-
tions, immune optimization algorithm (IA) and genetic 
algorithm (GA) converge the fastest and perform the sec-
ond, and differential evolution algorithm (DE) and chaotic 
quantum particle swarm optimization algorithm (CQPSO) 
converge faster than the ICQPSO, but the effect is not as 
good as the ICQPSO, Quantum particle swarm optimiza-
tion (QPSO) converges quickly but has the worst effect.

From the analysis of the average fitness, average delay, 
and average energy consumption in Figs. 2, 3 to  4, sev-
eral heuristic algorithms compared in this paper are all 
convergent.

GA, IA, and QPSO have the fastest convergence speed. 
After about 600 computational iterations, the algorithm is 
close to the global optimal solution, while the DE, CQPSO, 
and ICQPSO approach the global optimal solution after 
4500 iterations.

The ICQPSO proposed in this paper has the smallest 
global optimal solution and the strongest global searchabil-
ity. The global searching ability of GA and IA is next. The 
QPSO algorithm has the weakest global search capability. 
According to the analysis of fitness variance �2 (Lemma 4.1) 
and population diversity (Lemma 5.1) in this paper, the size 
of the global optimal solution can reflect the ability of the 
algorithm to jump out of the local optimal solution and the 
size of population diversity in the algorithm. The ICQPSO 
in this paper has the strongest global searchability, which 
can reflect that the ICQPSO algorithm has a stronger ability 
to jump out of the local optimal solution and greater popu-
lation diversity. This is because in the ICQPSO algorithm, 
by looking for particle swarm with larger population diver-
sity as the initial particle swarm, the exchange operator and 
mutation operator of the genetic algorithm are introduced to 
improve the population diversity of the ICQPSO, to improve 
the ICQPSO algorithm’s global searchability. At the same 
time, the convergence state of the algorithm is measured by 
the fitness variance �2 , and the ergodicity of the chaotic sys-
tem is used to improve the ability of the algorithm to jump 
out of the local optimal solution.

Based on the above analysis, the ICQPSO algorithm pro-
posed in this paper has a slower convergence speed, but has 
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stronger global searchability, and can obtain results closer 
to the theoretically optimal solution. At the same time, the 
contradiction between the convergence speed and the global 
search ability of the ICQPSO algorithm also conforms to 
the NFL theorem (No Free Lunch)(Wolpert and Macready 
1997). The NFL theorem says that an algorithm that is 
stronger in one area is weaker in another. In the edge com-
puting task offload, the task offload decision is calculated in 
the scheduling server in the edge computing. The schedul-
ing server has stronger computing resources, and the final 

computation result is more important to the task offloading 
decision than the computation speed.

Therefore, the ICQPSO algorithm proposed in this paper 
is more suitable for the combined optimization of time delay 
and energy consumption in MEC calculation offloading.

6.3 � The effect of the number of edge devices 
on offloading

In edge computing task offloading, the number of edge 
devices influences the complexity, delay, and energy con-
sumption of the task offloading decision. To measure the 
performance of the ICQPSO algorithm under the differ-
ent number of edge devices, set the number of devices as 
50,100,150,200,250. The number of MEC servers is 10, and 
the amount of offloading task data is 3MB. Other parameter 

Table 1   parametric description

Param Meaning Value

Bi Data volume of taski 7–40 Mb
fi Cycles to process each bit of data 800–1200 c/b
CRu,i CPU frequency 1–3GHz
Ci CPU’s efffective switching capacitance 4–12
L Voltage 1.35V
W Wireless channel transmission band-

width
1MHz

pi Transmitting power of local devices 0.1−0.5 W
Hi,j Channel gain transmitted i task to j 

server
2 × 10−10-2 × 10−6

N0 The noise power spectral density 1 × 10−9

CRs,j Clock frequency of jth server 4–8GHz
g Weight factor 0.001
pop Particle population 50
N Times of initializations 10
�max Maximum expansion coefficient 0.9
�min Minimum expansion coefficient 0.4
C Chaotic search threshold 0.1
Cmax Chaos search times 10

Fig. 2   Fitness convergence comparison with different algorithms

Fig. 3   Comparison delay with different algorithms

Fig. 4   Comparison of energy consumption convergence with different 
algorithms
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settings are shown in Table 1. The average fitness under the 
different number of edge devices is shown in Fig. 5. The 
average delay is shown in Fig. 6. And the average energy 
consumption is shown in Fig. 7. From Figs. 5, 6 and  7, it can 
be seen that the number of edge devices has an impact on 
energy consumption and time delay in the calculation of off-
loading. With the increase in the number of edge devices, the 
adaptability and delay of calculating offloading also increase 
correspondingly. From the vertical axis, the ICQPSO algo-
rithm proposed in this paper has better performance than 
other heuristic algorithms.

QPSO algorithm is most affected by the number of 
edge devices, and its average fitness and average delay 
increase fastest. The CQPSO algorithm, GA algorithm, 
IA algorithm, and ICQPSO algorithm has similar trends 
in the average fitness, average delay, and average energy 
consumption affected by the number of edge devices, 
while the DE algorithm is more affected by the number of 
edge devices. ICQPSO algorithm is the lowest in average 
fitness, average delay, and average energy consumption, 
and the range of change is the least. The performance of 
the IA algorithm GA algorithm is better than the CQPSO 
algorithm, but inferior to the ICQPSO algorithm. The 
performance of the four algorithms is consistent with the 
convergence comparison experiment in Sect. 6.2 of this 
paper. In the experiment in Sect. 6.2, the experimental 
results and algorithm are analyzed in detail. Because the 
proposed ICQPSO algorithm has greater population diver-
sity, stronger ability to jump out of the local optimal solu-
tion, and stronger global searchability.

From the analysis of the experimental results of the influ-
ence of the number of edge devices on energy consumption 
in Fig. 7, it can be seen that the changing trend of energy 
consumption, fitness, and delay is not consistent. The energy 
consumption decreases with the increase in the number of 
edge equipment. According to the analysis of the energy 
consumption model in the offloading model in Sect. 3 (For-
mula 5 and Formula 10), with the increase of the number 
of edge devices, edge offloading will be more than local off-
loading for the offloading task. In the local offloading model, 
the energy consumption is the local computing energy con-
sumption, while in the edge offloading model, the energy 
consumption is the transmission energy consumption. In the 
case of the same amount of data, the transmission energy 
consumption is less than the local computing energy con-
sumption. As a result, energy consumption is on the decline.

According to the above analysis, the ICQPSO algorithm 
is superior to other heuristic algorithms in terms of time 
delay and energy consumption under different offloading 
task numbers. The oscillation amplitude of the ICQPSO 
algorithm is the smallest in the delay curve of the differ-
ent number of devices, which indicates that the ICQPSO 
algorithm has a better global search ability when facing 

multi-dimensional complex NP-hard problems and can jump 
out of the local optimum advantage.

6.4 � The impact of the number of edge servers 
on offloading

To measure the performance of the ICQPSO algorithm under 
different numbers of MEC servers, the number of MEC serv-
ers was set as 10,15,20,25,30, the numbers of edge devices 
was set as 150, and the amount of offloading task data was 
set as 3MB. Other parameters were shown in Table 1. The 
average fitness under the different number of MEC servers 
is shown in Fig. 8. The average delay is shown in Fig. 9. The 
average energy consumption is shown in Fig. 10.

From the analysis of the experimental results in Figs. 8, 
9 and 10, when the number of edge servers is the same, the 
ICQPSO algorithm proposed in this paper has the minimum 

Fig. 5   Fitness for numbers of devices

Fig. 6   Delay for numbers of devices
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time delay and energy consumption. The delay and energy 
consumption of the GA algorithm, DE algorithm, and IA 
algorithm is similar to the ICQPSO algorithm. The time 
delay and energy consumption performance of the CQPSO 
algorithm is between the genetic algorithm (GA algorithm, 
DE algorithm, IA algorithm) and QPSO algorithm. The 
experimental conclusion is consistent with the previous two 
conclusions.

As the number of edge servers increases, the average fitness, 
average delay, and average power consumption do not decrease 
linearly. Analyzed from the offloading model and experimental 
parameters, the only variable of the number of edge servers 
in this experiment. In the edge server, the factor that affects 
the offloading model is the server CPU clock frequency. To 
simulate the edge calculation offloading decision in a complex 
environment, the clock frequency parameters of the server CPU 
in this experiment were randomly set between 4GHz-8GHz, as 
shown in Table 1. When the CPU cycle frequency parameter 
of the edge server is set low, even an increase of the number 
of edge servers may lead to an increase of delay and energy 
consumption. From Figs. 8, 9 and 10, in addition to the experi-
ment in which the number of edge servers in the first group 
was 10, the number of edge servers in the other four groups 
was set to 15, 20, 25, and 30 respectively, presenting a trend of 
gradual decrease. This phenomenon is consistent with the per-
ceptual perception that power consumption and delay gradually 
decrease as edge servers increase. The experiment of the first 
group with the number of edge servers 10 showed a small-time 
delay and energy consumption. According to the above analy-
sis, the reason is that the average value of CPU clock frequency 
randomly set in this group of servers is larger.

According to the above analysis, the ICQPSO algorithm 
proposed in this paper is superior to other heuristic algo-
rithms, which is consistent with the conclusions drawn from 
the previous two experiments. Meanwhile, the influence of 

the number of edge servers on the calculation of offloading 
is also roughly consistent with the analysis of the offloading 
model in this paper.

6.5 � The effect of offloading task data volume 
on offloading

The task to measure data volume and the relationship between 
the time delay set the amount of data to 10 MB, respectively, 
20 MB, 30 MB, 40 MB, 50 MB, offloading task number 50, 
edge server number 10. The average fitness was shown in 
Fig. 11. The average delay is shown in Fig. 12. The average 
energy consumption is shown in Fig. 13. From Fig. 11, 12 
to  13, it can be seen that with the increase in the amount of 
task data, the delay gradually increases. When the amount of 
data is small, the delay of each algorithm has little difference. 
When the amount of data increases gradually, the performance 

Fig. 7   Energy for numbers of devices

Fig. 8   Fitness for numbers of servers

Fig. 9   Delay for numbers of servers
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gap between the algorithms appears. When the data volume is 
50MB, the ICQPSO algorithm has the smallest delay and the 
largest delay gap with other algorithms.

The results show that the average fitness, average delay, and 
average energy consumption increase linearly with the increase 
of offloading task data. According to the analysis of the off-
loading model in Sect. 3, the offloading task data amount is 
linearly correlated with the time delay and energy consump-
tion. There is also a linear correlation between fitness and time 
delay and energy consumption. The experimental results agree 
with the analysis of the offloading model in this paper. At the 
same time, the ICQPSO algorithm proposed in this paper is 
better than other heuristic algorithms under the same offload-
ing task data volume. This experimental conclusion is consist-
ent with the previous three experimental conclusions. With the 
increase of offloading task data, the performance gap between 

the ICQPSO algorithm and other algorithms gradually begins 
to appear. When the offloading task data volume is 10 MB, 
the time delay and energy consumption of all the heuristic 
algorithms tested in this paper are almost the same. However, 
when the offloading task data volume is 50MB, the time delay 
and energy consumption of the four algorithms begin to show 
obvious differences.

According to the above analysis, this paper proposes that 
the improved chaotic quantum particle swarm optimization 
algorithm has better performance in the face of multi-dimen-
sional complex functions, and is more suitable for the offload-
ing of edge computing tasks in complex environments.

Fig. 10   Energy for numbers of servers

Fig. 11   The effect of task data volume on fitness

Fig. 12   The effect of task data volume on delay

Fig. 13   The effect of task data volume on energy
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7 � Conclusion

To synergistically optimize time delay and energy consump-
tion in a complex edge computing task offloading environ-
ment, the offloading model is modeled in this paper. The 
performance of chaotic quantum particle swarm optimiza-
tion (CQPSO) is analyzed in detail. In this paper, we analyze 
the reason that the general heuristic algorithm is easy to fall 
into the local optimal solution and the global search ability 
is not good. Meanwhile, the Improved Chaos quant-pour 
Particle Swarm Optimization algorithm (ICQPSO) is pro-
posed to solve these problems. In this paper, four groups of 
experiments are carried out to test the influence of different 
variables on edge offloading. In each experiment, the results 
were analyzed in detail. The experimental results show that 
the improved chaotic quantum particle swarm optimization 
algorithm is superior to the quantum particle swarm optimi-
zation algorithm (QPSO) in the face of multi-dimensional 
complex functions. The improved chaotic quantum particle 
swarm optimization algorithm (ICQPSO) has a stronger 
global search ability and can effectively jump out of the local 
optimal solution. The ICQPSO algorithm performs well in 
the collaborative optimization of time delay and energy con-
sumption in the multi-user and multi-MEC server scenarios 
of mobile edge computing. In the multi-user multi-MEC 
server scenario, it is also necessary to study the separabil-
ity of tasks and the collaborative offloading of edge cloud 
computing, which is the content to be studied in the future.
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