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Abstract
In this paper, an improved sparrow search algorithm (SSA) for local path planning problem of mobile robot in an unknown 
environment is presented. The problems of premature convergence and decline of population diversity of basic SSA are 
solved by the inspiration of fitness-distance balance (FDB) selection and Harris Hawks Algorithm. A hybrid fitness function 
is formulated considering both path length and path safety, which enables the mobile robot to move to the target location 
safely. The effectiveness and superiority of the proposed improved SSA (ISSA) is verified in CEC 2017 suite for comparison 
experiments with multiple intelligent optimization algorithms. Local path planning simulation experiments are implemented 
using the proposed algorithm in the unknown environment and compared with other algorithms, and the results show that 
our algorithm is effective and robust in solving local path planning problem of mobile robots.

Keywords Local path planning · Sparrow search algorithm · Swarm intelligence algorithm · Mobile robot

1 Introduction

Mobile robot is an intelligent autonomous system with 
wide applications in industrial, medical, military, and 
aerospace fields. Path planning is one of the significant 
and challenging tasks in mobile robotics. The path plan-
ning problem can be divided into global path planning and 
local path planning according to the level of knowledge 
of map information. Global path planning means that the 
robot has sufficient information about the environment 
before planning the path, and when the robot is not aware 
of the obstacle information in the environment is called 
local path planning. Therefore, the correct path planning 
method is necessary to ensure that the robot completes its 
task successfully.

Path planning refers to the navigation of a mobile robot 
to a target location while satisfying certain constraints (e.g., 
path length, path smoothness, path safety, etc.). There are 
many related studies on path planning methods for mobile 
robots (Sood and Panchal 2020; Patle et al 2019; Zhang et al 

2018), however, classical methods require clear information 
about the environment and are computationally overloaded. 
Researchers have therefore turned to algorithms of com-
putational intelligence applied to path planning problems. 
Xu et al (2020) proposed an artificial bee colony algorithm 
introducing a co-evolutionary framework for path planning 
of mobile robots, which improves the convergence speed 
and avoids dimensionality dependence. Zhao et al (2020) 
proposed a co-optimization of a multi-objective Cauchy 
mutation cat colony optimization and an artificial potential 
field method to solve the path planning problem of an intel-
ligent patrol car navigation system. Song et al (2021) solved 
the problem of local optimum and premature convergence 
by an improved PSO algorithm that combines continuous 
high-degree Bezier curves to plan the smooth path of the 
robot.

However, due to the NFL principle (Wolpert and Mac-
ready 1997), each intelligent optimization algorithm has its 
advantages and disadvantages, and no particular algorithm 
is superior for all types of problems. Therefore, it is neces-
sary to develop new intelligent optimization algorithms to 
be applied to path planning problems. Further, the study of 
local path planning problems in uncertain environments is 
very limited. The global path planning approach cannot be 
used when the robot does not have information about the 
obstacles in its area. Relying solely on sensors to provide 
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information about nearby obstacles to accomplish the 
task of safely reaching the target is challenging. Mohanty 
(2020) proposed intelligent cuckoo search algorithm for 
navigation in an unknown environment and successfully 
ported to a real robot. Pattnaik et al (2021) proposed a 
hybrid particle swarm and chemical reaction optimization 
algorithm and used it to plan a smooth path for a robot in 
an unknown environment with circular and/or polygonal 
obstacles.

The sparrow search algorithm (SSA) is a swarm intelli-
gence algorithm developed by Xue and Shen (2020) and has 
been successfully applied in several fields of research (Ouy-
ang et al 2021; Tang et al 2021; Liu et al 2021; Tuerxun et al 
2021). In this paper, a local path planning algorithm is devel-
oped for a mobile robot using an improved SSA method. In 
this paper, SSA is improved with FDB (Kahraman et al 2020) 
selection method and HHO (Heidari et al 2019) algorithm, 
which enhances the diversity of SSA populations and bal-
ances the exploration and exploitation of the algorithm. In 
the local path planning problem, the environment is uncer-
tain for the robot, i.e., the robot has no information about 
the presence of obstacles in the environment and the shape, 
size, and location of the obstacles. Under such conditions, 
the robot relies only on the perception of obstacles over a 
limited distance to calculate the distance to the nearest obsta-
cle, and thus the algorithm is used to avoid the obstacle and 
navigate safely to the target area. In order to solve the local 
path planning problem, a fitness function is established con-
sidering the two objectives of obstacle avoidance and access 
to the target region as the objective function of the proposed 
algorithm. The performance of the proposed algorithm is 
tested under the Congress on Evolutionary Computation 
2017 (CEC2017) function set (Wu et al 2017), and the results 
are compared with those of PSO and SSA to demonstrate 
the effectiveness of the algorithm. To explain the results of 
this study in more detail, the Wilcoxon signed-rank test was 
also included to verify the superiority of this algorithm. The 
results show that the proposed ISSA algorithm has better 
performance and stability on most of the benchmark func-
tions. In addition, the proposed ISSA algorithm is applied to 
complete the local path planning task in a simulated com-
plex and uncertain scenario, and the results obtained are 
compared with those of other algorithms to demonstrate the 
applicability and effectiveness of the algorithm for the local 
path planning problem.

The remainder of this paper is framed as follows: in Sect. 2, 
the theory of SSA and the concept of ISSA algorithm are 

discussed. Section 3 presents the formulation of the path plan-
ning problem and the implementation of ISSA. The simulation 
results and discussion are explained in Sect. 4. The last section 
concludes the whole paper.

2  Sparrow search algorithm

SSA is a new swarm intelligence algorithm proposed in 
2019, which has the advantages of few adjustable param-
eters, high solution efficiency and strong local search 
capability.

In the basic SSA algorithm, the sparrow population 
is divided into two roles, i.e., producers and scroung-
ers. Producers have higher energy reserves, i.e. they have 
better fitness values, which allow them to search over 
a wider range. On the other hand, scroungers occupy 
poorer positions, so they follow the producers who can 
find better food sources and search around them to find 
better positions. When the scrounger finds a better food 
source, that is, occupies a better position, it becomes the 
new producer. The duties performed by individual spar-
rows can vary, but the ratio of producers to scroungers 
is fixed throughout the population. In addition, when an 
individual in the sparrow population senses danger, it 
alerts the rest of the population. Individuals at the edge 
of the population move quickly toward safety, and indi-
viduals in the center of the population move toward other 
individuals. The standard SSA procedure is described as 
follows: 

1. Initialization Suppose a population of size n is searched 
in a D-dimensional space. The initialization formula of 
the population can be expressed as: 

 Where i = 1, 2,… , n , j = 1, 2,… ,D . rand is a random 
number in the range of (0, 1) . Xmax

j
 and Xmin

j
 refer to the 

upper and lower bounds for jth dimension in the space 
respectively.

2. Producers phase During the implementation of the algo-
rithm, the proportion of discoverers is generally set to 
10 − 20% of the population size. The formula for pro-
ducer update position is as follows: 

(1)Xi,j = Xmin
j

+ rand ∗
(
Xmax
j

− Xmin
j

)
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 Where t refers to the current iteration, � ∈ (0, 1] is a 
random number. R2 ∈ [0, 1] , ST ∈ [0.5, 1] are the alarm 
value and the safety threshold respectively. Q is a ran-
dom number obeys normal distribution. L is a vector 
in which all elements are 1. If R2 ≤ ST  , the population 
receives no danger signals and producers are free to 
search over a wide area. When R2 > ST  , otherwise, the 
population senses the threat of predators, so they search 
more cautiously.

3. Scroungers phase The individuals in the population with 
poor fitness values are called scroungers. Their renewal 
can be described as follows: 

 where Xp is the best position for the producer currently. 
Xworst denotes the current global worst location. A rep-
resents a matrix of 1 ∗ d for which each element inside 
is randomly assigned 1 or −1 , and A+ = AT

(
AAT

)−1 . 
i > n∕2 means that the individual is in a very poor posi-
tion and cannot find a food source. Conversely, when 
i ≤ n∕2 , the individual followed the producer to forage.

4. Anti-predator phase It is generally assumed that 10-20% 
of the individuals in the population perceive the danger 
and update the location of the anti-predators using the 
following equation: 

 where Xbest is the current global optimal location. � is 
the step control parameter that obeys a normal distribu-
tion. K is a random step control parameter in [−1, 1] . 
fi represents the fitness value of sparrow i. fg and fw 
denote the current global best and worst fitness values, 
respectively. � is a constant used to avoid the denomina-
tor being zero. If fi > fg , i.e., the individual’s position is 
at the edge of the population, indicating that it is vulner-
able to predation and needs to move to the center of the 
population. Otherwise, the individual moved closer to 
other individuals to stay safe.

Algorithm 1 shows the detailed process of standard SSA.

(2)Xt+1
i,j

=

{
Xt
i,j
⋅ exp

(
−i

𝛼⋅T

)
if R2 ≤ ST

Xt
i,j
+ Q ⋅ L if R2 > ST

(3)Xt+1
i,j

=

{
Q ⋅ exp

(
xt
worst

−Xt
i,j

i2

)
if i > n∕2

Xt
p
+ |Xt

ij
− Xt

p
| ⋅ A+

⋅ L otherwise

(4)Xt+1
i,j

=

⎧
⎪⎨⎪⎩

Xt
best

+ 𝛽 ⋅ �Xt
i,j
− Xt

best
� fi > fg

Xt
i,j
+ K ⋅

�
∣xt
l,j
−Xt

worst

(fi−fworst)+𝜀

�
fi = fg

Fig. 1  y = exp

(
−i

�∗T

)
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3  ISSA

Correspondingly, the basic SSA faces the problems of 
decreasing population diversity in the late iteration, ina-
bility to jump out of local optimum, and susceptibility 
to structural bias(Ong et al 2021; Caraffini et al 2019). 
This chapter explains the proposed ISSA algorithm in 
detail, which involves the producer update formulation 
for enhanced global search, the FDB selection method, 
and the Harris Hawk algorithm (HHO) based progressive 
search.

3.1  Enhanced global search for producer update 
operator

In the standard SSA, producers are getting smaller coor-
dinate values for each dimension at R2 < ST  , as shown in 
Fig. 1.

This is clearly detrimental to the global exploration of 
the population. To solve this problem, the following for-
mula is used in this paper to replace the update formula 
of the basic SSA:

where Xt
v,j

 is a randomly selected individual in the popula-
tion; r is a random number within [0, 1] . The performance of 
this operator in two dimensions is shown in Fig. 2. As can 
be seen from the figure, the producer randomly selected an 
individual and explored randomly within a certain range. 

(5)Xt+1
i,j

= Xt+1
v,j

− r ∗
(
Xt
v,j
− Xt

i,j

)

The formula describes the random exploration behavior of 
the producers when no danger is received and enhances the 
global exploration capability of the algorithm.

3.2  Scrounger update method based on FDB 
selection method

The scroungers at the edge of the population are repositioned 
near the origin, which is factually incorrect and loses infor-
mation from the previous iterations. On the other hand, the 
operation of jumping to the origin tends to make the algo-
rithm structurally biased, i.e., the search process is very slow 
when the global optimal solution is not at the origin (Konon-
ova et al 2015). In order to maintain the population diversity 
without losing the previous information, the Fitness-distance 
balance (FDB) selection method is introduced in this paper.

Selection methods play an important role in the conver-
gence process of intelligent optimization algorithms. In 
the search process, the candidate solutions selected by the 
algorithm from the population directly affect the direction 
of individual convergence and the success rate of conver-
gence. In order to solve the problem of premature conver-
gence in the algorithm optimization process, Kahraman et al. 
developed a novel selection method based on fitness and 
distance balance named FDB selection method in 2020. The 
method can select the candidate solution with the maximum 
potential for improving the algorithmic optimization pro-
cess and indicate the convergence direction for the algo-
rithmic population. Since the introduction of this method, 
several studies have applied the FDB selection method to 
various algorithms to solve practical problems.Sefa Aras 
et al. applied the FDB selection method to fractal search 
algorithms for improving the diversity of populations and 
balancing the problem of algorithm development and explo-
ration (Aras et al 2021). The literature (Duman et al 2021a) 
proposed a coyote optimization algorithm that more closely 
follows the laws of nature, using the FDB selection method 
and levy flight to determine the social tendencies of coyote 
populations, and improved the global exploration and local 
exploitation capabilities of the algorithm to solve the prob-
lem of premature convergence. The improved algorithm is 
applied to the optimal power flow problem and shows abso-
lute advantages. To solve the optimal power flow problem, 
Ugur Guvenc et al. used the FDB method to balance the 
exploration and exploitation of the algorithm by guiding the 
choice of reference locations in the adaptive guided differ-
ential evolution algorithm (Guvenc et al 2021).

The FDB selection method can find the candidate solution 
that contributes most to the search process in a population in 
a stable and efficient manner. It is implemented as follows:

In the first step, the Euclidean distance of each individual 
from the optimal solution is calculated:

-1 -0.5 0 0.5 1

0.5

1

1.5

2

2.5

Fig. 2  Demonstration of the effect of improved operator. The two hol-
low circles represent Xt

i,j
 and Xt

v,j
 , respectively, and the solid points 

indicate the new positions obtained using the proposed operator
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In the second step, the FDB score is calculated for each 
individual:

where � ∈ (0, 1) is the weighting factor. normfi and 
normdistXi

 are the normalized fitness value and normalized 
distance value of Xi , respectively.

The selection probability of each individual is calculated 
based on the FDB score, and then a roulette wheel method is 
used to select the reference position(Aras et al 2021). After 
determining the reference location in the above manner, the 
new scrounger update can be described as follows:

where Xt
v
 is a randomly selected individual in the population; 

k is a predetermined scale factor; r is a [0, 1] uniform ran-
dom number; and Xt

fdb
 is an individual selected by FDB 

method. The ability of the sparrow population to explore 
globally and jump out of the local optimum trap is improved 
after the roulette FDB-based update operator.

3.3  Harris Hawks based progressive search

The individuals with better fitness values among the scroung-
ers in the basic SSA approach the optimal position in all 
dimensions, which leads to fast convergence of the popula-
tion. However, the diversity of the population is thus reduced, 
leading the algorithm to fall into the local optimum trap easily.

Inspired by Hard besiege with progressive rapid dives of 
Harris Hawks optimization(HHO) algorithm, a progressive 
search is introduced to make scroungers move more reasonable 
and jump out of the local optimal solution without losing their 
local exploitation capabilities. The formula for the progressive 
search can be described by the following equation:

where

where E = 2E0(1 − t∕T) , E0 ∈ [−1, 1] is a random number, 
J = 2(1 − rand) , D means dimensions, levy refers to levy 
flight, and can be described as follows:

(6)
∀i ∈ n,Xi ≠ Xbest, distXi

=
√(

Xi,1 − Xbest,1

)2
+⋯ +

(
Xi,D − Xbest,D

)2

(7)∀i ∈ n, Si = � ∗ normfi + (1 − �) ∗ normdistXi

(8)Xt+1
i

= Xt
v
+ k ∗ r ∗

(
Xt
i
− Xt

fdb

)

(9)Xt+1
i

=

{
X1
new

if f
(
X1
new

)
< f

(
Xt
i

)
X2
new

if f
(
X2
new

)
< f

(
Xt
i

)

(10)X1
new

= Xt
best

− E ∗
(
J ∗ Xt

best
− Xt

i

)

(11)X2
new

= X1
new

+ levy(D)

where

where �,� are random number in [0, 1], � is set to 1.5.
Levy flight is a random walk whose step lengths obey the 

levy distribution, and its movement is shown in Fig. 3. In 
the progressive search, two parameters, E and J, are used to 
incorporate the randomness of the search, while levy flight 
matches the movement of birds foraging, perfectly simulat-
ing the behavior of scroungers foraging near the producer.

3.4  ISSA

The sparrow search algorithm is a newer swarm intelligence 
optimization algorithm with better search performance, but 
still has disadvantages such as premature convergence, 
decreasing population diversity, falling into local traps, 
and structural bias. To improve these problems, this paper 
proposes a producer update approach with enhanced global 
capability, and a scrounger update formulation with FDB 
selection-based approach and progressive search. These 
approaches can increase the diversity of sparrow popula-
tions, balance exploration and exploitation capabilities, and 
further improve algorithm performance.The proposed ISSA 
algorithm is shown in Algorithm 2.

(12)levy(x) = 0.01 ∗ � ∗ �∕|�|1∕�

(13)� =

⎛
⎜⎜⎜⎝

Γ(1 + �) ∗ sin
�

��

2

�

Γ
�

1+�

2

�
∗ � ∗ 2

�−1

2

⎞
⎟⎟⎟⎠

1

�

Fig. 3  Levy flight
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4  Formulation of path planning problem

This section describes the process and structure of solving 
local path planning problems with ISSA. In the local path 
planning problem, the robot does not know the global envi-
ronment information and only performs obstacle avoidance 
based on a limited sensing range. When there are obstacles 
nearby, the robot needs to maintain a safe distance from 
the nearest obstacle. Considering the robot’s drive-to-target 
behavior and keep-safe behavior, the direction of each robot 
action can be determined.

4.1  Keep‑safe behavior

Let dobs be the distance between the robot and the obstacle, 
X be the position of the robot, and Xi

obs
 be the position of 

obstacle i. Then the distance between the robot and the near-
est obstacle can be calculated by the Euclidean distance as 
follows:

The robot should keep the maximum safe distance from 
the nearest obstacle to avoid collision with the obstacle. 
When dobs ≤ 0 , the adaptation degree should be infinite; 
when dobs ≤ dsafe (safe distance), the larger dobs is, the lower 
the adaptation degree value should be; when dobs > dsafe , it 
means that the robot is in a safe position and does not need 
to avoid the obstacle. The specific expression is as follows:

4.2  Drive‑to‑target behavior

In this behavior, the robot needs to reach the goal along the 
shortest possible path. This goal can be expressed by the fol-
lowing equation:

4.3  Fitness function

In order to develop an objective function to combine the above 
two objectives, this paper uses the weighted sum method to 
combine them into a fitness function applicable to the path 
planning problem:

where w1 , w2 are weighting factors that can be adjusted 
according to the problem.

4.4  Implementing local path planning with ISSA

The robot starts from the starting position and advances 
towards the target area. After each move, it searches whether 
there is any obstacle in the vicinity, and if not, it continues 
to move in the target direction; otherwise, it calls the ISSA 
algorithm to find the direction of the next move. The above 
process is continued until the robot reaches the target position. 
The following are the specific steps:

Step 1: Initialize the environment and the starting and end-
ing points of the robot.

Step 2: Detect if there are obstacles around, and if not, 
advance to [xnew, ynew] in the direction of the target.

(14)dobs = min
‖‖‖X − Xi

obs

‖‖‖

(15)f1 =

⎧
⎪⎨⎪⎩

inf if d obs ≤ 0
1

dobs
if 0 < dobs ≤ dsafe

0 otherwise

(16)f2 = dgoal = ‖X − goal‖

(17)f = w1 ∗ f1 + w2 ∗ f2

(18)
xnew = x + stepsize ∗ cos �goal

ynew = y + stepsize ∗ sin �goal
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Step 3: If an obstacle is detected, the ISSA algorithm is 
invoked to find the direction � with optimal adaptation and 
proceed in this direction:

Step 4: Repeat step 2 or step 3 continuously according to the 
detection result until the target position is reached.

5  Experiments and discussion

In order to verify the performance of the proposed path plan-
ning algorithm, benchmark function experiments and simu-
lation experiments were implemented. The experimental 
environment is a computer with windows operating system, 
i5 processor and 16GB RAM.

5.1  CEC2017 benchmark test

In this experiment, the performance of the proposed 
algorithm is tested on the CEC2017 function set. The 
obtained results are compared with several intelligent opti-
mization algorithms such as basic SSA, Particle swarm 
optimization(PSO)(Duman et  al 2021a), Harris hawks 
optimization(HHO), Whale optimization algorithm(WOA)
(Guvenc et al 2021), and Moth-flame optimization(MFO) 
(Duman et al 2021b). cec2017 benchmark functions can be 
classified into four categories: single-mode (F1-3), multi-
mode (F4-10), hybrid (F11-20), and composition (F21-
30). To be fair, all algorithms are implemented in the same 
test environment. In this experiment, the problem dimen-
sion, population size and maximum number of computa-
tions (maxFES) are set to 10,30 and 100000, respectively. 
Since the swarm intelligence algorithm is randomized, each 
experiment is repeated 30 times in order to avoid the error 
brought by randomness on the experimental results. The 
experimental results are shown in the Table 1, and some of 
the convergence curves are shown in Fig.  4.

As can be seen from the table, the ISSA algorithm pro-
posed in this paper is the best in dealing with unimodal 
problems, such as F1-3. This is mainly due to the superior-
ity of the proposed algorithm in terms of local search per-
formance. ISSA is ahead of other algorithms in most of the 
multimodal problems and second only to PSO algorithm 
in a few functions. The multimodal problems mainly test 
the algorithm’s ability to jump out of local optimum and 
global search. This can be seen in the ability to jump out 
of local traps brought by the progressive foraging added by 
ISSA and the global search ability enhanced by the discov-
erer improvement. As for the hybrid problem, the proposed 
algorithm has a large advantage on most functions, which 

(19)
xnew = x + stepsize ∗ cos �

ynew = y + stepsize ∗ sin �

fully demonstrates ISSA’s ability in balanced exploration 
and development. Finally, it can be seen in the results of 
the combinatorial problems that ISSA’s operators have 
stable and excellent performance on most of the problems.

Table 1 lists the error statistics of the fitness values 
obtained by ISSA and some common algorithms in the 
test functions of the CEC2017 benchmark suite. To better 
understand and interpret the data in the table, the corre-
sponding box-line plots are plotted below, as in Fig. 5. a 
test function is selected from four problem types: single-
mode, multimode, hybrid, and combined, whose box-plots 
are shown below.

As can be seen from the box-plots, the proposed ISSA 
algorithm shows a more stable search performance in the 
CEC2017 test function and can converge to smaller error 
values. Moreover, the improved algorithm greatly reduces 
the probability of falling into a local optimum solution, 
and the premature convergence problem is significantly 
improved. In conclusion, according to the data shown in 
the box-plots, ISSA effectively improves the global explo-
ration ability and local exploitation ability of the algo-
rithm, and handles the balance between exploration and 
exploitation well, and solves the prematureness problem 
of the algorithm.

To more accurately assess the superiority of the pro-
posed algorithm, the Wilcoxon signed-rank test was used 
to examine the statistical differences in the algorithm 
results. The obtained results are shown in Table 2.

From the data in the table, it is clear that the proposed 
ISSA algorithm is statistically significant compared to sev-
eral other compared algorithms. This further proves the 
superiority of ISSA.

The complexity of an algorithm is an important factor 
that affects the usability and functionality of the algorithm. 
Some algorithms can converge to a relatively good level, 
but if the response time is too long, they cannot be called 
a fully optimized algorithm. Therefore, this paper will give 
the algorithm complexity of the tested algorithms, and 
discuss and analyze the experimental results (Table 3).

To calculate the complexity of the algorithm, this paper 
refers to the definition document of IEEE CEC 2017 and 
defines the algorithm complexity as follows.

Where the parameter T0 represents the algorithm calcula-
tion time for the test procedure specifically defined in CEC 
2017, T1 indicates the time required to consume 200000 
times for the evaluation of the function F18 alone, F18 is the 
test problem defined in CEC 2017. t2 is the time required 
to calculate the function F18 using the algorithm, and the 
test is repeated 5 times and then averaged. The experimental 
results are shown in the following table.

(20)complexity = (mean(T2) − T1)∕T0
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Table 1  CEC2017 test results Avg PSO HHO WOA MFO SSA ISSA

F1 4.73E+07 4.83E+05 3.44E+05 1.58E+08 2.69E+03 2.27E+03
F2 5.15E+08 1.22E+02 8.77E+03 7.05E+09 9.92E-05 7.24E-05
F3 0.00E+00 1.92E+00 3.97E+02 9.57E+03 0.00E+00 0.00E+00
F4 2.19E+01 1.58E+01 2.04E+01 6.08E+00 1.95E+00 4.40E+00
F5 1.86E+01 4.78E+01 5.43E+01 3.31E+01 3.92E+01 1.98E+01
F6 1.27E+00 3.00E+01 3.33E+01 3.28E+00 1.59E+01 2.42E-01
F7 1.88E+01 8.23E+01 7.66E+01 4.37E+01 9.11E+01 3.26E+01
F8 1.66E+01 3.14E+01 3.78E+01 3.25E+01 3.15E+01 1.57E+01
F9 5.99E+00 4.97E+02 3.79E+02 1.42E+02 7.12E+02 5.26E+00
F10 4.62E+02 9.32E+02 1.06E+03 9.66E+02 1.03E+03 7.29E+02
F11 4.55E+01 7.15E+01 1.28E+02 1.58E+02 4.90E+01 2.44E+01
F12 2.98E+05 2.12E+06 5.38E+06 4.07E+05 1.81E+04 1.58E+04
F13 7.86E+03 1.29E+04 1.40E+04 1.24E+04 9.12E+03 7.61E+03
F14 7.05E+01 1.22E+02 2.61E+02 5.24E+03 1.21E+02 7.15E+01
F15 1.59E+02 2.07E+03 3.70E+03 6.10E+03 2.10E+02 1.10E+02
F16 7.79E+01 2.96E+02 2.72E+02 1.56E+02 2.89E+02 6.38E+01
F17 7.05E+01 7.75E+01 8.92E+01 6.66E+01 1.10E+02 4.75E+01
F18 1.31E+04 1.35E+04 1.74E+04 2.10E+04 5.23E+03 4.57E+03
F19 1.51E+02 7.81E+03 2.71E+04 9.35E+03 3.76E+02 1.90E+02
F20 4.92E+01 1.83E+02 1.54E+02 8.34E+01 7.61E+01 3.00E+01
F21 2.13E+02 2.15E+02 1.99E+02 2.15E+02 1.74E+02 1.10E+02
F22 1.48E+02 1.99E+02 1.81E+02 1.06E+02 1.09E+02 9.76E+01
F23 3.33E+02 3.79E+02 3.55E+02 3.29E+02 3.48E+02 3.20E+02
F24 3.50E+02 4.17E+02 3.68E+02 3.62E+02 3.54E+02 3.44E+02
F25 4.34E+02 4.37E+02 4.44E+02 4.38E+02 4.33E+02 4.28E+02
F26 6.66E+02 9.33E+02 7.50E+02 4.93E+02 7.99E+02 3.68E+02
F27 4.25E+02 4.55E+02 4.37E+02 3.94E+02 4.10E+02 3.94E+02
F28 6.03E+02 5.51E+02 5.87E+02 4.93E+02 5.44E+02 5.15E+02
F29 3.17E+02 3.93E+02 4.23E+02 3.38E+02 3.91E+02 3.04E+02
F30 5.74E+05 3.68E+05 7.07E+05 5.36E+05 2.80E+05 3.45E+05

Fig. 4  A part of convergence curve results
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Fig. 4  (continued)
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Fig. 4  (continued)
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From the data in the table, we can see that the MFO 
algorithm performs well in the index of time complexity, 
the complexity of the sparrow search algorithm is 55.1923, 
and the complexity of the improved ISSA algorithm is 
higher, but within an acceptable range. The reason for the 
high time complexity is that the FDB selection method 
does not find a suitable programming method, which 
causes each individual to calculate the distance to the rest 
of the population in each iteration, and then consumes too 
much time. After temporarily discarding the FDB selec-
tion method, the time complexity of ISSA comes to a good 
magnitude.

5.2  Simulation experiments

To verify the feasibility and practicality of the proposed 
algorithm, an uncertain environment consisting of circu-
lar and polygonal obstacles is considered in this paper, as 
shown in Fig. 6. The starting point [30 30] and the ending 
point [450 450] are set in the complex scenario to test the 
feasibility and robustness of the algorithm on the local 
path planning problem. The proposed ISSA algorithm is 
experimented with SSA and PSO in the same scenarios 
and the obtained results are compared. Since the intel-
ligent optimization algorithm is stochastic, the execution 

Fig. 5  A part of box-plot results
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is repeated 10 times to obtain the average path length, 
standard deviation of path length, average path smoothness 
and average computation time. Where the path length can 
be expressed by the following equation:

where dist() denotes the Euclidean distance between two 
points and n denotes the total number of points that form 

(21)length =

n∑
i=1

dist
(
pi, pi−1

)

the path. The path smoothness can be expressed as the sum 
of the deflection angles between adjacent points as follows:

where �i denotes the steering angle between two adjacent 
vectors in the path.

The results of the test are shown in Table 4.
From the table 4, it can be seen that the ISSA algorithm 

can obtain paths with shorter length and better smoothness 
compared to SSA and PSO. However, the proposed ISSA 
algorithm is not as good as the other algorithms in terms 
of average computation time. This may be due to the fact 
that the multiple operators introduced by ISSA lead to more 
operational steps required in the iteration of the algorithm, 
so that more time is consumed. Overall, the performance 
of the ISSA algorithm is excellent and robust for local path 
planning in uncertain environments compared to the other 
two algorithms.

6  Conclusion

In this paper, a novel SSA-based intelligent optimization 
algorithm is proposed for solving local path planning prob-
lems in uncertain environments. A new fitness function is 
formulated to orient the robot to the shortest safe distance. 
In this paper, complex uncertain scenarios are considered 
with multiple circular and polygonal obstacles placed in the 
environment. The results obtained from benchmark function 
experiments and simulated local path planning experiments 
show that the performance of the proposed ISSA algorithm 
outperforms other algorithms.
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