
Vol.:(0123456789)1 3

Journal of Ambient Intelligence and Humanized Computing (2022) 13:4135–4149 
https://doi.org/10.1007/s12652-022-04010-9

ORIGINAL RESEARCH

Intra WBAN routing using Zipf’s law and intelligent transmission 
power switching approach (ZITA)

Moumita Roy1 · Chandreyee Chowdhury2  · Ghufran Ahmed3 · Nauman Aslam4 · Samiran Chattopadhyay2,6 · 
Saif Ul Islam5

Received: 13 January 2020 / Accepted: 26 May 2022 / Published online: 29 June 2022 
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2022

Abstract
Wireless body area networks (WBANs) are becoming a popular and convenient mechanism for IoT-based health monitoring 
applications. Maintaining the energy efficiency of the nodes in WBANs without degrading network performance is one of the 
crucial factors for the success of this paradigm. Obtaining routes for data packets should be a dynamic decision depending on 
network conditions. Consequently, in this paper, a novel cost-based routing protocol ZITA has been proposed that addresses 
primary issues of WBAN routing, such as timeliness, link quality, temperature control, and energy efficiency while finding 
the next hop for data packets. Zipf’s law is applied for relay selection to ensure the distribution of forwarding load among 
the potential relays. ZITA controls the transmission power level adaptively in order to cope with the time-varying channel 
conditions following multi-hop architecture. The protocol is simulated and the results show that the protocol gives better 
performance in terms of data received by the sink, heat dissipation of the wearable as well as implantable sensor nodes, and 
load sharing among relay nodes.
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1 Introduction

New healthcare technologies seamlessly integrated with the 
lives of citizens can provide unprecedented insights into the 
treatment of chronic diseases, rehabilitation, and surveil-
lance as these systems can monitor physiological as well 
as psychological behavior objectively and non-invasively. 
Indeed, the internet of medical things (IoMT) (Sodhro et al. 

2018) combines both the precision of traditional medical 
devices along with the scalability of the Internet of Things 
(IoT).

It is a driving force in solving the problem of aging and 
chronic diseases. It is able to manage numerous sensors 
deployed on numerous patients forming several WBANs 
per patient where a single WBAN reports the heterogeneous 
sensed data (Movassaghi et al. 2014; Qadri et al. 2020) to 
the healthcare provider over the Internet following three-tier 
architecture as shown in Fig. 1. Tier 1 focuses on network 
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formation of the wearable and/or implantable sensor nodes 
that send the sensed data to the sink (that could be a smart 
handheld or a personal digital assistant). The sink then sends 
the collected data to a gateway device where data from 
multiple WBANs can be collected in Tier 2. This gateway 
device is further connected to a remote medical server over 
the Internet where the data are stored and analyzed. The 
healthcare personnel can access the data remotely from the 
medical server. The main constraint in this paradigm is that 
the non-homogeneous battery-powered sensor nodes with 
bounded lifetime require an energy-efficient approach (Elias 
2014; Arora et al. 2020) in order to prolong the durability 
of WBAN applications (Cavallari et al. 2014). Energy effi-
ciency is even more important for implanted nodes where 
the nodes are supposed to operate over many years (Cavallari 
et al. 2014) although battery recharge or replacement may 
not always be feasible. Besides, the use of ultra-low-power 
transceiver as well as power-efficient MAC protocol (Liu 
et al. 2016; Movassaghi et al. 2014), energy efficiency (Roy 
et al. 2020; Khanna et al. 2018; Chen and Peng 2013) is 
a pre-requisite for network layer communication. Mostly, 
intra WBAN communication follows star topology where 
body sensor nodes communicate with the sink (Arora et al. 
2020) using Bluetooth (IEEE 802.15.1 standard), Zig-
Bee (IEEE 802.15.4 standard) or IEEE 802.15.6 standard 
(Movassaghi et al. 2014). However, the connection depends 
on the link quality that may degrade due to relative node 
movement with a change of posture. Although data trans-
mission with high transmission power may enhance the 
performance to some extent, it may lead to absorption of 

the excessive electromagnetic radiation by human tissue 
that could cause severe thermal damage (Movassaghi et al. 
2014) leading to life-threatening conditions. Thus, multi-
hop communication (Roy et al. 2020; Khanna et al. 2018) 
with low transmission power is often preferred in a WBAN 
where a source node forwards its data to the sink via some 
relay node. Relay selection is another important issue to be 
handled such that data may be routed through the optimal 
path at the same time a relay should not get exhausted with 
forwarding traffic. However, the decision between single-hop 
and multi-hop should be taken dynamically depending on 
the system parameters. Furthermore, the energy depletion 
rate is primarily governed by the transmission power (Roy 
et al. 2017). Hence, finding optimal transmission power for 
both single and multi-hop communication is an important 
research challenge.

In earlier days, protocols (Tang et al. 2005; Bag and 
Bassiouni 2007) were designed focusing on a single issue, 
such as restricting temperature rise. These protocols may 
not result in an optimal route to the destination. Later, a 
few cost-based protocols (Roy et al. 2017; Khan et al. 2021; 
Qureshi et al. 2020) were designed that address multiple 
contradictory issues while exploiting the least cost route for 
data delivery. A few works in literature (Zhang and Zhang 
2017; Liang et al. 2014; Quwaider et al. 2010) are found that 
focus on adaptively adjusting the transmission power to sup-
port time-varying channel conditions. However, the problem 
of relay selection and load distribution among the relays 
remains mostly unexplored. In fact, it should be viewed as 
a dynamic problem that depends on both the node and link 
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conditions jointly addressing (i) minimal transmission power 
and (ii) reliable data delivery.

Herewith, the contribution of the paper is to design a cost-
based multi-hop routing protocol for WBAN which is suit-
able for a network of wearable as well as implantable sensor 
nodes. The novel features of the protocol are as follows.

• The protocol takes dynamic decisions in relay selection 
at minimum transmission power based on the reliability 
of the forwarder and the link quality.

• Major routing issues (that is, response time, tempera-
ture rise, energy efficiency as well as link quality) are 
addressed while evaluating the cost for each neighbor.

• Zipf’s law (Ramasubramanian et al. 2003) is applied 
for relay selection so that the distribution of forwarding 
load among potential relays is ensured. This, in turn, 
balances the energy depletion rate of the forwarders.

The rest of the paper is organized as follows. A study on 
the state-of-the-art WBAN routing protocols is presented 
in the next section (Sect. 2). Section 3 details the system 
model followed by the description of the proposed routing 
protocol. The experimental setup followed by simulation 

results is elaborated in the next section (Sect. 4). Finally, 
Sect. 5 concludes.

2  Related work

Existing research in WBAN routing protocols is organized 
according to the timeline as shown in Table 1. Routing 

Table 1  Brief timeline of representative WBAN routing protocols

Year Temperature based 
protocols

Cluster based protocols Cross layer protocols QoS based protocols Cost based protocols

2004 Culpepper et al. (2004)
2005 Tang et al. (2005) Moh et al. (2005)
2006 Bag and Bassiouni (2006) Braem et al. (2006)
2007 Bag and Bassiouni (2007) Watteyne et al. (2007) Ruzzelli et al. (2007) Liang and Balasingham 

(2007)
2008 Takahashi et al. (2008) Braem et al. (2008) Liang et al. (2008)
2009 Ahourai et al. (2009) Bag and Bassiouni (2009) Djenouri and Balasing-

ham (2009)
Quwaider and Biswas 

(2009)
2010 Quwaider and Biswas 

(2010); Quwaider et al. 
(2010)

2011 Razzaque et al. (2011) Maskooki et al. (2011)
2012 Liang et al. (2012); 

Movassaghi et al. (2012)
2013 Murthy and Rao (2013) Nadeem et al. (2013); 

Chen and Peng (2013)
2014 Monowar et al. (2014) Liang et al. (2014)
2015 Javaid et al. (2015)
2016 Elhadj et al. (2016) Ayatollahitafti et al. (2016)
2017 Roy et al. (2017)
2018 Khan et al. (2018)
2019  Kathe and Deshpande 

(2019); Javed et al. 
(2019)

2020 Qureshi et al. (2020)
2021 Khan et al. (2021)

WBAN Routing Protocols

Focusing on Single Issue Focusing on Multiple Issue

Temperature
Based

Protocol

Cluster Based
Protocol

Cross Layer
Protocol

Single Layer
Protocol

Cost effective
Protocol

QoS Based
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Fig. 2  Categorization of WBAN routing protocols
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protocols in WBAN can be broadly categorized as shown 
in Fig. 2.

Earlier routing solutions were developed focusing on a single 
issue, such as temperature control, or clustering. Only a few of 
them focus on implantable nodes though. In Tang et al. (2005), 
Bag and Bassiouni (2006) each node estimates the temperature 
change of its neighbor and avoids heated neighbors from for-
warding data to keep thermal balance while in Bag and Bassiouni 
(2007) formation of a hot spot is prevented by appropriate routing 
decision. However, these protocols may not always select the 
optimal route in terms of delay. Besides, each instance of data 
communication between source and sink via several hops may 
lead to a substantial energy expenditure of the entire network. 
Hence, a few recent temperature-aware protocols such as TAEO 
proposed by Javed et al. (2019) pay attention to energy efficiency 
as well along with the thermal aspects and hot spot problem.

On the other hand, cluster-based protocols as in Culpep-
per et al. (2004), Moh et al. (2005), Watteyne et al. (2007), 
and Murthy and Rao (2013) group the nodes in the network 
into clusters, and each cluster is assigned a cluster head. 
The data communication between source and sink is regu-
lated via cluster head. However, the cluster formation and 
cluster head selection bring significant overhead for a small 
network like WBAN where the network size is limited to 
15–20 (Movassaghi et al. 2014). Since focusing on a single 
issue may not result in an optimal solution most of the time, 
the trend moves towards addressing multiple issues to find 
a balanced solution.

One research direction to handle multiple issues is noted 
in literature through designing cross-layer protocols as in 
Braem et al. (2006), and Ruzzelli et al. (2007) in which 
MAC layer issues along with that of the network layer are 
addressed together. In the work proposed by Braem et al. 
(2006), time is slotted and a multi-hop approach is pre-
sented to gain access to the MAC layer and route data in 
the network. Collision-free data transfer is enhanced by the 
researchers in Braem et al. (2006), and Ruzzelli et al. (2007) 
leading to an increase in throughput. Besides, nodes turn off 
their transceiver when not required which further reduces 
energy expenditure. However, these protocols are not well 
suited subject to frequent changes in link quality due to body 
movement.

The next category according to the timeline focuses on 
enhancing the quality of service (QoS) requirements in intra-
WBAN routing. The researchers in Liang and Balasingham 
(2007), Liang et al. (2008), and Razzaque et al. (2011) 
designed separate modules to address each QoS requirement. 
Data traffic is divided into multiple categories to provide 
prioritized routing service and user-specific QoS support. 
However, designing a modular approach to satisfy each QoS 
requirement increases system overhead.

Herewith, the research trend moves toward finding cost-
effective solutions as in Nadeem et al. (2013) where multiple 

routing issues are modeled in terms of cost. Quwaider and Bis-
was (2009) and Quwaider and Biswas (2010) authors defined 
a cost function that estimates the cost of routing from a source 
to the sink via relay. Cost evaluation considers multiple net-
work layer issues, such as temperature control, energy effi-
ciency, link quality, and mobility, and a trade-off is made. Data 
delivery is made through the least cost route. The authors of 
Qureshi et al. (2020) designed an energy-aware routing (EAR) 
protocol to minimize energy utilization and select preferable 
next hop by evaluating the link quality of sensor nodes. The 
cost evaluation process presented by the authors in Nadeem 
et al. (2013), and Javaid et al. (2015) is centralized whereas, in 
Liang et al. (2012), Movassaghi et al. (2012), each node evalu-
ates the cost for its neighbors and thus, a distributed approach 
is followed.

A list of the existing works that address multiple issues 
in WBAN routing is presented in Table 2. The protocols are 
mostly designed to be applied for a network of wearable 
sensors and the multi-hop approach is commonly preferred.

An energy-efficient routing protocol was presented by Khan 
et al. (2021) where forwarder nodes are utilized for multi-hop 
communication. In Roy et al. (2019), a data delivery scheme 
is designed that finds a reliable route to sink by considering 
energy resources and channel conditions. Another relay-
aided method was proposed by Zhang and Zhang (2017) that 
switches between direct and relay-aided transmission based 
on channel conditions and adjusts transmission power adap-
tively. However, only a few routing protocols designed by the 
researchers in Quwaider et al. (2010), Maskooki et al. (2011), 
Javaid et al. (2015), and Roy et al. (2019) are found to address 
relative node movement due to posture change and even fewer 
(Quwaider et al. 2010; Kim and Eom 2014; Roy et al. 2019) 
could be found to exhibit adaptive behavior for obtaining the 
effective transmission power. Consequently, in this paper, a 
multi-hop cost-based routing protocol has been designed that 
can be applied to both on-body and in-body sensor nodes to 
find a route to the destination. The architecture is shown in 
Fig. 1. Besides addressing primary network layer issues, the 
proposed protocol employs an intelligent power switching 
approach to cope with the time-varying channel.

3  Description of the routing mechanism

The data structures and system models used by the proposed 
mechanism are described first. The algorithm for ZITA is 
detailed subsequently.

3.1  Preliminaries

3.1.1  Energy model

1. Transmitter model: Data transmission is the key source 
of energy expenditure in WBAN. Energy is consumed to 
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run the voltage-controlled oscillator (VCO), frequency 
synthesizer (FS), modulator, and power amplifier (PA). 
Hence, the transmission power ( PTx ) to carry out trans-
mission for tTx time duration is quantified as follows 
(Ahmed and Khan 2017). 

 Further, the energy consumed by the power amplifier 
( EPA ) is measured in terms of the radio frequency (RF) 
output power ( POut ). 

 where �P represents the power efficiency of the power 
amplifier. Furthermore, POut can be evaluated as follows. 

(1)PTx = (EVCO + EFS + EPA)tTx.

(2)EPA =
1

�P
POut,

(3)POut = �PA.�
�.dn

�

 where � ′ denotes the data rate, n′ represents the path loss 
exponent. �PA is a factor that depends on several param-
eters such as antenna gain, wavelength, thermal noise 
power spectral density, and the desired signal to noise 
ratio (SNR) at distance d. However, if the transmitter is 
switched on NTx number of times and transmits for tTx,i 
duration in ith transmit interval, the overall transmission 
power ( PTx ) is quantified with the following equation. 

 where tstartup gives the constant start-up time for the 
local oscillator to get prepared for transmission. EPA,i is 
the energy consumed by the power amplifier for the ith 
transmit interval transmitting at a specific power level 
POut.

(4)
PTx =

NTx∑

i=1

[(EVCO + EFS)(tTx,i + tstartup)

+ EPA,i(tTx,i)]

Table 2  Summary of cost-based routing protocols that handle multiple issues

Routing protocol No. of hops Issues handled Transmission 
power control

Mobility 
sup-
ported

Type of body sensors

Quwaider and Biswas (2009) Multi hop Link disconnections, delay NA Yes On body
Seyedi and Sikdar (2010) Single hop Energy efficiency, lifetime, 

energy harvesting, quality 
of coverage

Yes NA NA

Quwaider et al. (2010) Multi hop Energy management, 
delay, packet loss, system 
throughput

Yes Yes On body

Maskooki et al. (2011) Single hop, multi-hop Energy efficiency, life time NA Yes On body
Liang et al. (2012) Multi hop Reliability, prevents data 

injection attacks
Yes Yes NA

Movassaghi et al. (2012) Multi hop Energy efficiency, tempera-
ture control

Yes Yes On body

Nadeem et al. (2013) Multi hop Reliability, throughput, 
energy consumption, 
lifetime

No NA On body

Chen and Peng (2013) Multi hop Lifetime, energy efficiency, 
power consumption

Yes NA NA

Liang et al. (2014) Multi hop Energy efficiency, reliability, 
delay

Yes Yes On body

Kim and Eom (2014) Single hop Reliability, energy efficiency, 
lifetime

Yes Yes On body

Javaid et al. (2015) Multi hop Reliability, energy efficiency, 
throughput, lifetime, stabil-
ity period

NA Yes On body

Khan et al. (2018) Multi hop Energy efficiency, network 
stability, lifetime

NA NA On body

 Roy et al. (2019) Multi hop Energy efficiency, reliability Yes Yes NA
ZITA Single hop, two hop, multi-

hop
Energy efficiency, delay, 

temperature rise, link qual-
ity, reliability in terms of 
packet delivery

Yes Yes On body and implanted
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2. Receiver model: A radio receiver consists of several ele-
ments like an antenna, amplifier, modulator, FS, VCO, 
and power supply. The energy consumption by the 
receiver is given by the following expression (Akyildiz 
and Vuran 2010). 

PRx is the power dissipated by receiving elements (that 
is, antenna, amplifier, modulator), and tRx is the duration 
of data reception. The total energy depletion for receiv-
ing data depends on the data reception rate. Accordingly, 
the total energy consumption by the receiving module is 
given as follows (Akyildiz and Vuran 2010). 

 where tRx,i denotes the ith receiving duration, tstartup is the 
constant startup time for the receiver and NRx is the total 
number of times the receiver is turned on.

3.1.2  Specific absorption rate

The heat generated by a node due to transmission and recep-
tion of electromagnetic radiations is absorbed by human tis-
sues. The amount of heat absorbed can be measured through 
Specific Absorption Rate (SAR) as follows (Prakash et al. 
2003):

SAR is quantified in Watts per Kilogram (W/kg). EF is 
the induced electric field, � is the density of the tissue, and � 
is the electrical conductivity of the tissue. Each sensor node 
i has a dipole antenna with length dl and is perpendicular 
to the body plane. The SAR due to radiation from a sensor 
node’s antenna located in the near field region is estimated 
as follows (Prakash et al. 2003).

Here, � , � , � represent permeability, frequency, and 
permittivity respectively. I denotes the current drawn at a 
particular power level of radio. ℜ is the distance from the 
source to the observation point. � indicates the propagation 
constant and � exhibits the angle between the observation 
point and the xy plane. The antenna is assumed to be perpen-
dicular to the xy plane; hence, the value sin � = 0 has been 
taken into account for evaluation. The attenuation constant 

(5)ERx = (PVCO + PFS + PRx)tRx

(6)Econ−Rx =

NRx∑

i=1

[(PLO + PRx)(tRx,i + tstartup)],

(7)SAR =
�|EF|2

�

(8)
SAR =

���

�
√
�2 + �2�2

(
Idl sin � exp−�ℜ

4�
(
1

ℜ2

+
���
ℜ

))2

� (measured in Neper/m) is given as follows (Prakash et al. 
2003).

The standard values (Prakash et al. 2003) for the param-
eters used in Eq. 8 are listed in Table 3.

3.2  System model

A network of n body sensor nodes is considered to be 
deployed over the human body covering the vital positions 
to be monitored. Few nodes are implanted inside the body 
and the rest are considered wearable. The body sensor nodes 
measure the essential parameters and send the data to the 
sink either directly (single hop) or via relay nodes (multi-
hop). Each node i ∈ n routes its data to the sink S following 
the routing protocol described as follows.

3.2.1  Cost model

As discussed earlier, the relay nodes are placed between the 
body sensor node (acting as the source) and the sink. In 
order to find the best possible route from a source to the 
sink, a cost model is followed where the cost can be defined 
in terms of hop count, queue length, power consumption, 
and delay which are discussed separately in the following 
subsections. 

1. Temporal cost ( CTime,i→S ): Time is an important factor 
in selecting a routing path for health-care applications. 
Temporal cost deals with this factor. Temporal cost for 
routing each packet from source i to destination S (that 
is, for the path i → i + 1 → i + 2 → ⋯ → S − 1 → S ) is 
evaluated as follows: 

CTrans,i→i+1, CProp,i→i+1, CQueue,i→i+1 denote the cost asso-
ciated with transmission delay, propagation delay, and 

(9)� = �

√
��

2

[√
1 +

(
�

��

)2

− 1

] 1

2

(10)

CTime,i→S =

S−1∑

i

(ΩTransCTrans,i→i+1

+ ΩPropCProp,i→i+1 + ΩQueueCQueue,i→i+1)

Table 3  Standard values for the 
parameters to compute SAR

Parameter Value

Conductivity ( �) 1.79 S/m
Permeability ( μ) 4� × 107 H/m
Density ( �) 1040 kg/m3

Frequency ( �) 2.4 GHz
Permittivity ( �) 52.73 F/m
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queuing delay among the peer nodes respectively. ΩTrans , 
ΩProp , and ΩQueue are the weights associated with the 
transmission, propagation, and queuing delay respec-
tively. Little’s theorem can be used to find out the Queu-
ing delay (Mir 2014). Processing delay is negligible as 
compared to others and hence is not considered here.

2. Energy cost ( CE,i ): Energy is the most critical resource in 
a WBAN. Energy cost ( CE,i ) of each node i is quantified 
as follows: 

 Here, Et0
 represents initial battery power (at time t0 ) and 

Er is the remaining battery power.
3. Link cost ( CL,i→j) : Link cost ( CL,i→j ) between transmit-

ting node i and receiving node j is estimated as the ratio 
between transmission power and receiving power. 

 where Pi
Tx

 denotes the transmission power of node i and 
P
j

Rx
 represents the receiving power of the node j.

4. Thermal cost (CT ,i ): The thermal cost ( CT ,i ) of node i 
is calculated from Eqs. 8–9 and is based upon a node’s 
transmission and reception activities. This dependency 
is given by the relationship: CT ,i ∝ SAR . Hence, 

 where k is a constant.
5. Route cost ( Ci→S ): Finally, the route cost ( Ci→S ) for the 

path ( i → i + 1 → i + 2 → ⋯ → S − 1 → S ) between the 
source node i and the sink node S is quantified as fol-
lows: 

 where ΩE , ΩL , and ΩT associated with energy cost, link 
cost, and thermal cost represent their respective weights 
in estimating route cost.

3.3  Proposed routing protocol: ZITA

A cost-based routing protocol ZITA has been designed here 
that addresses the network layer issues while finding the next 
hop for data packets.

3.3.1  General assumptions

The following assumptions are taken into account while 
designing ZITA.

(11)CE,i =
Et0

Er

.

(12)CL,i→j =
Pi
Tx

P
j

Rx

,

(13)CT ,i =k.SAR,

(14)Ci→S =

S−1∑

i

(ΩECE,i + ΩLCL,i→i+1 + ΩTCT ,i),

• The initial battery level of all nodes is equal. This 
assumption is justified as most of the wearable and 
implantable devices have similar battery sizes.

• The initial transmission power of all nodes is set to maxi-
mum. In general, every node tries to ensure its proximity 
to the sink. Thus, initially setting the transmission power 
level to a maximum is a realistic assumption.

• Other than the sink, any node can be a source node. This 
is usually the case in health applications as the body sen-
sors are the source of data while the sink aggregates and 
sends the data to a remote server.

3.3.2  Basic routing and power control scheme of ZITA

The proposed routing strategy, ZITA, is a gradient cost-
based routing protocol that sends data to the sink directly if 
the sink is in its vicinity; otherwise, it chooses the best for-
warder node according to Zipf’s law. The proposed approach 
consists of two phases: the Setup phase and the Data Com-
munication phase. These phases are illustrated in detail in 
the following subsections. 

1. Setup Phase: In the setup phase, a cost value is propa-
gated through the network. The workflow of the cost 
propagation is presented in Algorithm 1.

  The cost value represents the cost to reach the sink 
and it starts its journey from the sink node S. The sink 
broadcasts a cost value of zero (as the cost to reach the 
sink from itself is zero) to its neighbor nodes. Other than 
the sink node, the cost value is initialized to be infinite 
∞ , at each node (Step 2 of Algorithm 1). Whenever a 
node i receives a cost value from its neighbor j, the value 
is stored in the memory. After a certain time interval, 
the node finds the minimum cost value out of the stored 
values and broadcasts this minimum cost to its neighbor 
nodes.

  During the cost value propagation, the method for 
finding the least cost neighbor is based on three costs as 
defined in the Cost Model: temporal, link quality plus 
thermal, and energy. By taking into account the primary 
issues of WBAN in finding the least cost neighbor result 
in a real-time, reliable, thermal, and energy-aware rout-
ing. Three filters are applied to the control packets in the 
setup phase to obtain the minimum cost corresponding 
to the above-mentioned issues (that is, response time, 
link quality plus thermal, and energy). 

(a) Filter 1: At the beginning, control packets from 
neighbors are passed through a filter that screens 
the packets with respect to time. This is due to the 
fact that delivery of health data after the deadline 
is of no use. The purpose of this filter is to get 
a subset of neighbor nodes that can deliver data 
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within the specified deadline (as shown in Step 
12 of Algorithm 1). This is done by adding cor-
responding propagation and transmission delays 
to the temporal costs received from each neighbor 
node. Accordingly, the filter returns the subset of 
neighbor nodes n′ for the next screening.

Algorithm 1 Setup Phase algorithm
1: procedure SetupPhase
2: N ← {n1, n2, ..., nn} for

{N : n is a sensor node} and S ← Sink
Require: Clt ← 0 ∃ (ni)(ni ∈ N) Such that ni =

S otherwise Clt ← ∞
Require: Ce ← 0 ∃ (ni)(ni ∈ N) Such that ni =

S otherwise Ce ← ∞
Require: Ctemp ← 0 ∃ (ni)(ni ∈ N) Such that

ni = S otherwise Ctemp ← ∞
Ensure: Each node has established its own

routing table
3: TP ← 0dBm ∀ (ni)(ni ∈ N)
4: deadline ← t where t=min. required time

to reach sink
5: αi ← Clt , βi ← Ce and γi ← Ctemp

6: Each node broadcasts control packets
7: After receiving control packets, αj , βj

and γj, a node does the following:
8: if αj ≤ αi ∨ βj ≤ βi ∨ γj ≤ γi then
9: TP ← TP′

10: Clt ← αj+ Ωl CL,i→j+, Ce ← βj

11: Ctemp ← γj+ ΩTransCTrans,u→v +
ΩPropCProp,i→j + ΩQueueCQueue,i

12: Select neighbors, n′ = {n1, n2, ..., nq},
such that (n′ ⊆ n) , with C ′

temp =
{Ctemp1 , Ctemp2 , ..., Ctempq} ( ∀C ′

temp)
(C ′

temp ≤ deadline)
13: Call Algorithm2 to get neighbors,

n′′ = {n1, n2, ..., np} , such that (∀n′′
i ∈ n′)

(n′′ ⊆ n′)
14: Call Algorithm3

to get a least cost neighbor, nC , such that
(nC ∈ n′′)

15: Broadcast new updated control
information. α′ = C ′

lt +ΩTCT,node ,
β′ = C ′

e +ΩECE,node and γ′ = C ′
temp

16: else
17: αj(or βj or γj) is discarded.
18: end if
19: if Endof(Setup phase) then
20: Call Algorithm 4
21: else
22: continue
23: end if
24: end procedure

(b) Filter 2: Next filter is applied to screen the neigh-
bors with respect to link quality and thermal cost 

(summarized in Algorithm 2). The purpose of this 
filter is to get a subset of neighbor nodes n′′ that can 
deliver the data reliably while minimizing heating 
effects on human tissue. Link thermal cost Ci

lt
 of 

each neighbor node i from the list of neighbor nodes 
n′ obtained from filter 1 is compared to the prede-
fined threshold values Clt_Th1 , Clt_Th2 and Clt_Th3 
respectively (such that, Clt_Th1 > Clt_Th2 > Clt_Th3 ). 
Accordingly, the neighbors n′ are grouped into four 
categories as presented in Algorithm 2. At the end 
of this process, the list of neighbors having the low-
est link thermal cost is returned.

Algorithm 2 Link Quality and Thermal Algo-
rithm
Input: List of sensor nodes
Candidate List, n′ = n1 . . . np, their cor-
responding link and thermal cost
C ′

lt = C1
lt . . . C

p
lt and three threshold val-

ues Clt Th1, Clt Th2, Clt Th3 such that
Clt Th1 > Clt Th2 > Clt Th3
Output: Assigned appropriate candidate
node(s)

1: procedure Link Thermal
2: for (i=n1 −→ np) do
3: if (Clt Th1 <= Ci

lt) then
4: Add ni to the Candidate List 1
5: else if (Clt Th2 <= Ci

lt) then
6: Add ni to the Candidate List 2
7: else if (Clt Th3 <= Ci

lt) then
8: Add ni to the Candidate List 3
9: else

10: Add ni to the Candidate List 4
11: end if
12: end for
13: if Candidate List 4 is not ∅ then Return

Candidate List 4
14: else if Candidate List 3 is not ∅ then

Return Candidate List 3
15: else if Candidate List 2 is not ∅ then

Return Candidate List 2
16: elseReturn Candidate List 1
17: end if
18: end procedure

(c) Filter 3: Finally, the list of neighbors n′′ obtained through 
previous screening are filtered with respect to energy 
resources (summarized in Algorithm 3). It selects a 
neighbor by applying Zipf’s law (Ramasubramanian 
et al. 2003; Sarra et al. 2014). Zipf’s law states that 
given some corpus of natural language utterances, the 
frequency of any word is inversely proportional to its 
rank in the frequency table. In many general-purpose 
applications, including messaging, and wireless audio, 
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the popularity of nodes is found to follow a Zipf distribu-
tion (Ramasubramanian et al. 2003), thus making some 
nodes more popular than others. Even internet traffic 
has Zipf-like properties at multiple aggregation levels 
(Sarra et al. 2014). In this work, the filtered neighbor 
list (from Algorithm 2) is sorted in increasing order 
according to their energy cost. Then, Zipf’s law has 
been applied to the sorted list to find out the minimum 
cost forwarder. Hence, the potential forwarder with 
substantial energy resources gets the lowest rank and 
accordingly, becomes the popular choice to act as the 
relay. After significant energy draining over a certain 
period of time, the remaining energy of the current relay 
node decreases, and the energy cost increases. Hence, 
it obtains a higher rank in the sorted energy cost list and 
becomes a less popular candidate in the next round. This 
approach prevents repetitive use of any particular relay 
and thus load balancing is achieved in selecting a relay 
node. Thus, at the end of the setup phase each node i 
obtains a minimum cost neighbor to reach the destina-
tion and broadcasts this least-cost value to its neighbor-
hood.

Algorithm 3 Zipf’s Law Algorithm
Input: List of sensor nodes
Candidate List, n′′ = n1 . . . nq, their corre-
sponding energy cost Ce′ = Ce1 . . . Ceq and ζ
= 2
Output: Assigned appropriate candidate
node.

1: procedure Zipf’s
2: Sort the Candidate List in Increasing

Order of their Energy Cost, Ce′

3: Let Sum = 0
4: Let IndexC be the Index of Node C in

Candidate List
5: for (C ∈ Candidate List) do
6: Let IC [IndexC ] = Index−ζ

C // Cal-
culate C’s Importance Value using Zipfian
Distribution with Slope −ζ

7: Let Sum+ = IC [IndexC ]
8: end for
9: Let R = Random Number from [0..1]

10: for (C ∈ Candidate List) do
11: Let VC = IC [IndexC ]/Sum
12: if (VC ≥ R) then
13: Return C
14: end if
15: end for
16: end procedure

2. Data Communication Phase: The minimum cost neighbor in the setup 
phase is selected as the data forwarder in the Data Communication phase 
presented in Algorithm 4. Moreover, upon receiving the cost values of 
neighbor nodes, a node also adjusts a suitable power level with each of 
its neighbor nodes. This adjustment is based on the RSSI as reflected 
in steps 10-25 in Algorithm 4. If RSSI falls below the lower threshold, 
transmission power TP is increased to the next available high transmis-
sion power level. Similarly, if the RSSI becomes higher than the upper 
threshold then TP is reduced to the previous available low power level.

Algorithm 4 Data Communication Phase Algo-
rithm
1: procedure Datacomm

Require: α ← Clt , β ← Ce , γ ← Ctemp and
TP ← TP ′

2: N ← {n1, n2, ..., nn} for
{N: n is a sensor node}

3: S ← Sink node
4: x ← Current node for (x)(x ∈ n)
5: nbrx ← {nbrx1, nbrx2, ..., nbrxn} ∀

(nbrx)(Node x is connected with nbrx)
6: while Node x is connected to the network

do
7: Node x transmits packet to its least

cost neighbor with TP
8: if Node x receives RSSI and updated

costs α′, β′ and γ′ with ACK then
9: α ← α′, β ← β′, γ ← γ′

10: if (5-consecutive-RSSI)> ThHi

then
11: Margin ← Margin/2
12: end if
13: if (5-consecutive-RSSI)< ThLo

then
14: Margin ← Margin ∗ 2
15: end if
16: ThLo ← ThLo +Margin
17: if RSSI ≤ ThLo then
18: TP ← TP + 1
19: if TP > 0dBm then
20: TP ← 0dBm
21: end if
22: else
23: TP ← TP − 1
24: if TP < -25dBm then
25: TP ← -25dBm
26: end if
27: end if
28: else
29: TP ← TP + 1
30: if TP > 0dBm then
31: TP ← 0dBm
32: end if
33: end if
34: end while
35: end procedure
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3.3.3  Complexity analysis

In the routing protocol, a node may perform local compu-
tation, evaluate a condition or perform table lookup con-
suming battery power Ecompute , Econdition and Elookup respec-
tively. In the setup phase, a node initializes variables (steps 
2 to 5 of Algorithm 1) consuming 4Ecompute computation 
power and then evaluates a condition in step 8 of Algo-
rithm 1. If the condition stated in step 8 becomes true, it 
consumes at most 4Ecompute + Econdition computation power 
(steps 9 to 12). Along with this, two procedures (namely, 
Algorithm 2 and 3) are called as well. Algorithm 2 per-
forms two decision-making steps (steps 2 to 14) which 
are repeated for n′ times; thus, 2n�Econdition + 2n�Ecompute 
units of computation power is consumed for Algorithm 2 
to find out appropriate candidate nodes. Next, Algorithm 3 
is invoked to find out least cost neighbor by performing 
local computations (steps 2 to 10) and decision making 
(step 11) that consumes a maximum (that is, in worst case) 
( 5Ecompute + n�� (3 Ecompute + Edecision) ) computation power 
where n′′ < n′ < n . Finally, Algorithm 4 which is invoked 
at the end of the setup phase involves local computation 
(steps 2 to 5) and a table lookup (step 7) that requires 
(4Ecompute + Elookup) units of computation power followed 
by a decision making (for transmission power adjustment) 
in step 8. If power adjustment is required, it consumes maxi-
mum (2 Ecompute + 4(Edecision + Ecompute)) . Steps 6 to 26 of 
Algorithm 4 are repeated for every single packet sent as long 
as the node is connected to the network. However, when 
destination information is cached and transmission power 
switching is not required only Elookup computation power 
(that is, to obtain the minimum cost neighbor) is consumed 
during the data communication phase. Thus, in other words, 
to send a packet from the source node to sink, the compu-
tational complexity of the proposed algorithm during setup 
plus data communication is O(n) in the worst case.

However, the proposed protocol works with minimal control 
message exchange as compared to the total data packet trans-
missions. Since the sink initiates the process of cost estimation, 
a node that does not receive any information from the sink con-
tributes no control message at all during the setup phase when 
2 hops are taken into account. Even for the multi-hop scenario, 
each node evaluates the minimum cost neighbor and performs a 
broadcast only once during the setup phase. Thus, the message 
complexity of the network becomes O(n) for n nodes. Later, 
when data packets are transferred without executing the setup 
phase, the message complexity becomes constant.

4  Experimental results

The proposed protocol is simulated for a WBAN configura-
tion with implantable and wearable nodes. The details of 
the experimental setup and default values of parameters are 
discussed in the following subsection. Results of our experi-
ments and comparison with state-of-the-art protocols are 
detailed in subsequent subsections.

4.1  Experimental setup

The proposed protocol is simulated using the Castalia-3.21 
simulator based on the OMNeT++ platform which pro-
vides an environment for Wireless Sensor Networks (WSN), 
WBAN, and networks of low-power embedded devices. Dis-
tributed algorithms and/or protocols can be implemented in 
the simulation with advanced wireless channel and radio 
models. For instance, IEEE 802.15.4 functionality can be 
exploited to prototype intra WBAN communications. Differ-
ent simulation parameters relating to ZITA implementation 
are listed in Table 4 along with their default values. Any 
changes to it are mentioned explicitly. 13 nodes are deployed 
at various significant locations in and on the human body 
as shown in Fig. 3 and the sink is located at the waist. All 
nodes except the sink send data at the rate of 14 packets/sec 
to the sink.

Radio parameters are governed by BANRadio (see Foot-
note 1) which describes the narrow-band radio proposed by 
the IEEE 802.15 Task Group 6.

The values of the weight factors in Eq. 10 are set as 
ΩQueue = 0.5 , ΩTrans = 0.25 and ΩProp = 0.25 . Due to the 
time-variant nature of the queueing delay, its weight factor 
is higher than the weight factors of propagation and trans-
mission delays. The values of weight factors in Eq. 14 are 
set empirically as ΩE = 0.6 , ΩL = 0.2 and ΩT = 0.2 . Since 
the values of ΩE , ΩL , and ΩT depend on battery quality, 
channel conditions, and how frequently nodes are emitting 
electromagnetic radiations respectively, these factors can 
thus be measured or estimated specifically for the environ-
ment, nodes to be used and application area where these 
nodes are to be used.

The proposed protocol is validated through a series of 
experiments by regulating one or more parameters. Perfor-
mance is analyzed with respect to the main aspects of the 
protocol; forwarding behavior, adapting transmission power 
level, and node heating.

1 https:// github. com/ boulis/ Casta lia/. Accessed: 11.12.2019.

https://github.com/boulis/Castalia/
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4.2  Performance evaluation of the proposed 
routing protocol

This subsection presents the performance of the protocol 
subject to time, no of relays, and data rate. Received data 
traffic, forwarding traffic, and consumed energy are consid-
ered the performance metric.

In Fig. 4a data packets received by the sink have been 
plotted in increasing time frames and the corresponding 
energy consumption of the network is presented in Fig. 4b. 
Two existing WBAN routing protocols namely power-aware 
reliable lightweight (PARL) routing protocol (Roy et al. 
2019) and link-state estimation-based transmission power 
control (LSE-TPC) (Kim and Eom 2014) are simulated for 
a similar experimental setup to compare with the proposed 
protocol. It is found that more data is received by the sink 
with similar energy expenditure when ZITA is in use as 
compared to the state-of-the-art protocols.

Following experiments evaluate protocol performance 
with respect to data sending rate. As stated beforehand, 
every node except the sink sends its data to the sink at a 
specific rate (default, 14 pkts/sec). However, in this experi-
ment, the data sending rate is varied to investigate its effect 
on protocol performance. Data received by the sink and cor-
responding energy consumption of the network at each data 
rate (measured in packets per second) are plotted in Fig. 5a, 
b respectively. The outcome shows that data reception at the 
sink does not rise significantly with the growing data rate as 
the channel saturates. However, ZITA performs better than 
state-of-the-art protocols PARL (Roy et al. 2019) and LSE-
TPC (Kim and Eom 2014) simulated for a similar experi-
mental setup. In addition, when the corresponding energy 
consumption of the network is studied, it is found that the 
energy consumption of the protocols is comparable.

The next set of experiments are conducted with a two-
hop data routing approach following IEEE WBAN stand-
ards (Movassaghi et al. 2014) where the source node routes 
data either directly to the sink or via relay (that is, source to 
relay plus relay to sink). However, the performance of the 
proposed protocol ZITA (measured in terms of data packets 
received with time) is studied for the multi-hop approach, 
where data is routed through at most four hops. Performance 
comparison between two-hop and multi-hop approaches 
are presented in Fig. 6. It is found that performance fol-
lowing the two-hop strategy is much better although, both 
approaches exhibit similar performance patterns with time. 
Hence, ZITA can be applied to a multi-hop scenario with no 
additional overhead.

The next experiment is meant for analyzing the effect 
of relay nodes on protocol performance. To carry out this 
experiment, four nodes out of 13 nodes are chosen randomly 
to act as forwarders. The experiment was conducted in a 
mobile environment with a default simulation time. Initially, 

there were no relay nodes in the network and each node 
delivered its traffic towards the sink subject to channel con-
ditions and direct connectivity with the sink. Relay nodes 
are gradually included in the network and the variation 
in data delivery is observed. As depicted in Fig. 7a, data 
reception increases as the number of relay nodes increases 
because source nodes are likely to get a suitable forwarder 
for the data in case direct connectivity with the sink is lost. 
Thus, the necessity of multi-hop routing for intra-WBAN 
communication is justified. Next, how forwarding traffic is 
distributed with the inclusion of relay nodes is presented 
in Fig. 7b. When only one relay node is available, the relay 
traffic is routed through it. But, as more relays come into 
play, the task of data forwarding is found to be distributed 
among the relays following the proposed strategy depending 
on network conditions.

Table 4  Simulation parameters and their default values

Simulation parameter Default value

Simulation area 1 m ×1.9 m
Simulation time 10,000 s
Network size 13
No. of sink 1 (Node 0)
MAC protocol IEEE 802.15.4
Data rate 14 packets/sec
Mobility model Line mobility model1

Radio model BANRadio1

Transmission power −15 dBm
SAR threshold 0.35

Node 1
(0.3,1.6)

Node 2
(0.5,1.6)

Node 7
(0.24,0.9)

Node 5
(0.1,1)

Node 3
(0.25,1.3)

Node 4
(0.54,1.3)

Node 8
(0.63,0.9)

Node 6
(0.9,1)

Node 9
(0.37,0.5)

Node 10
(0.49,0.5)

Node 12
(0.5,0.1)

Node 11
(0.31,0.1)

Sink
(0.5,1.0)

(0,0)

Wearable 
node
Implanted 
node

Fig. 3  Different node locations on the human body along with sink
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4.3  Behavioral analysis of ZITA

The behavior of the protocol under different experimental 
conditions is analyzed. These conditions include (i) some 
nodes having low remaining energy, (ii) the channels are 
noisy, and (iii) the nodes transmit only at the highest trans-
mission power. The heated ratio (defined in Eq. 15) has been 
considered as a performance metric.

This experiment has been conducted to investigate the pro-
tocol behavior when the nodes have low remaining energy. Per-
formance (measured in terms of data received by the sink) is 

0
10000
20000
30000
40000
50000

R
ec

ei
ve

d 
pa

ck
et

s 

Time (sec) 

ZITA LSE-TPC PARL

(a) Data packets received in increasing time frame

0

200

400

600

800

1000

C
on

su
m

ed
 e

ne
rg

y 
(J

ou
le

) 

Time (sec) 

ZITA LSE-TPC PARL

(b) Variation of energy consumption of network with
time

Fig. 4  Behavior of the protocols with time

0
10000
20000
30000
40000
50000

10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

R
ec

ei
ve

d 
pa

ck
et

s 

Data rate (pkts/sec) 

ZITA LSE-TPC PARL

(a) Variation of received data with data sending rate

909.4
909.45
909.5

909.55
909.6

909.65
909.7

10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40C
on

su
m

ed
 e

ne
rg

y 
(J

ou
le

) 

Data rate (pkts/sec) 

ZITA LSE-TPC PARL

(b) Variation of consumed energy with data sending rate

Fig. 5  Performance of the protocols with varying data rate

0

10000

20000

30000

40000

R
ec

ei
ve

d 
da

ta
 p

ac
ke

ts
 

Time (sec) 

ZITA (2 hop) ZITA (multi hop)

Fig. 6  Comparative study of the reception of data packets through 
two hop and multi-hop communication with time

34000

34400

34800

35200

35600

36000

0 1 2 3 4

R
ec

ei
ve

d
pa

ck
et

s

No. of relays

(a) Data received when the number of relay nodes
increases

0

2000

4000

6000

8000

0 1 2 3 4

Fo
rw

ar
de

d
pa

ck
et

s

No. of relays

Node 3 Node 7 Node 6 Node 1

(b) Data forwarding when the number of relay nodes
increases

Fig. 7  Effect of relay nodes on protocol performance



4147Intra WBAN routing using Zipf’s law and intelligent transmission power switching approach…

1 3

plotted in Fig. 8a and the corresponding situation when nodes 
die out with time is depicted in Fig. 8b. It is found that ZITA 
exhibits relatively better performance than LSE-TPC (Kim and 
Eom 2014) and gives comparable output with respect to PARL 
(Roy et al. 2019) in a similar experimental setup.

The subsequent experiment studies the nature of data 
forwarding in increasing time frames. Six nodes (chosen 
randomly) are provided with data relaying capability apart 
from their task and Node 5 has been chosen as the source 
node for this experiment. How the distribution of relay traffic 

following the proposed approach takes place is depicted in 
Fig. 9. The graph demonstrates that any particular node is 
not overburdened with relay traffic throughout the execution 
time as the load is shared among all the forwarder nodes. 
According to the proposed approach, Zipf’s law is applied 
to the list of candidate nodes ordered by energy cost (from 
low to high) that is, the outcome of filter 3. Accordingly, 
the plot shows that any particular node served as the relay is 
not continuously repeated. For instance, Node 10 forwards 
data during time interval 4000–5000 s (recorded in Fig. 9 
as forwarding traffic at 5000 s) and hereafter, it got selected 
again to act as a potential forwarder after some time (the 
time interval 9000–10,000 s). This establishes the balance 
in the overall energy depletion of the nodes.

The next experiment is carried out to establish whether 
the proposed protocol ZITA can achieve one of its prime 
objectives- thermal awareness. To estimate the temperature 
rise of each node, a metric heated ratio ( Heated ratioi ) is 
introduced. This measures the proportion of time a node 
remains heated that is, SAR of the concerning node exceeds 
the threshold ( SARth ). The heated ratio for different nodes is 
depicted in Fig. 10.

The experiment is conducted for two conditions-static nodes 
and relative node movement due to posture change. Interest-
ingly, in both cases, the heated ratio is found to be much 
less than its maximum limit (that is, 1) which ensures the 
temperature control capability of the proposed protocol. 
Furthermore, it is found that the heated ratio gets slightly 
reduced when node mobility in introduced. Nodes often get 
closer to each other due to posture change which increases 
the probability of short-length low power communication 
and even direct communication to the sink as compared to 
the static scenario. Accordingly, it is found that the power 
level often switches from the default power level ( −15 dBm) 
to the minimum power level ( −25 dBm) gradually, following 
Algorithm 4 and most of the communications are performed 
with the minimum transmission power.

(15)Heated ratioi =

∑
i∈n,SARi>SARth
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5  Conclusion

This paper proposes a routing protocol, ZITA for WBAN 
having implanted and wearable nodes. The protocol ensures 
a low-cost multi-hop route to the destination when the direct 
link between source and sink is unavailable. Cost calcula-
tion incorporates prime issues of WBAN such as real-time 
data delivery, channel conditions, thermal effect, and energy 
consumption. Zipf’s law is applied in the forwarder selec-
tion process. The nodes show adaptive nature in selecting 
transmission power depending on channel conditions which 
enables short-length low-power communication within 
WBAN. The protocol is implemented using Castalia-3.2 and 
is validated through extensive simulations. Performance is 
also compared with state-of-the-art protocols simulated in 
a similar experimental setup. ZITA is executed for static as 
well as mobile nodes and is found to provide significant and 
consistent output with respect to time and data rate as com-
pared to existing protocols with similar energy expenditure. 
In addition, ZITA can give better performance even when a 
few nodes drain out of battery. Besides, the protocol meets 
one of its prime objectives of avoiding temperature rise of 
nodes which enhances its applicability in intra-WBAN com-
munication. In the future, we plan to analyze the placement 
of relays for reliable network topology and its effect on the 
performance of routing protocols.
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