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Abstract
Unmanned aerial vehicles as known as drones, are aircraft that can comfortably search locations which are excessively dan-
gerous or difficult for humans and take data from bird's-eye view. Enabling unmanned aerial vehicles to detect and recognize 
humans on the ground is essential for various applications, such as remote monitoring, people search, and surveillance. The 
current face detection and recognition models are able to detect or recognize faces on unmanned aerial vehicles using vari-
ous limits in height, angle and distance, mainly where drones take images from high altitude or long distance. In the present 
paper, we proposed a novel face detection and recognition model on drones for improving the performance of face recognition 
when query images are taken from high altitudes or long distances that do not show much facial information of the humans. 
Moreover, we aim to employ deep neural network to perform these tasks and reach an enhanced top performance. Experi-
mental evaluation of the proposed framework compared to state-of-the-art models over the DroneFace dataset demonstrates 
that our method can attain competitive accuracy on both the recognition and detection protocols.
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1 Introduction

Drone or unmanned aerial vehicle (UAV) are flying 
machines without pilots which able to fly remotely (Mishra 
et al. 2021; Wang and Siddique 2020). Recently, drones 
have been utilized to detect and recognize humans and track 
them on the ground which are broadly applied in remote 
sensing, surveillance and photogrammetry (Wang and Sid-
dique 2020). Face recognition is undoubtedly a capability 
for UAVs to recognize special humans within a crowd. To 
employ UAVs to seek missing children or elderlies, the 
UAV requires to realize who the targets are, and seek can 
proceed. So, face detection on UAV scan be an essential 
part; how well face detection or recognition accomplish on 
UAV is a worth research issue to be considered (Deeb et al. 
2020; Yang et al. 2021). Face detection using UAV, due 
to the small size drone can fly in compact building blocks 
and easy to fly in the different climate and it has the good 

stability. The distance from UAV and their goals immedi-
ately influence the size of the face images in pixels. Because, 
UAV takes an image from the air, height and distance of 
UAVs keep them remote from their goals on the ground. 
In addition, speed and angles influence the quality of the 
face images and reduce the accuracy of face detection and 
recognition (Kalra et al. 2019; Bonetto et al. 2015; Cao et al. 
2021; Lv et al. 2021).

Many face recognition and detection algorithms have 
been presented in the past decades (Kumar et al. 2019; Bae 
and Kim 2005). For instance, Yang et al. (2002) introduced 
several face recognition and detection models that utilize 
direct data of facial images which are speedy. However, they 
are usually less accurate concerning background interference 
and huge size face variance. Li et al. (2004)introduced a 
novel model to address multiple views face detection prob-
lems, e.g., self-shadowing, self-occlusion, rotation in-depth 
or nonlinear variation, and frontal view. In Yuan (2020), to 
reduce detection and recognition (DAR) performance due 
to face occlusion and increase the precision of face recogni-
tion, an attention algorithm supervision framework is pre-
sented which indicates the visible region of the occluded 
face. Recently, face detection has advanced highly due to 
its beginning, though tiny model has been proposed on how 
this technology would employ in UAVs. Nowadays, deep 
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learning (DL) has been utilized broadly in machine learn-
ing (ML) scenarios, and many models to make face detec-
tion or recognition protocols exist, for example, the Eigen-
faces algorithm and neural networks models (Bhattacharyya 
2011; Hjelmås and Low 2001). Inspired by the Bonetto et al. 
(2015), some face DAR models (Hsu and Chen 2015; Sarath 
et al. 2019; Jurevičius et al. 2019; Herrera and Imamura 
2019) were introduced to evaluate their performances in 
attaining favorable functionality on UAVs. The evaluations 
of this method demonstrated that the frameworks could 
detect or identify faces where taken in ideal conditions at 
high performance. Besides, if the requirements of the photo-
graphs are not perfect, the accuracy of DAR drastically falls. 
Therefore, when UAVs with face detection functionality is 
utilized in surveillance, they will be needed to serve in poor 
weather conditions, in much higher heights, and with large 
distance available to them. Because, UAV scan flies out-
door or in-door over the various environment or illumination 
conditions and may take images with any combination of 
the angle of depression, altitude, and distance. The effects 
caused by heights and distances from UAV to the subjects 
are considered to systematically analyze the limits of the 
proposed face DAR models when employed on UAVs.

In the present work, we aim to tackle the drawbacks of 
the current face DAR models while they are employed on 
UAVs, and design appropriate architecture to utilize face 
DAR in UAV-based applications. We propose an efficient 
DL-based framework inspired by the single-shot multi-box 
detector (SSD) model (Liu et al. 2016), two architectures 
based on the CNN for image face detection and recogni-
tion are proposed that enhance the accuracy and speed of 
the search. Our model is built utilizing two stages. The first 
stage is an SDD-based face localization process so that the 
face images are extracted, and the second stage is DL-based 
face classification which is able to increase the accuracy of 
face recognition. The primary highlights of this study are 
as follows:

• We present a DL model for face detection in drone 
images. Different from the previous method (Davis et al. 
2013; Wang and Siddique 2020; Deeb et al. 2020). Our 
face detection model is regression-based face detection 
which is more efficient for multi-scale face detection on 
UAV.

• In our detection network, Mobile-Net is employed as the 
backbone model to decrease the number of parameters 
and computation, which makes the model more capable. 
Moreover, seven feature maps and two feature fusion 
units are utilized in our framework to improve detection 
of small faces, multi-scale faces and enhance the detec-
tion accuracy.

• We propose a DL architecture for face recognition in 
drone images by employing the pre-trained CNN to 

extract features and softmax layer for classification. 
Moreover, CNN networks have been utilized for extract-
ing abstract image features and employing them in the 
recognition step. Unlike previous models (Hsu and Chen 
2015; Saha et al. 2018; Davis et al. 2013; Luo et al. 2020; 
Li et al. 2021), which have many false detections, our 
model is more efficient under different heights and dis-
tance conditions on drones.

• It should be noted that our model utilizes the appropriate 
optimization algorithm and loss function in its process, 
which leads to a decrease in the number of iterations 
needed to obtain stable results. As a result, this improve-
ment indicates the capability of our model to satisfy 
industrial requirements.

• Experimental evaluations indicate that compared with 
the state-of-the-art drone-based methods, our work dem-
onstrates higher accuracy and solves low DAR rate over 
the DroneFace dataset, compared to previous leading 
performance.

2  Related works

2.1  Pattern recognition

Pattern recognition (PR) is the task of recognizing patterns 
by utilizing a ML method. PR can be defined as the clus-
tering or classification of data based on knowledge gen-
erated from patterns or/and their representation.PR has a 
variety of applications, including speech recognition, aerial 
photo interpretation, image processing, and medical imag-
ing. Some modern models to PR include utilize of ML for 
clustering or classification of data. For example, Li et al. 
(2018a, b), presented a constrained spectral clustering 
utilizing flexible embedding model. Moreover, a flexible 
probabilistic neighborhood technique is used to create the 
similarity matrix of a target graph. Li et al. (2018a, b), pro-
posed a novel model to recover a robust similarity graph 
utilizing multiple features to generate optimal weights for 
each feature. Furthermore, they designed a novel model to 
determine a set of optimal affinity matrixes, one for each 
dimension that determines the lower-dimensional space. Li 
et al. (2019a, b) introduced a novel zero-shot event detec-
tion model which employs the semantic similarity between 
concepts and events. This model focuses on the most related 
concepts for the zero-shot event detection and learns the 
semantic similarity from the vocabulary. In Luo et  al. 
(2018), a new semi-supervised feature selection framework 
is introduced that the samples with similar classes have a 
high similarity of being neighbors. The authors Zhang et al. 
(2020), introduced two DL-based models with new spatio-
temporal preserving representations to accurately recognize 
human intentions. This model contains both RNN and CNN 
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architectures effectively employing the preserved temporal 
and spatial data for human intention recognition. In Chen 
et al. (2020), a semi-supervised DL method is proposed for 
imbalanced activity recognition using multi-modal sensory 
data. They aim to consider the challenges of multi-modal 
sensor data and limited labeled data along with the imbal-
ance problems jointly.

In Yan et al. (2020), a new self-weighted robust model 
with l21-norm based pairwise between-class distance crite-
rion is developed for multi-label classification mainly with 
edge labels. Moreover, anew re-weighted method is used to 
determine the global optimum of the challenging l21-norm 
maximization issue. In Chang et al. (2016), a new rank pro-
jection framework for bi-linear analysis is proposed which 
reduces the computation complexity. This method uses 
multiple rank projection methods to provide a larger search 
space in which the optimal point can be found. Most related 
works use the ML strategy which needs labeled training data 
which reduces their scalability to real-world scenarios where 
major unlabeled data are available. To address this problem, 
in Zhou et al. (2020), a multi-feature fusion with similarity 
learning method is proposed which aims to communicate 
general assessment on the graph structure by using special 
data of feature descriptors.

2.2  Traditional face DAR

Face DAR is a technology that is used to identify a person 
from a video or image source (Zhu and Jiang 2020; Suri 
et al. 2021). The scenario of face detection and recognition 
has an excellent scientific basis that the main idea focus on 
face DAR dates back to the 1990s. After that, these systems 
are being optimized and improved continually and these 
technologies become broadly utilized in people’s daily life 
(Liu and Chen 2021; Cheng et al. 2019). It has been used 
increasingly for forensics, military professionals and mobile 
security. Face detection and recognition include solutions 
to some complex applications, such as training support 
vector machine (SVM) for face recognition, face DAR in 
a complex background, and convolutional neural network 
(CNN)-based face DAR model (Yang et al. 2017). A system-
atic framework to understanding the models for face DAR 
is proposed in Hjelmås and Low (2001). The overview of 
previous works indicates an understandable perspective on 
the proposed models, such as neural networks methods, sta-
tistical models, feature-based methods and linear subspace 
approaches (Wang et al. 2021; Iqbal et al. 2019). The face 
DAR model can be applied in stationary cameras; UAV pro-
vides an advantage of flying at low heights at face level and 
mobility. Face DAR is accurate when cameras take the face 
images from zero degrees of height, direct angle, and a low 
distance, while the pictures that would be taken using UAV 
would often be from extremely various conditions (Hsu and 

Chen 2015). Therefore, the potential of using drones as a 
tool for face detection and recognition in surveillance to 
improve security measures is evident. Some factors reduce 
the accuracy of face DAR models on drones. Previousf ace 
recognition models in UAV scan classify faces, but with a 
number of drawbacks in distance, heights and with a large 
depression angle.

In early development, Gao and Lu (2008) presented a 
novel model to speed up the Haar-classifier-based face detec-
tion method. With parallel structure, this model attained 
real-time face detection accuracy which has suitable perfor-
mance and resources. Korshunov and Ooi (2011) consid-
ered the critical image modality face DAR which reduces 
the limits of face recognition under strict environment on 
UAVs that it applied in rescue missions, and robot competi-
tion. Matai et al. (2011)designed face detection using the 
AdaBoost model that Haar features have been employed in 
it (Davis et al. 2013). Developed local binary pattern (LBP) 
model to utilize face DAR onto a commercial drone for 
security application. Their system was economical and can 
be broadly used; however, they do not evaluate the efficacy 
rate and limits of the proposed method. Kumar et al. (2014) 
presented the design and validation of a face detector model 
utilizing techniques of discrete cosine transform and princi-
pal component analysis. Bold et al. (2016) proposed a model 
that is able to recognize faces utilizing accelerated robust 
feature extraction based on the Eigen-face recognizer on AR 
drone 2.0. This model uses various models, such as SURF, 
Haar-Cascade (HC) classifier, modified Eigen-face for face 
classification. The evaluation of this model was performed in 
an indoor environment to test its accuracy in different condi-
tions of angle, distance, and height. HC is also employed to 
make a smart parking application (Meduri and Telles 2018). 
Saha et al. (2018) presented a novel model about advance-
ments in UAVs to recognize persons using drone cameras. 
This model is designed using high-tech specification which 
is more stable and a noise reduction feature is employed. It 
is appropriate for military operation and surveillance ideas. 
Sarath et al. (2019) provided an additional feature, to the 
global authorities to seek for people that are blacklisted 
which can be utilized for military and local surveillance; 
the model is well stabled in its application. However, this 
method has specific limits with future scope to make effec-
tive improvements. Wang and Siddique (2020) proposed a 
face recognition model utilizing the LBP face recognizer 
framework installed on UAV technology. Drone-based strat-
egy in this model can be used in a surveillance drone that can 
cover more area, unlike the stationary model. Atmaja et al. 
(2021) implemented HC-based technique for face DAR on 
drones that the face DAR process is performed in real-time. 
This method is used indoors at a distance of 50 m, while the 
angle of the face is highly effective. Atmaja et al. (2021) 
employed a spy UAV with a face localization algorithm 
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using Eigen-face information in testing and training facial 
images. The overall structure of this model involves feature 
extraction, face detection and classification. The focus of 
the model is to realize the performance of the Eigen-faces 
algorithm in face localization.

2.3  DL‑based face DAR

Face DAR model can be developed by utilizing DL algo-
rithms (Wang et al. 2019; Zhu and Jiang 2020; Yang et al. 
2002). A face DAR algorithm built-in DL employed in 
drones can be improved to detect criminals and raise secu-
rity (Bhattacharyya 2011) DL aims to make the high-level 
information abstraction by utilizing neural network archi-
tecture constructed of multiple non-linear/linear transfor-
mations, especially the CNN, which indicates significant 
advantages. For instance, Lin et al. (1997) proposed a face 
recognition model by using the probabilistic decision-based 
deep network. Nair and Cavallaro (2009) presented a robust 
and accurate method for segmenting and detecting faces, 
detecting landmarks, and attaining appropriate registration 
of face patches using the fitting of face information. This 
method used a 3D point distribution algorithm without 
depending on pose, texture or orientation data. Yang et al. 
(2017) proposed a DL-based framework for face detection 
exploiting on face attribute-based supervision that compo-
nent detectors in CNN learned to recognize attributes from 
facial images, without explicit guidance. Kim et al. (2019) 
presented a model of people localization by creating an envi-
ronment similar to a UAV utilizing a large angle camera 
in various places to develop training images for individual 
detection. Tiny Yolo (Fang et al. 2019), which is a kind of 
object detection framework, was employed as a recogni-
tion algorithm. Almabdy and Elrefaei (2019) applied pre-
trained CNNframeworksto improve face DAR performance 
by analyzing accuracy utilizing the pre-trained Alex-Net to 
extract features, followed by SVM, and then utilizing trans-
fer learning based on CNN for both classification and feature 
extraction. Li et al. (2019a, b)proposed an attention-based 
feature agglomeration model to extract a feature pyramid 
by semantic data for multi-scaling face localization. Moreo-
ver, high-level representations are immediately combined 
into low-level features using skip connection. Deeb et al. 
(2020) attempted to use DL frameworks to perform its tasks 
and achieve enhanced top performance in face detection. 
They compared various DL methods; when evaluating them 
in some appropriate face recognition tasks, utilizing the 
DroneFace dataset to illustrate that they can be employed 
for attaining excellent UAV face recognition performance. 
Specifically, they evaluated how the height at that the images 
were taken, utilizing the UAV, influenced the method's per-
formance at localizing faces. In summary, our approach 
belongs to the DL models; unlike the techniques introduced 

above, our method can learn the relationship between labels 
and images by using face DAR networks to recognize facial 
images collaboratively.

3  Proposed model

In this section, we present a face DAR framework using DL 
architecture. Our framework contains two parts which are 
the detection and recognition parts. Essentially, the detection 
part detects the faces in an image and extracts the faces as an 
image by using our detection network. Then, the recognition 
part recognizes the person based on our recognition network. 
Then the training modules train the system utilizing the DL 
model. As shown in Fig. 1, the structure of our method is 
broken down into four stages include pre-processing, face 
detection, feature extraction and face recognition. The input 
for the model is of an image and the output is the recognized 
face of the person. The system starts image pre-processing. 
After that, the images are processed, we resize each image 
to an appropriate size for the CNN models. In face detec-
tion, we localize faces by employing a deep CNN model and 
use them in face recognition. In the features extraction step, 
deep features are extracted from the generated face images 
to employ in the next step. Finally, the process of classifying 

Fig. 1  The flow graph of our framework
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faces occurred with CNN which involves recognizing a face 
from the facial images.

3.1  Pre‑processing

Image Pre-processing (IP)is a crucial step and most of the 
models spend a reasonable amount of time in image pre-
processing before building the model. IP performs the opera-
tions on the image at the lowest level of abstraction. The 
aim of IP is an enhancement of the image that decreases 
undesired distortion and improves many image features for 
other processing. Our model starts IP and resizes each image 
to an appropriate size for our CNN model and employssome 
operations, such as histogram equalization, super-resolution 
and pixel brightness transformations over the input images 
by using existing methods (Bhattacharyya 2011).

3.2  Face detection

The aim of this stage is to localize the individual faces in a 
query image. The individual face consists of many unique 
features that can be utilized by a CNN method to detect 
facial images. We use the DL algorithm that uses the CNN 
structure to achieve high performance in face detection.

3.2.1  Model architecture

Inspired by the in-depth analysis of the challenges and char-
acteristics of face detection in drone data, based on the SSD 
framework, we proposed a novel framework shown in Fig. 2. 
Our face detection model is regression-based face detection 
which is more efficient for multi-scale face localization in 
drone images. Different from the SSD model, our backbone 
structure utilizes the Mobile-Net (Sinha and El-Sharkawy 
2019) instead of VGG-Net. Our light weight Mobile-Net 
utilizes depth-wise separable convolution (DWSC) to 

effectually decrease the number of parameters and com-
putations of the network, which is useful to face localiza-
tion in embedded scenarios, mainly in a UAV application 
environment. By decreasing the framework's computational 
complexity and parameters, our model framework was more 
efficient in face detection. Due to layer-by-layer pooling, the 
high-level features miss details, and it is usually appropri-
ate for multi-scale face localization. The important features 
were converted to the lower layer features with richer details 
and higher resolution which combines to enhance the effect 
of small face detection. Hence, in the detection network, the 
low-level feature vectorConv5 (52 × 52 × 256) was attached, 
and the Conv 14 and Conv 15 were respectively up sampled 
and combined with Conv 5 and Conv 11 layers to increase 
the accuracy of small face detection. Figure 2 illustrates 
the structure of our model. The Fusion layer1, Fusion layer 
2, Conv17, Conv16, Conv15, Conv14, and Conv13 were 
employed to predict both confidences and locations. In this 
framework, the dimension of the input images and the set 
of bounding boxes for each class of face changes the perfor-
mance of the localization. Inspired by the SSD network, we 
regulated the bounding boxes and resized the input images 
from 300 × 300 to 416 × 416, to enhance the detection accu-
racy of our model. Besides, the non-maximum suppression 
(NMS) method is used to extract the redundant face out-
puts. These face detection models consist of several essential 
computation layers, including the convolutional, pooling, 
fully connected (FC), activation function, element-wise sum, 
normalization, de convolutional (DCL), and softmax layers. 
Computation of each layer in the DL architecture and opti-
mization are present in the next section.

3.2.2  Feature fusion unit (FFU)

There are two FFU in the detection network as illustrated in 
Fig. 2 and its architecture is shown in Fig. 3. The high-level 

Fig. 2  The overall structure of 
the face detection framework
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feature vectors are learned by DCL to the same dimension 
as the low-level feature vectors. These features are combined 
using an element-wise sum. Taking the FFU 1 as an instance, 
for fusing the feature vectors of the Conv 5 and Conv14, it 
is required to up sample the dimension of the Conv14 layer 
by eight times. Thus, for Conv14, we created three DCLs 
with stride 2 to attain up-sampling. Because the feature 
vectors in the FFU are mathematically costly, we employed 
depth-DWSCs to decrease computational complexity and 
parameters. The DCL was followed by DWSC. The DWSC 
contains 3 × 3 batch normalization (BN), 1 × 1 point-wise 
convolutional layer, depth-wise convolutional layer, and rec-
tified linear unit (ReLU) layer. After the BN layer, we com-
bined them using element-wise sum, and finally passed the 
ReLU to perform the fusion. The FFU 2 utilized the same 
computation strategy, and only the channels were regulated. 
Only little changes were needed for methods with various 
input dimensions.

3.2.3  Convolutional and deconvolutional layers

The convolutional layer contains several trainable param-
eters. Each kernel (filter) is small in height and width that 
they expanded using the entire depth of the input data. After 
an image is forwarded into a network, each kernel is con-
volved over the height and width of the input, and the dot 
operation is calculated between the entries of the image and 
the entries of the kernel. In other words, the convolutional 
layer contains several filters, which are utilized to generate 
a set of features from the image feature vectors. The dimen-
sion of input feature vectors Fi is expressed as W × H × C ; 
the fitters are defined as Kx × Ky × C × Y  (Y is the set of 
filters, which is equal to the set of output feature vectors).
The output neuron N at position (i, j) of output feature map 
Fo is calculated as:

where b and W  denote the bias parameters and filters 
between Fi and Fo respectively, and Si and Sj represent the 
sliding steps where the input is convoluted in the x and y 
directions. Besides, DCL in face localization usually refers 
to dilated convolution or transposed convolution, which 
is employed to up sample the output of the convolution 
layer back to the dimension of the input image. The com-
putations of DCL are similar to the convolution layer that 
its basic computation is also composed of addition and 
multiplication.

3.2.4  Pooling layer

This layer is called the down-sampling layer, which 
decreases the size of input onto feature vectors utilizing 
averaging or maximizing the output in each pooling window. 
The computation of pooling not only keeps the main fea-
tures, but also reduces the computation of the model which 
effectually decreases the risk of over-fitting of DL networks. 
Average pooling and max-pooling are two popular utilized 
pooling techniques. In the pooling computation of the two-
dim input feature vector, the pooling window is represented 
as Px × Py , and the Fi and Fo represent one-to-one corre-
spondence. The max-pooling equation for the output neuron 
N at position (i, j) is:

in which equation (2) is done by consecutively comparing 
the maximum outputs of neurons in the pooling window.

(1)N
Fi,Fo

i,j
=

C−1
∑

z=0

Ky−1
∑

y=0

Kx−1
∑

x=0

WFi,Fo

x,y
∗ N

Fi,Fo

i∗Si+x,j∗Sj+y
+ bFi,Fo

(2)N
Fo

i,j
= max

0≤x≤Px−1,0≤y≤Py−1
N

Fi

i+x,j+y

Fig. 3  The architecture of FFU
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3.2.5  Non‑linearity activation layer

The nonlinear activation layer is broadly employed in DL, 
which makes the CNN have nonlinear learning to improve 
the ability of the model to learn the high-level features. The 
nonlinear layer accomplishes a nonlinear transformation of 
the input to learn complex relations. There are various non-
linear activation functions, such as Tanh, Relu, Sigmoid, 
and Softmax. The ReLu is the most utilized because it can 
to reduce over-fitting and is less sensitive to gradient loss 
effectually. Its computation equation is:

where D is the input of the function, the ReLu equation is 
nonlinear for negative inputs as it outputs all negative values 
as zero and is linear for all positive inputs.

3.2.6  Normalization layer

The normalization layer in the DL is to overcome the issue 
that the data distribution in the middle layer changes during 
the learning iterations to control the vanishing and exploding 
gradient and speed up the training (Du et al. 2015). The BN 
proposed by Ioffe and Szegedy (2015), is broadly employed 
in the DL network, which effectually enhances the speed 
of convergence and the training. The BN is computed as 
a separate layer in the DL process that its equation for the 
neuron N at position (i, j) is as:

in which SF is the scaling factor and Var and ME are the 
variance and mean of the Fi respectively. These parameters 
are trained using training data. The � is a constant which is 
taken as 0.0001.

3.2.7  Element‑wise sum layer

The computation of this layer is accomplished when FFU 
combines feature vectors of the same size generated on vari-
ous paths. The major computation of this layer is the adding 
of the neuron at the corresponding position of Fi.

3.2.8  Full connection layer

This layer is utilized to fuse the extracted features from 
previous layers, which is at the end of the network and 

(3)Relu(D) =

{

0, x ≤ 0

D, x > 0

(4)N
Fo

i,j
=

(

N
Fi

i,j
−

ME
Fi
i,j

SF

)

√

Var
Fi
i,j

SF
+ �

employed as a classifier. However, this layer is utilized in 
current facial localization models, in order not to reduce 
generality. The Fi is a vector of 1 × 1 × C , and the Fi is a 
vector of 1 × 1 × Y  . The output neuron N at position (i, j) of 
Fo is calculated as:

where b and W  denote the bias parameters and filters 
between Fi and Fo respectively. The computation of this 
layer similar to the convolution layer is composed of addi-
tion and multiplication.

3.2.9  Softmax layer

This layer is utilized for the multi-class classification in 
CNN, which connecting the A-dim vector B into an A-dim 
vector S inrange (0, 1) . The computation of this layer is:

where B and S are both A-dimensional vectors.

3.2.10  Training

During training, we utilized a similar method as SSD that 
several default boxes were compared to the Ground-Truth 
(GT) boxes. For each GT box, we matched it to the default 
box using the Jaccard overlap higher than a threshold (e.g., 
0.6). This was favorable to predict several bounding boxes 
for overlapped faces with high confidence. We chose the 
non-matched default boxes with top loss value as the nega-
tive instances when the ratio of positive and negative was 
3:1. We have taken z to be an indicator to match the default 
box to the GT box, which is 0 or 1 . The p, g, and c denotethe 
predicted box, GT box and confidences, respectively. The 
loss function for our detection network is combining the 
confidence loss Lconf  and the detection loss Lloc , as:

where the weight term � is adjusted to 1 using cross-valida-
tion and U is the set of matched default boxes. The Lloc is a 
smooth L1 loss between the GT box g and the predicted box 
p parameters. The Lconf  is the softmax loss across several 
classes’ confidences c . The Lloc and the Lconf  are equal to 
SSD. Several feature vectors were utilized to predict both 
confidence and location in our framework. We employed 
the data augmentation technique to improve the robustness 
of the model in various input face shapes and sizes. These 
models included expansion augmentation, photometric 
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distortion, random cropping and flipping which are more 
appropriate to detect small faces.

3.3  Face recognition

After face detection, face recognition is the final step. In face 
recognition, the model seeks for the query facial image to 
tell who she/he is the extracted face batches are needed to 
achieve an automatic recognition. First, the faces are local-
ized, then run the faces recognition algorithm using the pro-
posed recognition framework shown in Fig. 4.

3.3.1  Feature extraction

In our recognition model presented in Fig. 4, the feature 
extraction part is first pretrained utilizing great data, and 
then the pre-trained network (softmax layer is dropped) is 
employed as a feature extractor for extracting face features. 
Due to pre-train the proposed model with large images, we 
utilized the ATT dataset (Samaria and Harter 1994) which 
was utilized alongside the DroneFace dataset, which was 
captured utilizing the ARDrone1.0. The 4096-dim output of 
the last FC part is employed as the Eigen-vector. The output 
of the FC part is determined by the following formula:

where Ol and Ol+1 are the output vector of both lth and 
(l + 1)th layers respectively, Wl+1 is a weight of the linear 
coefficients, bl+1 is the bias vector, and �(·) is the nonlinear 
function.

3.3.2  Recognition architecture

The diagram of the recognition network is indicated in 
Fig. 4. The input of our model is facial images that have 

(8)Ol+1 = �
(

Wl+1Ol + bl+1
)

been scale normalized. The input image is convoluted using 
some convolution filters for extracting the image features. 
The kernel coefficients are acquired during the training 
which is related to the features of the training images. After 
that, the convolutional operation outputs are normalized by 
the BN layer, which reduces the over fitting of the network 
and provides efficient gradient descent. Due to an increase 
the nonlinear ability of our network, the normalized image 
is forward in the activation layer. Finally, the output of the 
activation layer is pooled, keeping the appropriate features 
and enhancing the distortion tolerance of the model. After 
some pooled layers and convolutional layers, the obtained 
useful features are employed by the FC layer to acquire CNN 
feature representation outputs. The pre-training of the net-
work includes the forward and backpropagation of network 
parameters.

3.3.3  Training

To enhance the self-adaptability of our recognition model, 
backpropagation method was utilized to regulate the parame-
ters in inverse. In other words, the parameters of the network 
upgrade very slowly by employing the variance loss func-
tion; the cross-entropy loss (Kline and Berardi 2005) was 
utilized that causes big errors can guide to quickly update 
the parameters of the network, while little errors can slowly 
update the parameters of the network. Therefore, for the 
dataset with the size of T  , e = [(I(1), q(1)),… , (I(T), q(T))] , 
the cross-entropy loss function is:

where Oi is the actual output related to the image I(i) , and 
q(i) denotes the label of the ith image, the backpropagation 

(9)Γ(�) = −
1

T

T
∑

i=1

[

qilog
(

Oi
)

+
(

1 − qi
)

log
(

1 − Oi
)]

Fig. 4  The overall diagram of the recognition architecture
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gradient of the convolutional parameters b and w were cal-
culated as:

The equations of the learnable parameters wi and bi of the 
lth layer are as follows:

where � denotes the learning rate (LR), and E represents the 
error of training data for the current batch samples. Note that 
the calculations of the pooling layer, convolution layer, FC 
layer and softmax layer are similar to the detection network.

3.4  Algorithm design

The pseudocode of our framework is given in Algorithm 1.
There are several parameters and matricesas inputs in this 
algorithm. These arguments are images (I) , input labels (qi) , 
output labels ( qo ), and parameters � and � . Then, initialize 
the parameters of our model (line 1). We simply have to loop 
over our data iterator, and feed the inputs to the networks 
and optimize. The training process needs that we determine 
an optimization method and a loss function. Training the 
proposed model requires enumerating the data loader for the 
training sets. First, a loop is used for the number of train-
ing epochs. Each update to the model (both Detection and 
Recognition networks) involves the same general pattern 
comprised of:

• A forward pass of the input through the model (lines 5 
and 14).

• Calculating the loss for the model output (lines 6 and 15).
• Backpropagating the error through the model (lines 7 and 

16).
• Update the model to reduce a loss (lines 8 and 17).

The detection network continues until all the images are 
given to the model and faces are extracted (lines 2–10). 
Moreover, the recognition network continues until all the 
extracted faces are recognized by the model (lines 11–19).

(10)�
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4  Experimental analysis

In this section, we indicate the outputs acquired by employ-
ing our model on the face DAR system. To measure the per-
formance of our framework, we accomplish various analyses 
on the DroneFace dataset. Firstly, we discuss the experi-
mental settings. Then, we compared our framework with 
state-of-the-art models on the face DAR scenario. In order 
to evaluate the precision of the face DAR algorithms, the 
DroneFace dataset is utilized as face DAR dataset. Drone-
Face1was created to enhance UAV capabilities and to resolve 
the present defects of face DAR which is very little work 
concerning it. The DroneFace dataset contains the follow-
ing contents:

• 11 subjects including 4 females and 7 males.
• 2057 images including 1364 facial images, 620 raw 

images.
• The raw samples are in 3680 × 2760 dimension.

1 https:// hjhsu. github. io/ Drone Face/.

https://hjhsu.github.io/DroneFace/
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• The dimensions of the face images are 384 × 384 and 
23 × 31.

• The raw samples are taken from 5, 4, 3, and 1.5 m high.
• The raw samples are taken 2 to 17 m away from the sub-

jects with 0.5 m distance.

4.1  Evaluation index

The evaluation of our face DAR model is accomplished 
utilizing standard evaluation indexes such as detection rate 
(DR) and recognition rate (RR). Thus, the standard metrics 
are chosen as accuracy metrics, which is the DR of each 
image.

where  TP  denotes positive faces localized correctly 
and  FN is the set of false-negative instances. In other hands, 
the RR is the useful metric which is the whole number of 
correctly recognized face images divided by the whole num-
ber of face images as:

where TP denotes the set of correctly recognized faces, FP 
is the set of face samples incorrectly assigned to a category 
and FN are miss-recognized faces.

4.2  Experimental setup

First, the DroneFace dataset is correctly adjusted for each 
evaluation. Thus, the samples split into test, train and valida-
tion sets. So, the validation and train data were made up of 
11 sub-folders, each consist of the images of its correspond-
ing labels for different distances and heights. The validation 
and train data included various images that were randomly 
split, 20% for the validation and 80% for the training. Our 
proposed detection network uses pre-trained Mobile-Net as 
the backbone network that the parameters of this network 
are defined as: maximum number of epochs is adjusted to 
1000, mini-batch is set to 12;LR is set to 0.0001, depth = 30, 
growth-rate = 10, bottleneck = True, reduction = 0.4, and 
dropout is adjusted to 0.6; to enhance the optimization use-
fulness, we evaluated the method with a different number 
of iterations until it reached a stable accuracy. The high-
est accuracy was achieved with an epoch number 20. We 
utilize the Adam optimization method which is an exten-
sion of the gradient descent method, which can iteratively 
update the network weights using the training image; the 
initialization of LR is adjusting to 0.15; then, where train-
ing to the 30th iteration, the LR is changed to 0.023. In this 
paper, we employed the same loss function and categorical 

(14)DR =
TP

TP + FN

(15)RR =
TP

TP + FN

cross-entropy. The NMS method is utilized to extract the 
redundant face outputs.

4.3  Performance analysis for face detection

In this section, the accuracy of the drone-based face detec-
tion models is compared with different settings in distances 
and heights between UAVs and their targets. We performed 
several evaluations over the DroneFace database, and the 
outputs are shown in Fig. 5.Tocomprehend the performance 
of our DL network in face detection, Fig. 5 shows the heat 
map face detection rate. The y-axis denotes the heights and 
the x-axis is ground distances. This paper selects the drone-
based face detection algorithm as Face++ (Hsu and Chen 
2015), AdamDeeb (Deeb et al. 2020), ReKognition (Hsu and 
Chen 2015), Daryanavard (Daryanavard and Harifi 2018) 
and LiWang (Wang and Siddique 2020) to further verify 
the accuracy of our model. For the evaluation, we detect 
the faces when the camera is set up at 2–17 m in distances 
and 1:5 m in heights. Compared with the baseline model, 
our face detector has a significant improvement by using 
the deep network model, demonstrating that our detection 
network is able to focus on the various scale of faces effec-
tually. Compared with Face++ and ReKognition methods, 
our method has a significant enhancement in DR over the 
DroneFace dataset, indicating that our model has high effi-
ciency for face localization in multi-scale images. Through 
observation, it can be found that the DL network can lead 
the model to detect multi-scale face images. As a result, the 
heat map of the face detection result of our model compare 
to other models over different settings in height and distance 
indicates that our framework can attend higher accuracy on 
the face detection scenario.

4.4  Performance analysis for face recognition

In this section, we analyze how heights and distances of face 
recognizers change the RR of methods as shown in Fig. 6. 
To quantitatively and qualitatively analyze the accuracy 
of our model for scaled and occluded face recognition, we 
consider how distance between UAV and their target influ-
ence the accuracy of face recognition. We recognize, the 
faces acquired while the camera is set up at 2–17 m in dis-
tances and1:5 m in height. The x-axis indicates the ground 
distances, and the y-axis shows the heights. Fig. 6 demon-
strates the heat map about how drone-based face recogni-
tion accomplishes in recognizing faces for different distances 
and heights. Both ReKognition and Face++ show stable and 
high RR measures. Therefore, the face recognition utilizing 
the DL network introduced in this work is excellent com-
pared to other models; our model attains the best recognition 
accuracy in most cases. Thus, the faces with different scales, 
low contrast and deformation can be correctly recognized 
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Fig. 5  The face detection rate in correspondence to heights and dis-
tances

Fig. 6  The face recognition in correspondence to heights and dis-
tances
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using the proposed method. Our proposed model uses the 
DL algorithm to recognize the scaled and occluded faces. 
Thus, our model can better adjust to the control of scaled 
and occluded samples in face recognition. As a result, our 
face recognition model is better than the other methods due 
to the multi-scale face recognition layers to take high-level 
semantic features.

4.5  Convergence behavior

This section aims to analyze the convergence property of 
our model for both face DAR scenarios. That is, the number 
of epochs required for our model to converge is evaluated. 
Figures 7 and 8 provide the convergence speed of our model 
for the DroneFace dataset; we can see that our model has 
appropriate convergence properties. For example, Figs. 7 
and 8 show that the proposed deep network has a suitable 
convergence speed while it has high DR and RR values in 
the DroneFace dataset. For example, we can see from the 
convergence curves that the proposed method could escape 
from the local optima in later iterations. In addition, the 
results illustrate that our proposed model generally requires 
only 100 iterations to converge. This evidence demonstrates 
that our model has appropriate convergence behavior, and 

it can be used effectively in practical applications. The con-
vergence behavior of our model indicates that it exhibits its 
capability of convergence. In addition, the proposed model 
converges slowly in Fig. 9 after 120 iterations. It should be 
noted that our model utilizes the appropriate optimization 
algorithm in its process, which leads to reduce the number 
of epochs needed for obtaining stable results.

4.6  Qualitative results

To more comprehend the efficiency of our framework over 
the face DAR, we perform qualitative results on the Drone-
Face dataset as shown in Fig. 9. That outputs are taken for 
the different distances and heights of the faces. As seen in 
the samples, two faces are in all images that the detection 
and recognition of these facial images in correspondence to 
various heights and distances is the optimal result for the 
problem. Our model can localize multiple faces by using the 
training set. The qualitative results in Fig. 9 show sample 
face images detected/recognize correctly by the proposed 
method. It can be found that our DL network can lead the 
model to detect and recognize the visible area of the scales 
face, while decreasing the influence of background on DAR 
accuracy.

4.7  Scalability analysis

To determine the scalability of our model, it is evaluated 
on varying parts of the dataset from 0.1 to 1 portions step-
ping by 0.1 and the outputs are demonstrated in Fig. 10. 
The results indicate that the training time raises linearly by 
increasing the size of the training data. This means that our 
model can be employed to large-scale datasets.

4.8  Discussion

The proposed model includes three main steps. The first 
stage is an SDD-based face localization process so that the 
face images are extracted, and the second stage is DL-based 
face classification which is able to improve the accuracy 
of face recognition. The main property of the original face 
detection/recognition methods is utilizing a DL method to 

Fig. 7  Convergence analysis of detection network

Fig. 8  Convergence analysis of recognition network

Fig. 9  Sample faces detected/recognized
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search through data space to recognize the faces. Although 
our model uses this property, it uses a novel mechanism 
based on the Mobile-Netto improve the detection of small 
faces, multi-scale faces and enhance the detection accuracy. 
The proposed detection network is a regression-based model 
which is more efficient for multi-scale face detection on 
UAVs and thus it is more effective than the previous models. 
This property makes our model to accurately detect multi-
scale faces with a small number of trainable parameters. 
Note that the previous algorithm has many false detections 
and false recognition under different heights and distance 
conditions on drones. To address this issue our model uses 
FFU for combining low-level and high-level features through 
the SSD-based architecture. In each iteration, the depth-
DWSCs is used to decrease computational complexity and 
parameters. Besides, we combined features using element-
wise sum. This refinement strategy results in improving the 
quality of detection results. Similar to any DL model, our 
framework requires an optimizer and loss function. There-
fore, our model utilizes the appropriate optimization algo-
rithm and loss function in its process, which leads to reduce 
in the number of iterations needed to obtain stable results. 
As a result, this improvement indicates the capability of our 
model to satisfy industrial requirements.

5  Conclusion and future works

The accuracy of face DAR is affected when UAVs take 
images in a long-distance and from high altitudes. To 
enhance the accuracy of face DAR, a DL guidance frame-
work is presented in this work, which employs the CNN 
model for employing face DAR in drone-based applica-
tions. In this paper, we mainly investigated how heights 
and distances influence the performance of face recognition 
on UAVs. An efficient DL-based model based on the CNN 
for face DAR is proposed. Due to CNN’s strong learning 

ability, it enhances the accuracy and speed of the network. 
Our method contains two phases. In the first phase, the 
SDD-based face detection process extracts faces image, 
and the second phase is DL-based face classification which 
can appreciably enhance the accuracy of face recognition. 
Several evaluations indicate that our framework is superior 
to other models for the performance of face DAR on the 
DroneFace dataset. Moreover, our model attains a higher 
balance between speed and accuracy, which can be utilized 
in the security surveillance scenario.

There are several future directions for improving our 
model. First, the current face recognition methods and our 
method are capable of recognizing faces on UAVs with some 
limits in angle, especially when UAVs take photos with a 
large angle of depression. To address this limitation, the idea 
of the grid can be employed in our model which focuses on 
features, such as eyes, the mouth or cheeks and geometric of 
face to model facial components. The second future direc-
tion is to utilize generative adversarial networks for large-
pose and small-pose face recognition. Although our model 
has high stability with different poses, it also requires iden-
tifying faces under the dynamic environment. Third, another 
future direction is to reduce the computation complexity of 
our framework facing with large-scale datasets. A general 
way to this aim is to propose a new architecture by using 
the advantages of the MobileNet. Finally, one can design an 
incremental model for other severe environments. Further-
more, we would develop our model for the facial expression 
scenario.
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