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Abstract
This paper uses a text classification algorithm in the context of criminal psychology to scientifically evaluate the correctional 
effects among offenders in the hopes of preventing recidivism. The proposed algorithm uses an improved convolutional neural 
network (CNN) and feature fusion to carry out the psychological attribution of violent crime based on criminal fact texts, 
which are divided into three types: the premeditated type, the impulsive type, and the pathological type. First, a text set of 
criminal facts with labels was constructed by criminal psychology experts. Then, the numerical features are extracted by the 
word count and a keyword extraction method based on the criminal feature dictionaries, which are established by criminal 
psychology experts. The improved CNN model is used to extract the text features by replacing a fully connected layer with 
the global average pooling layer. Finally, after fusing the numerical features and the text features, softmax function is used to 
calculate the probability of each category and divide the attribution type. To verify the effect of the algorithm, the proposed 
model is evaluated and compared with the original CNN, the SVM based on TF-IDF and word count, random forest, and 
some integration methods. Experimental results show that the proposed algorithm is better in accuracy, recall, precision, 
and F1 in the micro and macro scopes, with the highest accuracy of 98%.

Keywords  Attribution classification of violent crime · Convolutional neural network · Global average pooling layer · 
Feature fusion

1  Introduction

In criminal psychology, explaining “which types of people 
are more likely to commit crimes” has a certain macroscopic 
value. Judging a person's crime risk, which is the likelihood 
of a person committing a crime, can effectively prevent 
the occurrence of a crime (Ma et al. 2020). It is important 
to analyse the criminal psychological attribution types of 
offenders and provide a scientific basis for prison manage-
ment departments to reasonably formulate a corrective edu-
cation programme and assess the possibility of recidivism. 
Additionally, the scientific prediction and assessment of 
offenders are carried out to reduce crime to a certain extent, 
thus promoting the continuous stability of social security, 
improving the happiness and safety index of Chinese citi-
zens’ daily lives, and further promoting the modern devel-
opment of the national governance system and governance 
capabilities.

Attribution analysis is used to deduce personal purpose 
based on behaviour and its results, which means that motiva-
tion and psychological status can be inferred to determine 
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the causal relationship between various factors based on a 
specific personality characteristic or behaviour (Jones and 
Harris 1967). In terms of the attribution classification of 
violent crime, violence is an important manifestation of 
criminal behaviour, which is mainly manifested as “aggres-
sive”, which can be divided into premeditated, impulsive, 
and pathological types (Barratt et al. 1991). The attribu-
tion classification of violent crime provides an important 
basis for crime risk assessment. In criminal psychology, 
traditional crime risk assessment tools are used for psycho-
logical attribution analysis, which mainly use historical data 
analysis, scale assessment, behaviour analysis and clinical 
analysis for attribution analysis, combined with static fac-
tors and dynamic factors. The main assessment tools include 
the LSRP (Levenson 2014), OGCS (Copas and Marshall 
1998) and PCL: YV (Dickson 2014). The assessment tools 
are bloated, and the results are distorted because of the intro-
duction of a large number of assessment factors. Subjective 
factors are easily introduced into operations or explanations 
by experts for the assessment process. With the development 
of artificial intelligence technology, the intelligent assess-
ment tools proposed in recent years can avoid the influence 
of subjective factors when collecting data and implement 
the intelligence of the assessment tools (Xiao and Du 2020). 
However, the results may contain objective factors, because 
of further explanation by experts.

With the development of natural language processing, text 
classification is applied to criminal psychology, which is an 
important task for natural language processing. On the basis 
of the criminal facts related to offenders, text classification 
technology can automatically attribute and classify types 
of violent crime. The related technique of shallow learning 
includes support vector machines (Joachims 1998), decision 
trees (Johnson et al. 2002), naive Bayes (Schneider 2004) 
and other traditional machine learning methods, which are 
mainly used in predicting crime categories (Hassani et al. 
2016). Before using machine learning algorithms for clas-
sification, shallow learning models need to extract features 
or design rules by humans (Liu et al. 2017; Das et al. 2020; 
Ni et al. 2020), and vector text representation is used for 
feature representation (Cichosz 2018). However, there is a 
certain impact on feature extraction due to the linguistic dif-
ferences in different regions. The manually designed features 
may neglect the context and semantic information, and the 
generalisation is limited in that the performance is usually 
not good with other datasets.

The text features can be extracted by deep learning 
models, which can be used to avoid the influence of human 
factors. In addition, there is no prior knowledge. Deep 
learning has been widely applied in various fields (Chen 
et al. 2021; Xiao et al. 2021a) and has made good progress 
in different kinds of tasks in the field of crime (Pereira-
Kohatsu et al. 2019; Liang et al. 2021). The mainstream 

extraction models for text features include RNNs (Liu 
et al. 2016), CNNs (Kim 2014), HANs (Yang et al. 2016) 
and transformers (Vaswani et al. 2017). RNN requires 
time-sequence data to be input, which results in poor par-
allel computing capability (Lei et al. 2018); Transformer 
requires the performance of pretraining tasks, which pro-
duces a huge amount of calculation for long text sequences 
(Devlin et al. 2019). CNN is better than RNN and HAN 
with respect to time and accuracy and requires fewer train-
ing samples (Maheshwari 2018). Unfortunately, single 
features have been extracted for classification in most lit-
erature (Luo et al. 2017; Chen et al. 2020). Additionally, 
due to the different segmentation effects in various fields, 
it is difficult to obtain important segmentation features for 
semantic representation, which may decrease the accu-
racy of classification (Yilmaz and Toklu 2020). There is 
a contradiction between word granularity and semantics 
after word segmentation. If the word granularity is large, 
the word segmentation effect is not good, and if the word 
granularity is small, the semantic information will be lost. 
Moreover, the convolution operation is the core of CNN, 
which can better combine the segmentation with seman-
tic information and obtain more accurate word vectors. 
Furthermore, there are few studies on the application of 
criminal psychological attribution analysis.

Based on the above research, to solve the problem of inac-
curate word segmentation and a short description of criminal 
facts that cannot extract features effectively, a classification 
method is proposed for the psychological attribution of vio-
lent crime to help relevant departments intuitively categorize 
crimes and formulate corresponding corrective measures 
for offenders based on the radar chart. The improved CNN 
model is used to extract the text features, which introduces 
the global average pooling layer to replace the max pooling 
layer and the fully connected layer to prevent overfitting. To 
better model the criminal facts, the numerical features are 
integrated with the text features to fully describe the corre-
sponding relationship between criminal facts and attribution 
types of violent crime. The softmax classifier, which can 
directly obtain the probability of each attribution category 
and reduce the computation, is used for classification. Fur-
thermore, the criminal dataset has been constructed from 
prison, and the China Judgements Online has been sorted out 
for the experiment. The predefined feature dictionaries have 
been constructed by experts to improve the performance of 
the word segmentation, which can filter out the meaningless 
stop words and reduce the feature dimension.

The rest of this paper is organised as follows. Related 
work is described in Sect. 2. The proposed model is pre-
sented and explained in detail in Sect. 3. The experimental 
results compared with other methods and a discussion are 
provided in Sect. 4. Finally, the conclusions and future work 
are provided in Sect. 5.
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2 � Related work

2.1 � Analysis of criminal psychological attribution

Research on attribution analysis has made considerable 
progress and has been applied to different fields (Zhang 
et al. 2021). Consequently, research on the psychological 
attribution of violent crime can provide knowledge about 
the changes in criminals’ psychological state and emotion, 
predict the timing of a crime and to further elucidate the 
causal relationship between psychological changes and 
criminal behaviour or emotion (Kunst and Koster 2017; 
Keijsers et al. 2021; Ghosh et al. 2020). To date, scales 
and questionnaires have been used to study the attribution 
type of violent crime. Zhang (2020) applied risk/need to 
conduct attribution analysis to prevent juveniles from reof-
fending. However, attribution analysis can be regarded as a 
classification problem that is applied in criminal psychol-
ogy based on data mining technology. Lin et al. (2020) 
compared the COMPAS and LSI-R Assessment System 
to evaluate the crime risk of subjects and accuracy. Ma 
and Song (2021) studied the feasibility of constructing 
a dynamic crime risk assessment tool based on affective 
computing. The introduction of artificial intelligence 
makes the collection of numerical information and affec-
tive computing automatic. With the development of deep 
learning, the text features can be extracted for attribution 
classification by neural networks, which can keep the 
semantics of the text unchanged.

2.2 � The CNN model and feature fusion for analysing 
crime data

In recent years, the development of deep learning has 
greatly improved the performance of text classification, 
and a number of classification models with better per-
formance have been studied to realise the transition from 
shallow learning to deep learning (Li et al. 2020a). The 
CNN model applied to the task of text classification has 
been used to extract text features by different convolu-
tion kernels and pooling operations. Word embedding, 
which can be pretraining by unlabelled corpora, can fur-
ther improve the performance of classification to a certain 
extent (Wang and Mao 2019; Aydoğan and Karci 2020). 
The network structure of the CNN model can be adjusted 
to advance the accuracy of classification. Ibrahim et al. 
(2021) proposed that a covariance pooling layer was used 
to replace the max pooling layer, which had a stronger 
ability to distinguish classification labels. Li et al. (2020b) 
proposed integrating the attention mechanism into a CNN, 
and words irrelevant to the classification task were filtered 

and pruned in the pooling layer. Yang (2020) proposed an 
integrated model to predict the crime category of certain 
behaviour, which fused CNN with SVM, linearSVC and 
other classifiers. Wu (2021) conducted research on predict-
ing crime trends to analyse criminal psychology using the 
3D-CNN. CNNs combined with other models have been 
widely applied to different kinds of classification tasks 
(Xiao et al. 2021b), and the improved models have better 
performance for text classification. CNN cannot effectively 
model long text. Therefore, manually designed features 
based on specific rules and frameworks will be fused to 
fully describe the corresponding relationship between 
criminal facts and attribution types of violent crime.

Feature fusion can effectively solve the problem that a 
single extraction method cannot fully describe the criminal 
text (Xiao et al. 2021c). Accordingly, manually designed 
features have been extracted based on specific rules and 
frameworks in some literature. Wang et al. (2021) proposed 
standardising manually extracted features and joining them 
with features extracted by deep learning models for classi-
fication. Chen et al. (2019) proposed extracting features by 
TextCNN and TextRNN for the task of predicting articles. 
Unfortunately, TF-IDF and other methods have been used 
to fuse features for criminal facts, which will increase the 
feature dimension and cause dimension disaster. Different 
from feature extraction with neural networks, a specific rule 
should be designed to select features that can represent the 
relationship between text content and attribution types.

3 � Proposed method

To classify the psychological attribution of violent crime 
based on criminal facts and obtain the tendencies associated 
with the types of violent criminal behaviour, an improved 
CNN model and feature fusion are used to construct a 
three-classification model. First, a text set of criminal facts 
with labels and predefined feature dictionaries, which are 
matched with a premeditated type, an impulsive type, and 
a pathological type, are constructed by criminal psychol-
ogy experts. Then, the preprocessed criminal facts are seg-
mented, and the numerical features and the text features are 
extracted. The numerical features are extracted by the word 
count and keyword extraction method based on the prede-
fined dictionaries, where the term frequency is considered 
the weight value. The text is converted into a vector matrix 
by one-hot encoding, and the text features are extracted by 
an improved CNN, which is constructed with an embedding 
layer, a convolutional layer, and a global average pooling 
(GAP) layer that is introduced to replace the fully connected 
layer. Finally, the text features and the numerical features 
are fused, and the softmax classifier is used to calculate the 
probability of each category for psychological attribution 
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classification. The overall framework of the proposed model 
is shown in Fig. 1.

3.1 � Construct the feature dictionaries

The keyword extraction method is used to extract the key-
words of criminal facts, which belong to different types of 
violent crime. The result shows that the weights of repre-
sentative words are distributed unevenly. Some representa-
tive keywords are segmented poorly due to the different 
performances of the tokenizer on different tasks. Therefore, 
criminal psychology experts screen the criminal facts about 
the offenders to select representative words and key phrases 
for different types of violent crime. The keyword dictionar-
ies are built and named prKeyword.txt, aikeyword.txt and 
mkeyword.txt. The corresponding keyword dictionaries are 
premeditation, impulsiveness and pathotype, and these three 
types of dictionaries are summarised in user_dict.txt as a 
user dictionary. Figure 2 shows the word cloud display of the 
keywords in the user dictionary after the term frequency is 
counted in the dataset. The paper does not divide the prep-
ositions into stop words different from other tasks. Some 
propositions are added to the dictionaries, which can repre-
sent the transition of action behaviour to a certain extent and 
express the emotional changes before and after the crime is 
committed.

3.2 � Feature extraction

To obtain comprehensive information, two types of features 
are extracted: numerical features and text features. The 
numerical features are extracted by matching corresponding 
keywords in criminal facts based on different categories of 

keyword dictionaries, and the word frequency is calculated 
to be the weight value of the features. The statistical term 
frequency of the different categories can indicate the attribu-
tion degree corresponding to the types of violent crime. The 
improved CNN is used for text feature extraction after the 
text data are vectorized. The local information of criminal 
facts is modelled for classification.

3.2.1 � Algorithm for numerical feature extraction

In this paper, three numerical features are set up based 
on each feature dictionary to quantify the psychological 
attribution of violent crime. The corresponding keywords 
are extracted from the criminal facts based on the feature 

Fig. 1   Overview of the model
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dictionaries, and the word frequency of the keywords from 
different categories is counted as the weight value of the cor-
responding numerical feature, which can indicate the attribu-
tion tendency to a certain kind of violent crime. The descrip-
tion of numerical characteristic symbols is shown in Table 1. 
For example, a criminal fact is shown in Fig. 3, which is 
taken from an award obtained from the China Judgements 
Online. After loading the predefined feature dictionaries to 
perform Chinese word segmentation and match keywords, 
the word frequency of the keywords is counted as the weight 
value of the features. The weight value of each feature is 
shown in Table 2.

3.2.2 � Algorithm for text feature extraction

Attribution classification cannot be carried out accurately 
based on word frequency statistics alone, and it is neces-
sary to analyse the semantic information and extract the text 
features from the criminal facts. The text data are converted 
into structured data. Then, the representative features are 
extracted for attribution classification to make the analysis 
results more accurate. The local feature information of text 
can be extracted by the CNN, which can be implemented 
simply, quickly, and in a robust manner. After the criminal 
facts are vectorized, feature reduction is performed in the 
embedding layer, and the text features are extracted by the 
improved CNN to represent the text information from the 
criminal facts. The feature vectors are combined for output 
classification in the fully connected layer after executing 
convolution and pooling operations in the traditional CNN 
model. It is prone to cause overfitting, and there are many 
parameter settings in the fully connected layer. Therefore, 

this paper improves the use of the GAP layer instead of the 
fully connected layer, and a feature vector is extracted to 
represent a text feature in each feature map. The improved 
overall network structure is shown in Fig. 4.

(1)	 Convolutional layer

The CNN has the characteristics of translation invariance 
and can be used to extract local features of data. Each line of 
vectorized text data can represent a word segmentation fea-
ture different from image feature extraction, and words are 
the smallest granularity for text feature extraction. There is 
no mathematical meaning to truncate the feature dimension 
vertically, which will change the characteristic that words 
are the smallest granularity. Therefore, the convolution ker-
nel only performs one-dimensional sliding, which means 
that the width of the convolution kernel is equal to the width 
of the input text vector.

Assume that the vectorized text data have a matrix S = n * 
d in the input layer, the length of the text vectorisation is n, 
and the dimension is d. The size of the convolution kernel F 
is h*d, and h is the height of the convolution kernel. Then, 
after a convolution operation, the i-th dimension vector can 
be defined as Eq. (1),

where ⊗ is a convolution operator and [i − h + 1 ∶ i, ∶] is a 
matrix of height h. A feature vector of dimension (n–h + 1) 
will be formed, as shown by Eq. (2).

(1)ci = (S ∗ F)i =
∑

i+h−1
(S[i−h+1∶i,∶] ⊗ F)i+h−1

(2)C = [c1, c2, ..., cn−h+1]

Table 1   Description of numerical characteristic symbols

Symbols Features Explanation

Feature 1 pk_score Related to premeditated type
Feature 2 aik_score Related to impulsive type
Feature 3 mk_score Related to pathological type

Fig. 3   Example of criminal 
facts

Table 2   Weight distribution 
chart of numerical 
characteristics of criminal facts

Features Weights

pk_score 4
aik_score 5
mk_score 0
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Since only one feature map can be extracted from a con-
volution kernel, different receptive fields should be obtained 
from multiple convolution kernels with different heights.

(2)	 Global average pooling layer

Multiple convolution kernels of different sizes are con-
volved on the vector matrix, and the filter is used to perform 
the pooling operation. Then, the feature vectors are com-
bined in the fully connected layer and input into softmax 
for classification, as shown in Fig. 5(a). However, there are 
many training parameters in the fully connected layer, which 
makes the model more complicated and easily causes over-
fitting. In this paper, the fully connected layer is replaced 
with the GAP to calculate the average value of the feature 
map formed by each convolution operation, which can be 
regarded as the result vector of the corresponding feature. 
The formula can be defined as Eq. (3),

where Gl
avg−polling

 is the value of the l-th feature map, l is the 
index of the feature map, Cl

i
 is the matrix of the feature map 

(3)Gl
avg−polling

=
1

x

x∑

i=1

Cl
i

and x is the total number of elements in the feature map. 
Finally, the dimension of the feature vectors is reduced from 
the 3*k(n–h + 1) formed by the convolutional layer to 3*k. 
The operation of the GAP layer is shown in Fig. 5(b). The 
corresponding relationship between the feature map and the 
category label can be represented better by the GAP layer, 
which can deliver the actual meaning of the category label. 
There is no need to set a large number of parameters for the 
GAP calculation, and the amount of calculation is greatly 
reduced, as shown in Fig. 5. The GAP layer can be regarded 
as a regularisation method to optimise the network structure, 
which can avoid the occurrence of overfitting.

3.2.3 � Fusion feature classification based on softmax 
classifier

For criminal facts, the weight value of the numerical fea-
tures indicates the attribution tendency of different crime 
types directly to a certain extent, and the text features can 
describe and model the local information about the criminal 
facts. As some descriptions of criminal facts lack standardi-
sation due to human factors, the key words in the criminal 
facts cannot correspond to the feature dictionaries. In this 

Fig. 4   Text feature extraction 
network structure diagram
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paper, the extracted text features and numerical features are 
fused to further analyse and accurately model the division 
of the psychological attribution types of violent crime. The 
(3*k + 3)-dimensional feature vector is formed by connect-
ing the 3*k-dimensional text features with the numerical 
features directly after feature fusion.

The softmax classifier is used to classify and recog-
nise the fusion features, which is a logistic regression 
classifier that performs multiple classifications. It maps 
the output of the category to (0,1), which can obtain the 
probability of each type, instead of calculating the score 
of each category. This paper designs a three-classifier. 
Assuming that the dataset contains m training samples 
{(x(1), y(1)), (x(2), y(2)), ⋅ ⋅ ⋅, (x(m), y(m))} , where the input feature 
is x(i) ∈ ℜn+1 , the three categories are a premeditated type, 
impulsive type, and a pathology type, which are labelled 
y(i) ∈ {0, 1, 2} . Then, the category probability of each input 
sample is shown in formula Eq. (4).

where � is the parameter vector of the model, and the cat-
egory is marked as j ∈ {0, 1, 2} . Finally, the probability of 
each violent crime attribution category can be obtained after 
feature fusion, and the psychological attribution classifica-
tion is realised for the three types of violent crime: premedi-
tation, impulsiveness, and pathotype.

4 � Experiment and result analysis

4.1 � Construction of the experimental dataset

Violent crime mainly emphasise the violent nature of the 
methods when committing a crime. The Criminal Law of the 
People’s Republic of China stipulates that crimes against the 
personal and democratic rights of citizens, crimes endanger-
ing national security, crimes endangering public security, 
crimes against property and crimes obstructing the admin-
istration of public order are considered violent crimes. The 
awards, which are related to the above types of criminal 
cases, are given from the China Judgements Online. Some 
deleted awards did not disclose the reason for the deletion. 
The content from "judgement determination" in the award is 
selected as the experimental data, which could describe the 
criminal facts about the offender in detail. Private informa-
tion, such as names in the intercepted criminal facts, is pro-
cessed. Then, the criminal fact labels are marked by criminal 
psychology experts corresponding to the violent criminal 
types: the premeditated type, the impulsive type, and the 
pathological type. Finally, there were 680 premeditated 
types, 287 impulsive types and 5 pathological types. The 
training set and test set are usually divided into 4:1 or 7:3 in 

(4)p(y(i) = j |x(i);�) = e
�T
j
x(i)
∕
∑k

k=1
e
�T
j
x(i)

deep learning and traditional machine learning. The data-
set is small, and the category distribution is uneven, so the 
experiment was carried out under different division ratios. 
As shown in Fig. 6, the convergence is faster when the ratio 
of the training set to the test set is 9:1. The dataset is sorted 
randomly and consequently divided into the training set and 
the test set at a ratio of 9:1.

4.2 � Experimental environment and experimental 
settings

The experimental environment in the paper is as follows: 
the CPU was an Intel Core i7-7500, 1.9 GHz; the GPU is 
an NVIDIA GeForce MX150 with 4G memory, including 
a 16G memory configuration, and the operating system is 
Windows 10. The running environment is Python 3.6 and 
TensorFlow 1.10.

This paper compares the Jieba tokenizer and LTP using 
the criminal fact in Fig. 3 when choosing the tokenizer. LTP 
has a higher recognition accuracy for entity words, which 
can identify entity information effectively, such as names 
mentioned in the criminal facts. It takes less time and has 
a smaller granularity of word segmentation than the Jieba 
tokenizer. In particular, it is more accurate for LTP word 
segmentation in the judicial field. The comparison of the 
performance between Jieba and LTP word segmentation is 
shown in Table 3.

The criminal facts about offenders are converted into a 
vector matrix by one-hot encoding after word segmentation 
by LTP, and the vocabulary contains a total of 10,449 words. 
Different kinds of deep learning models have been compared 

Fig. 6   Convergence of the dataset with different proportions

Table 3   Comparison of tokenizer

Tokenizer Custom 
diction-
ary

Personalised 
word segmen-
tation

Granularity Accuracy Time

Jieba √ – Large 0.937 0.654
LTP √ √ Small 0.960 0.280
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experimentally to select the appropriate model for feature 
extraction. As shown in Table 4, CNN is superior to other 
models in average accuracy and takes less time. The opti-
mised parameters may reduce the training time of the classi-
fier model and improve its accuracy. Since the length of each 
criminal fact is different, the maximum interception length is 
set to 150. The dimension of the word embedding is reduced 
to 128 by the embedding layer. According to the previous 
literature (Liu and Xu 2021; Hossain et al. 2021), three sizes 
of convolution kernels are set with heights measuring at 3, 
4, and 5. The width is equal to the dimension of the word 
embedding, and the number of each convolution kernel is 
128. The dropout value is set to 0.5. The training size of 
each batch is 64, totalling 50 epochs, and the best model 
parameters are saved every 50 training iterations when the 
network is trained.

4.3 � Comparison and analysis of experiments 
on the classification model

4.3.1 � Performance evaluation of the model

This paper selects accuracy and loss to evaluate the pro-
posed model. To prevent the network from causing overfit-
ting during the learning process, the cross-validation method 
is adopted. The training set data must be randomly sorted 
after each epoch of training. The test set is used to verify the 
training effect, and the best training model is retained after 
each epoch of training. To verify that the GAP layer replaces 
the fully connected layer and that the feature fusion could 
improve the performance of the model, the paper sets up the 
following experiments for comparison: (1) the numerical 
features are trained by a neural network for classification; 
(2) the text features are extracted by the CNN and the soft-
max classifier is used for classification; (3) the text features 
are extracted by the improved CNN for classification, which 
introduces the GAP to replace the fully connected layer. The 
accuracy and loss change graphs obtained by running the 
above different models for 50 epochs are given in Figs. 7 
and 8. The test results are calculated every 50 steps, total-
ling 1400 steps. The accuracy of the comparative experi-
ment is similar, maintained at approximately 86%, which 
is lower than the accuracy of the proposed model. The final 
loss of the experiment, which uses the traditional CNN for 
classification, is similar to the experiment, which uses the 
GAP layer to replace the fully connected layer in the CNN 

model. They are higher than the loss of the proposed model. 
When GAP is introduced, the convergence speed becomes 
slower, and the convergence speed becomes faster with fea-
ture fusion. The accuracy of the proposed model is gradually 
improved and stabilised at 98%, and the loss of the test set 
tends to be flat.

The proposed model has the best accuracy performance 
compared with the above models. However, accuracy is 
not an effective parameter to evaluate performance if the 
dataset is unbalanced. Therefore, precision, recall and F1 in 
the micro and macro scopes of the different violent crime 
categories are selected to evaluate the model performance. 
Precision refers to the proportion of classified samples cor-
rectly among the samples in which the model is classified 
into one category; recall refers to the proportion of samples 
classified correctly by the model in a certain type of positive 
sample; F1 is the weighted harmonic average of precision 
and recall; the macro average refers to the arithmetic average 
of the performance scopes in each category; and the micro 
average is the arithmetic average of the performance scopes 
in each instance. The compared results are listed in Table 5, 
all with two decimal places. The proposed model is better 
in accuracy and recall, precision, and F1 in the micro aver-
age scope. Unfortunately, the model trained by numerical 
features is better in recall, precision, and F1 in the macro 
average scope, which is better than the proposed model.

4.3.2 � Comparative experiment

To further verify that the proposed model is better in per-
formance, a variety of shallow learning methods and deep 
learning models are tested for comparison. TF-IDF and 

Table 4   Comparison of deep learning models

CNN LSTM Bi-LSTM Transformer

avg-acc 0.878 0.861 0.847 0.877
Time (s) 118.416 254.406 1,368.182 815.79

Fig. 7   The accuracy of different models with training steps. The 
curve of CNN is the experiment that the text features are extracted by 
CNN; the curve of CNN-GAP is the experiment that the text features 
are extracted by the improved CNN with the GAP layer for classifica-
tion; the curve of CNN-GAP_Feature fusion is the proposed model in 
this paper; the curve of Numerical feature is that the numerical fea-
tures are used for classification
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word count are selected to convert the text data into a vec-
tor matrix. TF-IDF is the product of term frequency (TF) 
and inverse document frequency (IDF), which considers 
the importance of each word segmentation to the text data 
as word embedding. Word Count counts the frequency of 
word segmentation in each piece of data as word embed-
ding. Based on the above two methods, the converted vector 
matrix is tested by logistic regression, naive Bayes, decision 
tree, KNN, SVM, random forest and XGBoost methods. The 
results are shown in Table 6. The proposed model surpasses 
the machine learning model and deep learning models in 
accuracy and precision, recall, and F1 in macroscope. How-
ever, due to the data imbalance problem, the category with 
less data could not be classified correctly, which results in a 
low performance of precision, recall and F1 in macroscope. 
KNN has the best performance of precision, recall and F1 in 
the macroscope after converting the word embedding with 
TF-IDF.

Additionally, to verify the effectiveness of the pro-
posed model, some deep learning models were tested for 

comparison in terms of the number of parameters and run 
time on the testing set. The results are shown in Table 7. The 
proposed model is slower than CNN. Nevertheless, the pro-
posed model is faster than the other models and is the best 
in terms of accuracy. Its parameters are lower than those of 
the CNN because of the introduction of the global average 
pooling layer.

4.3.3 � Result analysis

The softmax classifier is used to obtain the probability of 
each type of violent crime, which could provide an analy-
sis for the psychological attribution classification, and the 
distribution interval is [0,1]. The weight distribution can 
be measured by a hundred-mark system with an interval of 
[0,100], which is converted from the probability distribution 
of the three types of violent crime: premeditation, impulsive-
ness and pathotype. The result of the criminal fact in Fig. 3 
is impulsive type, and the percentile weight distribution is 
converted from the probability distribution of each category 

Fig. 8   The loss of different 
models with training steps. The 
legend of the curve is the same 
as Fig. 7

Table 5   Performance comparison of different models. avg-acc is the average accuracy of each model; avg-Micro_* is the micro average of each 
performance scope; avg-Macro_* is the Macro average of each performance scope. In addition, * is referred to precision, recall and F1

Best results are given in bold

Model avg-acc avg-Micro_p avg-Micro_
recall

avg-Micro_F1 avg-Macro_p avg-Macro_
recall

avg-Macro_F1

Numerical features 0.87 0.87 0.88 0.88 0.58 0.58 0.58
CNN 0.8781 0.84 0.84 0.84 0.53 0.51 0.51
CNN-GAP 0.81 0.81 0.81 0.81 0.45 0.48 0.46
CNN-GAP_Feature fusion 0.91 0.91 0.91 0.91 0.54 0.57 0.55
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obtained by the softmax classifier shown in Table 8. The 
radar chart based on the probability distribution of the three 
categories is shown in Fig. 9. The offender’s impulsive type 
score is 73.62, accounting for a high proportion, which indi-
cates that a person shows impulsive behaviour when com-
mitting a crime and that their emotion cannot be controlled 
well. The score of the premeditated type is 26.32, indicating 
that the person is driven by a certain goal and that their 

psychological state is free of guilt when committing a crime. 
The case in Fig. 3 shows that the criminal had a certain psy-
chological impact due to romantic tussles for a long time and 
finally had impulsive violent behaviour under the influence 
of specific events. His psychology was further adjusted with 
the help of others, and he confessed to his criminal behav-
iour. Based on the interpretation of criminal psychology, we 
consider that the offender has been in a state of anxiety and 

Table 6   Performance comparison of different machine learning and deep learning models

Best results are given in bold

Model acc Micro_p Micro_recall Micro_F1 Macro_p Macro_recall Macro_F1

TF-IDF
 Logistic regression 0.90 0.89 0.90 0.89 0.59 0.57 0.58
 Multinomial Naive Bayes 0.88 0.87 0.88 0.88 0.58 0.57 0.57
 Bernoulli Naive Bayes 0.89 0.89 0.89 0.89 0.58 0.59 0.58
 Gaussian Naive Bayes 0.83 0.83 0.83 0.82 0.56 0.50 0.52
 Decision Tree 0.85 0.84 0.84 0.84 0.57 0.52 0.53
 KNN 0.87 0.87 0.87 0.87 0.90 0.89 0.89
 SVM 0.90 0.90 0.90 0.89 0.60 0.58 0.59
 Random Forest 0.89 0.88 0.89 0.88 0.59 0.57 0.58
 XGBoost 0.91 0.90 0.91 0.90 0.60 0.59 0.59

Word Count
 Logistic regression 0.90 0.89 0.89 0.89 0.59 0.58 0.59
 Multinomial Naive Bayes 0.87 0.89 0.87 0.88 0.58 0.58 0.58
 Bernoulli Naive Bayes 0.89 0.90 0.90 0.89 0.58 0.60 0.59
 Gaussian Naive Bayes 0.83 0.83 0.83 0.82 0.56 0.50 0.52
 Decision Tree 0.88 0.87 0.88 0.87 0.58 0.55 0.57
 KNN 0.81 0.79 0.81 0.79 0.52 0.49 0.50
 SVM 0.89 0.89 0.89 0.89 0.59 0.57 0.58
 Random Forest 0.89 0.88 0.89 0.88 0.58 0.57 0.58
 XGBoost 0.91 0.90 0.91 0.90 0.60 0.59 0.59

LSTM 0.89 0.89 0.89 0.89 0.57 0.59 0.58
Bi-LSTM 0.90 0.90 0.90 0.90 0.58 0.58 0.58
Transformer 0.92 0.92 0.92 0.92 0.60 0.61 0.61
CNN 0.91 0.91 0.91 0.91 0.59 0.60 0.59
CNN-GAP_Feature fusion 0.98 0.98 0.98 0.98 0.66 0.66 0.66

Table 7   The number of 
parameters and run time results 
with different deep learning 
models

LSTM Bi-LSTM Transformer CNN CNN-
GAP_feature 
fusion

Time with GPU (s) 254.41 1368.18 815.75 118.42 199.84
Parameters 41,600 266,240 488,800 288,000 230,850

Table 8   Probability and weight 
distribution table

Premeditated type Impulsive type Pathological type

Probability distribution 0.263201 0.736259 0.000539
Weight distribution 26.32 73.62 0.05
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fear for a long time, and his emotion changes substantially 
from fear to anger, which finally results in violence. As a 
consequence, relevant departments can formulate appropri-
ate corrective education measures that focus on correcting 
the offender’s impulsive emotion based on the weight dis-
tribution of the different types.

5 � Conclusion

This paper introduces natural language processing technol-
ogy to criminal psychology and proposes a model that uses 
the improved CNN and feature fusion for the psychologi-
cal attribution classification of violent crime. Based on the 
analysis of the criminal facts, criminal psychology experts 
construct the dataset and criminal feature dictionaries, 
which are divided into a premeditated type, an impulsive 
type, and a pathology type. Then, the numerical features are 
extracted by the word count based on predefined dictionar-
ies. The improved CNN, which replaces the fully connected 
layer with the GAP layer, is used for text feature extraction. 
Finally, the numerical features and the text features are fused 
for attribution classification. The proposed model proves to 
be better in accuracy and precision, recall, and F1 in the 
macroscope as well as the microscope compared with other 
traditional classification methods. It can also classify crimi-
nal facts about offenders for attribution analysis effectively.

However, the proposed model has poor performance in 
precision, recall and F1 of the microscope due to the data 
imbalance problem in the dataset. In the future, it is neces-
sary to further improve the classification efficiency of the 
minority categories in the dataset. The automatic expan-
sion of the predefined feature dictionaries should be further 

studied because the predefined dictionaries are obtained 
manually.
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