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Abstract
Tailoring a deep convolutional neural network (CNN) for an implementation is a tedious and time-consuming task especially 
in image identification. In this study, an optimization scheme based on artificial bee colony (ABC) algorithm so-called 
optimal deep CNN (ODC) classifier for hyperparameter optimization of deep CNN is proposed for plant species identifica-
tion. It is implemented to a ready-made leaf dataset namely Folio containing #637 images with 32 different plant species. 
The images are undergone various image preprocessing such as scaling, segmentation and augmentation so as to improve 
the efficacy of the ODC classifier. Therefore, the dataset is augmented from #637 to #15,288 leaf images whose #12,103 
images is allocated for training phase and the remainder for testing the ODC. Moreover, a validation process on 20% of the 
training dataset is performed along with the training phase in both optimization and classification stages. The accuracy and 
loss performance of the ODC are examined over the training and validation results. The achieved ODC is verified through 
the test phase as well as by a comparison with the results in the literature in terms of performance evaluation metrics such as 
accuracy, sensitivity, specificity and F1-score. In order to further corroborate the proposed scheme, it is even subjected to a 
benchmark with optimization-based studies such as genetic, particle swarm and firefly algorithms through MNIST digit-image 
dataset. The ODC identifies the leaf images and digit-images with the best accuracy of 98.99% and 99.21% surpassing the 
state of the arts. Therefore, the proposed ODC is effective and useful in achieving an optimal CNN thanks to ABC algorithm.

Keywords  Image processing · Image identification · Deep convolution neural network · Hyperparameter optimization · 
Artificial bee colony algorithm

1  Introduction

Automatic plant species identification, which requires an 
expert analysis, is an important issue for the agronomy, 
forestry, taxonomy, and particularly weed detection and 
removal. Progressing with the computer technologies in 
machine vision, it is possible to identify via artificial intel-
ligence (Hassaballah and Awad 2020). Therefore, visual 

aspects, morphologies and attributes of the plant such as the 
leaf, flower, seed and stem gain importance for identification 
through the artificial intelligence-integrated machine vision 
(AIMV). Among them, leaf possesses the most descriptive 
information about the species of the plant. The leaves are 
hence the most employed organs for the identification of 
plant species via AIMV (Wäldchen and Mäder 2018). It is 
worthwhile that the success of the AIMV depends on not 
only appropriate artificial intelligence algorithm, but also 
applicable image preprocessing.

Artificial intelligence algorithms can be considered in two 
categories: traditional algorithms and deep learning algo-
rithms. Artificial neural network (ANN) (McCulloch and 
Pitts 1943), support vector machine (SVM) (Cortes and Vap-
nik 1995), K-nearest neighbors (KNN) (Dudani 1976), Ran-
dom Forest (RF) (Breiman 2001), Naïve Bayes (NB) (Maron 
1960) and fuzzy system (Mohammadzadeh and Zhang 2019; 
Balootaki et al. 2020; Mohammadzadeh et al. 2020; Mittal 
et al. 2020) are the well-known traditional algorithms. They 
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have been even the most applied algorithms to the plant spe-
cies classifiers (Lorena et al. 2011; Akbarzadeh et al. 2018; 
Pacheco and Krohling 2018; Zhang et al. 2018a). Their per-
formance highly depends on how compatible they are for 
the classification problem. In order to utilize them for the 
identification, the visual features of the leaves regarding the 
color, shape, texture and pattern should be properly extracted 
from the images of the leaves to be classified. Since using 
redundant features in model of the classifier might give rise 
to an overfitted and outsized model, determining optimally 
the features with the minimum number and the most impac-
tive is a crucial investigation in the plant species identifica-
tion by the traditional algorithms. On the other hand, the 
classifier models have been trained and tested on various 
datasets, being able to contain self-taken, self-collected or 
ready-made leaf images. Ready-made images can be down-
loaded from open repositories, the most employed open 
datasets are namely Swedish leaf (Söderkvist 2001), Folio 
(Munisami et al. 2015b), Flavia (Wu et al. 2007), Leaf12 
(Anubha Pearline et al. 2019), Leafsnaps (Kumar et al. 
2012), Foliage (Kadir et al. 2011), MalayaKew (Lee et al. 
2017), Intelligent Computing Laboratory (ICL) (Hu et al. 
2012) and LifeCLEF (Joly et al. 2015).

Several studies based on the traditional algorithms are 
available in the literature seeking to identify the plant spe-
cies from leaf images. In (Arribas et al. 2011), leaf clas-
sification of sunflower crops was carried out by a modified 
ANN using extracted features related to color, shape and 
texture on a self-taken dataset with the accuracy of 85%. 
SVM and KNN together with bag-of-visual-word scheme 
were modelled in (Kazmi et al. 2015) for weed detection 
exploiting the features such as edge shape, affine invariant 
regions and local vegetation color on plant images of sugar 
beet and creeping thistle. The SVM detected the weeds with 
the accuracy of 99.07% by outperforming the detection by 
KNN. In (Munisami et al. 2015b), plant leaf recognition was 
performed using the features of the shape and color histo-
gram through KNN on Folio with the accuracy of 87.20%. 
The plant species were recognized via a classifier depend-
ing on local similarity based classification learning (LSCL) 
utilizing the texture feature on ICL dataset with the accu-
racy of 81.12% in (Zhang et al. 2017). Weeds in sugar beet 
were detected in (Bakhshipour and Jafari 2018) by ANN and 
SVM using the shape, color, moment invariant features of 
a self-taken dataset with 92.50% and 93.33%, respectively. 
In (Yigit et al. 2019), an investigation for determining the 
most effective leaf visual features such as the dimension, 
color, texture and pattern was comparatively conducted via 
ANN, NB, RF, KNN and SVM on Folio dataset. SVM was 
the best accurate classifier with 94.49% in the plant species 
identification.

Deep learning, which is the generic name of modern 
artificial intelligence algorithms, comprises multiple 

processing layers that allow representation learning of 
multiple level data abstraction. The deep learning creates 
and extrapolate new features from raw representations 
of input data without manually extracting the features as 
carried out in applying the traditional algorithms. Deep 
learning has more complex and deeper networks than those 
of the traditional algorithms, i.e. it is called shallow net-
work. Convolutional Neural Network (CNN) is the premier 
deep learning framework for the machine vision. There 
are several pre-built CNN architectures in the open librar-
ies which comprise stacked convolutional layers based on 
repeatable units such as VGGNet, GoogleNet, AlexNet, 
CaffeNet, Cifar, ResNet, Overfeat, VGG, and MobileNet 
(Sewak et al. 2018). However, they allow limited modifica-
tions only on their architectures. Therefore, CNN has been 
increasingly applied to the classifiers to carry its advan-
tages in the machine vision to the plant species identifi-
cation. In (Grinblat et al. 2016) a CNN model identifies 
bean leaves on a ready-made image dataset by preprocess-
ing vein patterns with the accuracy of 96.9%. A model of 
CNN based on CaffeNet was employed in (Sladojevic et al. 
2016) to identify plant species on a self-collected image 
dataset from the internet by preprocessing like resizing, 
squaring, cropping with the accuracy of 98%. In (Sun et al. 
2017), a ResNet based CNN model was used for plant 
identification in a self-taken natural environment dataset 
namely BJFU100 and Flavia. Flavia dataset was classi-
fied by the model with the accuracy of 99.65%. A CNN 
built on AlexNet was exploited to extracted features for the 
identification via ANN (multi-layer perceptron–MLP) and 
SVM, and the result by ANN was best accurate with 99.4% 
in (Lee et al. 2017). A CNN with AlexNet, GoogleNet, and 
VGGnet was applied to plant dentification of LifeCLEF 
dataset in (Mehdipour Ghazi et al. 2017) by preprocessing 
such as translation, reflection, rotation and scaling with the 
accuracy of 80.18%. In (Ferentinos 2018), a CNN based 
on AlexNet, GoogleNet, Overfeat and VGGnet was imple-
mented to plant disease detection of a ready-made database 
by preprocessing such as size reduction and cropping with 
the accuracy of 99.48% by VGGnet. A CNN constructed 
on GoogleNet and Cifar was used in (Zhang et al. 2018b) 
to identify maize leaf diseases through self-collected data-
base by resizing with the accuracy of 98.4% by Cifar. In 
(Anubha Pearline et al. 2019), a CNN with VGG16 and 
VGG19 was applied to feature extraction of Folio, Swed-
ish leaf, Flavia and Leaf12 databases for various tradi-
tional algorithms such as NB, RF and KNN with the best 
accuracy of 99.41% on Swedish leaf by VGG19. A CNN 
constructed on AlexNet, GoogleNet, VGG16, ResNet50 
and MobileNetV2 was employed in (Esgario et al. 2020) to 
identify and estimate the stress severity through self-taken 
image of coffee leaves with the best accuracy of 95.24% 
by ResNet50. As the literature is reviewed, the success of 
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the suggested approaches is remained limited owing to 
dependence on the pre-built architectures and the lack of 
optimization. Though few of them attempted to harmonize 
the pre-built architectures with the implementation, their 
performance is slightly improved. Therefore, hyperparam-
eter optimization which aims to tailor the control param-
eters of CNN to the application should be performed rather 
than using those architectures which are time-consuming 
and requires a sophisticated knowledge.

Metaheuristic algorithms of the most eminent optimi-
zations which are genetic algorithm (GA), particle swarm 
optimization (PSO), artificial bee colony (ABC), differen-
tial evolution (DE), firefly algorithm (FA) and tree growth 
algorithm (TGA) are widely used in engineering optimi-
zation applications (Carbas et al. 2021). ABC is one of 
the recently emerged successful metaheuristic algorithms 
inspired by foraging behavior of the honey bee (Karaboga 
and Basturk 2007; Karaboga et al. 2014). Although ABC 
is relatively new algorithm, it comes to fore among the 
metaheuristic optimization algorithms thanks to its per-
formance (Toktas and Ustun 2020; Toktas et al. 2020; 
Toktas 2021). Several of them are also implemented to 
various hyperparameter optimization of CNN using TGA, 
FA, PSO and GA (Ijjina and Chalavadi 2016; Sui et al. 
2017; Bacanin et al. 2020; Singh et al. 2021). The com-
mon features of those studies are that they were tested on 
MNIST handwritten image database (LeCun et al. 2010) 
which includes bilevel simple and small size images of 
28 × 28 pixel. Moreover, their classification accuracies 
remain limited. It is reasonable to employ this dataset for 
benchmarking and comparison.

In this study, an optimal deep CNN (ODC) classifier is 
developed for plant identification from leaf images. Some 
important hyperparameters of the ODC regarding kernel/
filter size and stride are optimized using ABC algorithm 
on Folio dataset. The working mechanism of the proposed 
classifier is presented as a flowchart in Fig. 1. In order to 
enhance the robustness of the classifier, the images are 
incurred a few image preprocessing such as scaling, segmen-
tation and augmentation. The classifier is trained and tested 
through randomly selected 80% and 20% of the augmented 
dataset. The training phase is performed together with a 
validation process in both optimization and classification 
stages. The test results of the achieved ODC classifier are 
compared with the state of the art in terms of some reliable 
performance metrics. The ODC identifies the plant species 
with the best metrics accuracy, sensitivity, specificity and 
weighted average F1-score of 98.99%, 0.9996, 0.9904 and 
0.9993, respectively. Furthermore, the proposed scheme 
is benchmarked with the metaheuristic optimization algo-
rithms used studies through MNIST handwritten digit-image 
dataset. The ODC also gives the best identification results 
with 99.21% over the literature.

The study is organized as follows: Sect. 2 introduces the 
image dataset, describes the steps of image preprocessing 
applied to the dataset. Section 3 presents design optimiza-
tion of the ODC classifier. Section 4 conveys the compara-
tive numerical results and discussion on findings. Section 5 
expresses a benchmark with literature through MNIST data-
set. Section 6 gives the conclusion.

2 � Leaf image database and preprocessing

The image preprocessing and computing process regarding 
the optimization and classification are conducted through 
MATLAB® platform running on a workstation with Intel 
Xeon W-2145 128 GB RAM NVIDIA GeForce RTX 2080Ti 
11 GB.

2.1 � Folio leaf image dataset

The ODC classifier is implemented and optimized for the 
plant identification for a ready-made image dataset named 
Folio (Munisami et al. 2015b). The dataset consists of a 
total number of 637 images with 32 different plant species. 
The images were taken in daylight via a full HD resolu-
tion camera from a farm nearby University of Mauritius. 
Leaf image examples for each species from Folio dataset 
are given in Fig. 2.

Fig. 1   The image preprocessing, optimization and classification 
stages of the ODC classifier
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2.2 � Image segmentation

Appropriate image preprocessing techniques to be applied 
to the images and their sequence are crucial for increasing 
the performance of the identification. In this study, the 

images are firstly resized all are to be the same size. The 
images are then exposed to a series of image preprocessing 
which is depicted in Fig. 3. The RGB levels of the images 
are defined in Fig.  3a using ‘imread(I)’ command in 
MATLAB. The images are then converted to gray scale in 

Fig. 2   Image samples for each leaf species in Folio dataset (Munisami et al. 2015a) (For access Folio dataset: https://​archi​ve.​ics.​uci.​edu/​ml/​datas​
ets/​Folio)

Fig. 3   Step-by-step image segmentation

https://archive.ics.uci.edu/ml/datasets/Folio
https://archive.ics.uci.edu/ml/datasets/Folio


8831Hyperparameter optimization of deep CNN classifier for plant species identification using…

1 3

Fig. 3b by using ‘imread’, and to binary image in Fig. 3c by 
the agency of Otsu method (Otsu 1979) using, respectively 
‘level = graythresh(I)’ and ‘BW = imbinarize(I,level)’, 
and then commands ‘strel(‘disk’,100)’ and ‘imclose’ are 
exploited to recover the erosions and distortions in the 
images, where disk and 100 are the shape and diameter of 
the used disk for recovering the images. Since the white 
background leads to poor performance and increases the 
processing time in the classification, the backgrounds of 
the images are therefore converted to the black. The RGB 
image and the binary image are combined in Fig. 3d by 
utilizing ‘double(I).*(BW)’, performed for each color 
layers. Finally, the background is removed in Fig. 3e for 
decreasing the size of the images.

2.3 � Image augmentation

A big dataset is of great importance for performing 
effective training and test phases for the ODC classifier. 
Remember that the original number of leaf images are 
637. This number of images may not sufficient for a robust 
CNN (Han et al. 2018). In this respect, increasing the num-
ber of the leaf images in Folio dataset would have assisted 
to construct a more robust classifier. In order to augment 
the number of images, 360/15 = 24 different images are 
reproduced from a leaf image by rotating each image with 
15 degree as shown in Fig. 4. The number of images in 
the dataset is herewith augmented from 637 to 15,288 for 
a tight CNN structure.

3 � Construction and optimization of the ODC 
classifier

Hyperparameters are the control parameters that establish 
and tune the construction of the ODC classifier. In gen-
eral, the hyperparameters are determined by an empirical 
manner which is a tedious and time-consuming task. This 
study attempts to automatically determine some hyperpa-
rameters of ODC using ABC algorithm.

3.1 � Data allocation

The augmented dataset with #15,288 leaf images is ran-
domly split into #12,103 leaves (training-dataset) and 
#3185 leaves (test dataset) which approximately corre-
spond to 80% and 20% of the dataset, respectively. There-
after, the training-dataset are selected as training-set and 
validation-set using MATLAB command ‘[training-set, 
validation-set] = splitEachLabel (training-dataset, 0.8, 
‘randomized’)’, where 0.8 implies that 80% of the train-
ing-dataset is randomly reserved for the training and the 
remainders for the validation process. On the other hand, 
the optimization of the ODC is carried out through #3057 
leaf images that correspond to 25% of #12,103 leaves ran-
domly selected from the total augmented dataset in order 
to speed up the process. This optimization-dataset is like-
wise split by 80% and 20% for training-set and validation-
set, respectively.

3.2 � The considered raw structure for the ODC 
classifier

For reducing the computational burden, kernel/filter sizes 
and stride among the hyperparameters, regarding the con-
volution and pooling operations are merely optimized. The 
kernel/filter sizes and stride are optimally selected within 
[1, 5] and [0, 4], respectively. The other hyperparameters 
are set as given in Table 1. The batch normalization in 
each layer is carried out, normalizing each input channel 
across a mini batch so as to reduce the sensitivity of net-
work initialization and to improve the speed and stability 
of the network. The structure of CNN considered for the 
ODC classifier, which is empirically determined, consists 
of five convolution, four max pooling layers and a fully 
connected layer. The max pooling layer allows to reduce 
the dimension of the extracted feature vector and the fea-
ture map is converted to one-dimensional (1D) feature vec-
tor by the fully connected layer.

Fig. 4   Image dataset augmentation by rotation of the images
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3.3 � Hyperparameter optimization of ODC using ABC

A semantic block diagram for representation of the hyper-
parameter optimization of the ODC classifier is revealed in 
Fig. 5 (Karaboga and Basturk 2007). ABC is sequentially 
processing across three phases: employed bee (EmBee), 
onlooker bee (OnBee) and scout bee (ScBee) whose names 
come from the variety of honey bees. A natural bee colony 
consists of two groups of bees: EmBee and OnBee. Each 
bee works in related with a nectar source. All EmBees 
work as the ScBees and initially they randomly fly vicinity 
of the hive to explore the positions of new nectar sources. 
The EmBees then start to exploit the nectar sources and 
search new positions of quality nectar sources around the 

initial positions. Whenever the EmBees come back to their 
hive, the OnBees in the hive determine the prolificacy of 
the nectar sources by observing actions of the EmBees. 
The OnBees then start to exploit the new nectar sources 
surrounding the previous ones. Meantime, whether a nec-
tar source is consumed after several essays by an EmBee, 
and then this bee is assigned as a ScBee to explore another 
nectar source as performed in the initial phase.

In ABC algorithm, candidate solutions xij are randomly 
produced within two specified constraints 

[

xmax
j

, xmin
j

]

 as 
follows

and then the objective value V_loss which is the vali-
dation loss of the ODC and respectively the fitness value 
fiti = 1∕

(

1 + V_lossi
)

 of each solution are calculated. In the 
EmBee phase, the following operator reproduces new solu-
tions vij around the previous ones.

where k, j and i (i ≠ k) are random positive integer num-
bers, and �ij is a random factor within [− 1, 1]. Similarly, the 
objective value V_loss is obtained from the ODC and fitness 
value for each solution are calculated again, and probability 
is, respectively computed using the fitness values as given 
below:

In the OnBee phase, new solutions are reproduced from 
the greedy selected ones according to the probability values 
using (3). Thereafter, the objective value V_loss is get from 
the ODC and the fitness value is achieved as calculated in 
the initial phase to provide the data for selection the best 
solution. Whether a solution could not be improved after 
a defined number of essays (limit), a totally new solution 
is produced instead of this solution by a ScBee using (1). 
Finally, the best solution achieved so far is recorded. These 
phases except for the initial phase are sequentially process-
ing to a defined maximum number of iterations (MNI). The 
control parameters of ABC related to the number of popula-
tions, MNI and limit are set as 20, 50 and 180, respectively.

3.4 � The achieved structure of the ODC classifier

The accomplished structure of ODC classifier is depicted 
in Fig. 6, its kernel/filter sizes and stride (shown with red) 
are optimally found by ABC through the optimization 
scheme demonstrated in Fig. 5. Recall that the considered 
CNN structure is not based on any pre-built architectures. 

(1)xij = xmin

j
+ ran(0, 1)

(

xmax

j
− xmin

j

)

(2)vij = xij + �ij

(

xij − xkj
)

(3)probi =
fiti

∑NP∕2

i=1
fiti

Table 1   The set hyperparameters of the ODC classifier during opti-
mization and training

Parameter Value

Optimizer Adam
Activation functions ReLU, Softmax
Padding Same
Mini batch size 64
Epoch (during optimization) 3
Epoch (during training) 20
Shuffle Every epoch
Learn rate drop factor 0.2
Learn rate drop period 5
Verbose True
Initial learn rate 0.0001

Fig. 5   Semantic representation for hyperparameter optimization of 
the classifier with ABC during training CNN
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Therefore, it is particularly tailored for the plant identifica-
tion. From the Fig. 5, the preprocessed images are input 
to the ODC classifier and hence undergone various opera-
tions layer by layer such as convolution and max pooling. In 
convolution, a multiplication is performed between the ele-
ments of the leaf images and the kernel by sliding the kernel 
window as the stride over the images, and then their sum is 
added as a single pixel to form another reduced image. By 
max pooling, the filter is slid as the stride size across the 
image, finding out the maximum pixel level remains within 
the area of the filter. A new image is then constituted by 
respectively inserting the maximum pixel levels into the 
image. The output of the convolution and pooling varies 
with the sizes of the kernel/filter and the stride. Their size 
highly depends on the image characteristics and the imple-
mentation. e.g. larger size should be used for global, high-
level and representative information, whereas smaller size 
should be chosen as much as possible for local and sensitive 
information. It is apparent that there is a tradeoff between 
large and small size. Therefore, they should be optimized for 
the implementation.

The transaction of images through the ODC classi-
fier is hereby addressed. First, the leaf image with size of 
1024 × 1024 × 3 (red, green and blue) is taken as an input 
to the ODC classifier using activation function ReLU all 
over the convolution layers. It is then convoluted using ker-
nel 3 × 3, stride 2 and 32 filters, and the resultant images 
with 512 × 512 × 32 are processed max pooling layer 
with filter 2 × 2 and stride 4. Afterwards, the images with 
128 × 128 × 32 are undergone a convolution layer across ker-
nel 3 × 3, stride 2 and 64 filters, and the outcome images with 
64 × 64 × 64 are operated max pooling layer utilizing filter 
2 × 2 and stride 4. Thereafter, the images with 32 × 32 × 64 
are imposed a convolution layer over kernel 3 × 3, stride 1 
and 64 filter, and the output images are transacted max pool-
ing layer using filter 2 × 2 and stride 2. Then, the images with 
16 × 16 × 64 are convoluted employing kernel 3 × 3, stride 

1 and filter 64, and the resultant images 16 × 16 × 64 are 
performed max pooling layer through filter 2 × 2 and stride 
2. Afterwards, the images with 8 × 8 × 64 are subjected to 
a convolution layer utilizing kernel 3 × 3, stride 1 and filter 
32, and the outcome images enter fully connected layer with 
2048 size. Eventually, it is undergone classification softmax 
layer with 32 sizes.

4 � The numerical results

The ODC classifier is optimally constructed in Fig. 6 with 
the aid of ABC in the previous section. In this section, the 
ODC is incurred a training process (with validation) and 
then a test process and the test results are compared with the 
state of the arts using Folio dataset in terms of a statistical 
analysis using well-known metrics.

4.1 � Training and validation results

The ODC classifier is trained through the training dataset 
with #12,103 leaves for a number of 20 epoch. The accuracy 
and loss results regarding the training and validation versus 
epoch are given in Fig. 7. Although the training is beginning 
(at the end of 1st epoch) with training accuracy/validation 
accuracy and training loss/validation loss of 75.00%/70.68% 
and 1.3655/1.3044, respectively. They are 98.44%/95.21% 
and 0.0199/0.0272 only at the end of 5th epoch. Eventually, 
they reach to 98.56%/98.28% and 0.00252/0.00358 at the 
end of 20th epoch. The results therefore demonstrate that 
the ODC is not only an accurate but also a stable classifier.

4.2 � Comparative test results

In order to verify the ODC classifier, it is elaborately com-
pared with the best results reported elsewhere for Folio data-
set (Yigit et al. 2019; Anubha Pearline et al. 2019) in terms 

Fig. 6   The proposed struc-
ture of the ODC classifier for 
the plant identification. (The 
optimized hyperparameters are 
given in red color)
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of the evaluation performance metrics sensitivity, specificity 
and F1-score values (Erkan 2021) in addition to the accu-
racy, which are given below:

where TP, TN, FP and FN are true positive, true nega-
tive, false positive and false negative, respectively. The com-
parative test results are tabulated in Table 2. In our study, 
F1-score is obtained as weighted average of F1-score of each 
class that computed in Eq. (7). Note that the study in (Yigit 
et al. 2019) was carried out for the feature selection of the 

(4)Accuracy =
TP + TN

TP + FP + FN + TN

(5)Sensitivity =
TP

TP + FN

(6)Specificity =
TN

TN + FP

(7)F1 − score =
2 ∗ TP

(2 ∗ TP + FP + FN)

leaf images, the best classification results were obtained 
with an accuracy of 94.49% by using SVM. The other study 
in (Anubha Pearline et al. 2019) was performed on vari-
ous datasets, the best classification results on Folio dataset 
were achieved with an accuracy 96.53% by a CNN built on 
VGG19 with logistic regression (LR). On the other hand, 
the ODC classifies the testing-dataset with a surpassing 
accuracy of 98.99%, and with sensitivity, specificity and 
weighted average F1-score of 0.9996, 0.9904 and 0.9993, 
respectively. It is evident that these results are better than 
those of 0.9700 and 0.9700 for sensitivity and F1-score in 
(Anubha Pearline et al. 2019) considering that the ideal 
results of the metrics such as sensitivity, specificity and 
F1-score are the unit (one) for a fully accurate classification. 
Since the other results of the metrics are not available (N/A) 
in the studies, they could not be used for the comparison.

One may wonder that how many and which leaf species 
images are misclassified by the ODC. The number of 33 
images with a variety of 13 species are misclassified from 
the total test dataset #3185 images. The most three species 
of them are Betel, Sweet Olive and Barbados Cherry with 
the number of 9, 5 and 3 misclassifications, respectively. The 

Fig. 7   The variations of accuracy and loss versus epoch for a Validation, b Training

Table 2   The comparative results of the ODC with the state of the arts

N/A not available

References Technique Pre-built CNN architecture Performance evaluation metric

Deep learning Traditional Accuracy (%) Sensitivity Specificity Weighted 
average 
F1-score

Yigit et al. (2019) – SVM – 94.49 N/A N/A N/A
Anubha Pearline et al. (2019) CNN – VGG 19 96.53 0.9700 N/A 0.9700
This study CNN – Optimized architecture 98.99 0.9996 0.9904 0.9993
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main reason of that, several species is very similar to each 
other in the view of visual features such as the color, shape, 
texture and pattern as seen from Fig. 8.

5 � A benchmark with literature 
through MNIST dataset

In order to further corroborate the proposed scheme, it is 
implemented to a well-known dataset so-called MNIST 
handwritten image dataset (LeCun et al. 2010) for measur-
ing and benchmarking with the state of the arts. One sample 
from every digit is given in Fig. 9. That is why, this dataset is 

the most utilized database in optimization of CNN structure. 
The MNIST image dataset consists of handwritten decimal 
digits including #60,000 and #10,000 samples for training-
dataset and testing-dataset samples, respectively. These of 
training-dataset are randomly split into 80% and 20% as 
training-set and validation-set. In order for speeding up the 
optimization process, the ODC is optimized with 15,000-
digit images which corresponds to 25% of #60,000 digits. 
The images which are bilevel (black and white) images are 
normalized by anti-aliasing technique and shaping to be 
fixed 28 × 28 pixel as conserving aspect ratio. They also are 
centered by using the computation of the mass center of the 
pixels and translating the image so as to position this point at 
the center of the field. Since the dataset includes simple and 
small size images, any preprocessing is not applied. Through 
MNIST dataset, the accomplished structure of ODC classi-
fier is revealed in Fig. 10. As performed for Folio dataset, its 
kernel/filter sizes and stride (shown with red) are optimized 
by ABC. The considered CNN structure is also optimized 
for MNIST dataset. 

Kernel/filter sizes and stride from the hyperparameters 
related to the convolution and pooling layers are also opti-
mized here. The kernel/filter sizes and stride are optimally 
selected within [1, 5] and [0, 4], respectively. The other 
hyperparameters are even set as given in Table 1. From 
the table, the ODC is optimized with epoch is set 3 dur-
ing optimization, then it is taken as 20 for training. The 
training begins with training accuracy/validation accuracy 
and training loss/validation loss of 98.44%/97.18% and 
0.066/0.1088 at the end of first epoch, respectively. At the 
end of 5th epoch, they are respectively 100.00%/98.77% 
and 0.0143/0.0378 only. At the end of 20th epoch, even-
tually they reach to 100.00%/99.28% and 0.0004/0.0313, 
respectively.

The comparative test accuracy results for benchmarking 
the optimization algorithms used studies are tabulated in 
Table 3. From the table, ODC classifies the digit images 
with the best accuracy of 99.21%. The other results of 
ODC regarding sensitivity, specificity and weighted aver-
age F1-score are 0.9917, 0.9990 and 0.9916, respectively. 
Therefore, proposed optimization scheme is even efficient 
and successful in addition to the leaf image classification.

6 � Conclusion

In this study, a hyperparameter optimization scheme using 
ABC algorithm was proposed to fit ODC so as to identify 
the plant species from the leaf images. The ODC clas-
sifier was applied to a ready-made leaf dataset referred 
to as Folio having #637 images with 32 different plant 
species. The images were preprocessed by scaling, seg-
mentation and augmentation for achieving a robust ODC 

Fig. 8   The most misclassified leaf species images by the ODC clas-
sifier

Fig. 9   MNIST dataset including 70,000 handwritten decimal digits 
(LeCun et al. 2010)
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classifier. After the preprocessing, there would be #15,288 
augmented leaf images ready for the implementation, and 
thus the ODC was trained on #12,103 images from the 
augmented dataset. The training phase was integrated 
with a validation process on 20% of the training dataset 
in both optimization and classification stages. The ODC 
was diagnosed through the training and validation results 
with regard to the accuracy and loss rates. The ODC clas-
sifier was then verified through the test phase on #3185 
leaf images by a comparison with the state-of-the-art 
results in terms of well-known performance metrics such 
as accuracy, sensitivity, specificity and weighted average 
F1-score. Moreover, in order to corroborate the proposed 
scheme with ABC, it was exposed to a benchmark with 
similar optimization employed studies through MNIST 
handwritten digit-image dataset. The results show that 
the ODC, respectively, classifies the plant species and 
digit images with best accuracy of 98.99% and 99.21% 
digit-images which outperforms the previously reported 
results. Besides, the ODC plant identification metrics such 
as sensitivity, specificity and weighted average are 0.9996, 
0.9904 and 0.9993, respectively. Therefore, the proposed 
ODC with ABC is a handy and successful for the hyper-
parameter optimization of a CNN.
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