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Abstract
Internet of Things (IoT) has emerged as a novel paradigm that focuses on connecting a large number of devices with the 
Internet infrastructure. To address the performance requirements of IoT devices, the Content-Centric Networking (CCN) 
becomes an encouraging future Internet architecture that emphasizes name-based content access, instead of searching for the 
host-location in the network. The in-network content caching is an essential characteristic for rapid information dissemination 
and efficient content delivery in the CCN. To this end, a novel content caching scheme has been proposed for comprehensive 
utilization of the available caching resources. The proposed scheme partitions the CCN-enabled IoT networks hierarchically 
to reduce content redundancy and excessive cache replacement operations. For content caching decisions, the proposed 
caching strategy considers normalized distance-based metrics along with dynamic threshold heuristics to improve content 
retrieval delay by placing the contents near the IoT devices. Extensive simulation analysis on realistic network configura-
tions demonstrates that the proposed caching scheme outperforms the existing competing content placement strategies on 
performance parameters such as network cache hit-ratio, hop-count, delay, and average network traffic. Thus, the proposed 
caching scheme becomes more promising for CCN based IoT applications.
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1 Introduction

The IoT is a rapidly growing environment, which is forming 
the future of the present world. The IoT-based connected 
world becomes a reality that contains various domains such 
as smart cities, smart wearables, healthcare, agriculture, 
Internet of vehicles, etc (Meddeb et al. 2017; Kumar et al. 
2015). The IoT networks appeared to be a promising archi-
tecture that connects different types of objects to the Inter-
net such as home appliances (washing machine, microwave, 
refrigerator), vehicles, tracking systems, automatic irriga-
tion systems, etc. as mentioned in Arshad et al. (2018) and 
Mishra et al. (2018). In recent, the number of IoT devices 
associated with cyberspace is growing exponentially (Jin-
dal et al. 2019). Therefore, the generation and handling of 

a large amount of data become evident on such networks 
that raises several issues on current IP-based Internet archi-
tecture (Atzori et al. 2010). The increase in the number of 
IoT devices requires an efficient addressing protocol that 
uniquely identifies each device in the network. The current 
Internet architecture, IPv4 has only 32 bits of addressing 
mechanism which is not sufficient for addressing IoT devices 
(Shang et al. 2016). Therefore, the majority of IoT systems 
relies on IPv6 protocol for addressing and routing purposes. 
However, in IPv6 protocol, the 50 bytes long header and 
minimum 1280 bytes payload size have introduced com-
munication overhead and increase the complexity of the 
network stacks (Mars et al. 2019). Moreover, due to the 
host-centric approach of IP-based Internet architectures, the 
requester searches for the host to access the required con-
tent instead of searching the content directly in the network. 
This increases the load on the server, network traffic, and 
congestions during content retrieval. To reduce the server 
load and content retrieval delay, some significant caching 
schemes are proposed in wireless networks and vehicular 
ad-hoc networks such as Tiwari and Kumar (2015, 2016) 
for IP-based networks. However, these schemes also suffer 
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from the inherent restrictions of IP-based networks such as 
inefficient content retrieval, congestion control, and inter-
domain routing protocols.

To address these issues, various Internet architectures 
have been proposed for the future of IoT systems. In this 
direction, CCN is one of the most recent advancements, 
where IoT devices retrieve the contents by content names 
and provide name-based routing instead of searching for the 
host in the network (Jacobson et al. 2007). CCN becomes 
the most widely accepted potential Internet architecture that 
improves Quality-of-Service (QoS) for its users in terms of 
lesser delay in accessing the requested content, network 
traffic, and scalability with reduced cost (Xylomenos et al. 
2013).

The in-network caching is a decisive characteristic of 
CCN to improve QoS in IoT systems (Zhang et al. 2020). 
The scheme mentioned in Vural et al. (2014) suggests that 
the in-network content caching strategies reduce the network 
traffic and average delay by disseminating the content cop-
ies in the network and a requester can access data from the 
intermediate router instead of searching for the specific host. 
Therefore, the performance of an IoT system is highly reli-
ant on the effectiveness of the in-network caching strategy 
to disseminate the contents in such a manner that the IoT 
devices would experience minimal delay in accessing the 
contents (Nour et al. 2019). An in-network caching strat-
egy identifies content placement and content replacement 
heuristics, where content placement strategy takes deci-
sions regarding the selection of routers on which the content 
should be placed and content replacement strategy selects 
the content for eviction from the cache once it is full.

The contribution of this work is towards in-network con-
tent caching in IoT systems. Precisely, this article investi-
gates the existing caching schemes implemented in the CCN 
and analyse the effect of various parameters used in content 
caching strategies to examine network performance. Then, 
to improve hit-ratio, average network delay, and network 
bandwidth utilization, a novel content caching scheme has 
been proposed in this paper that divides the IoT network into 
several partitions (clusters Ma et al. 2020) and takes caching 
decisions based on the hop-count parameter. The proposed 
hierarchical network partitioning strategy is used to control 
the caching operations in the partitions. When the IoT device 
(requester) and the content provider (router) exist in the 
same partition, the intermediate on-path routers do not per-
form caching operations during content forwarding to reduce 
content retrieval delay, redundancy, and cache replacement 
operations in the network. The proposed heuristics also dis-
tributes the caching capacity fairly among different transmis-
sion paths in the partition. If the IoT device and the provider 
reside in different partitions, then each intermediate partition 
would cache at most one replica of the forwarded content 
based on the caching policy. During content forwarding, the 

proposed scheme takes content placement decisions based 
on partition configurations and distance-based metrics from 
the content provider. Using the proposed caching scheme, 
the content placement probability increases with increase in 
the distance traversed by the content. When the content is 
cached in the router of a partition, then the remaining rout-
ers of that partition would forward the content towards the 
requester without further caching operations. This mecha-
nism reduces the computational delay in the intermediate 
routers. It has been argued that deploying this partitioning-
based caching mechanism would improve content diversity 
in the network and thus, results in reduced content retrieval 
delay for the IoT devices. The summary of the contributions 
of this work is as follows:

– For the comprehensive utilization of available cache 
resources in IoT systems, a novel content caching scheme 
has been proposed based on the network partitioning and 
distance of on-path routers from the content provider 
parameters.

– The hierarchical network partitioning strategy has been 
implemented for network divisions and the hop-count 
parameter is considered for effective content place-
ment decisions along with Least-Recently Used (LRU) 
replacement strategy.

– Extensive simulation analysis on standard IoT network 
is performed that verifies the performance gain of the 
proposed caching scheme over existing peer competing 
schemes on parameters such as network hit-ratio, average 
network hop-count, average delay, and network traffic.

In the coming sections, the paper is organized with an over-
view of the CCN system and its working in Sect. 2. Then, 
related works are covered in Sect. 3, which has a comparison 
table at the end of the section. The system model details 
are given in Sect. 4. The proposed hierarchical partitioning 
is designed in Sect. 5 and the proposed partitioning-based 
caching scheme is defined in Sect. 6. Then, the proposed 
scheme is evaluated for its performance with peer competing 
schemes in Sect. 7 and at last the conclusion is drawn based 
on the outcome of work in Sect. 8.

2  Overview of CCN

The CCN is developed as a prospective Internet architecture 
that alters the host-based Internet to named-content-based 
Internet architecture. For content name-based information 
transmission, the CCN provides two types of messages 
named, Interest messages and Content messages (Wang et al. 
2012). The Interest message is used to send the requested 
content name towards the content provider and the Content 
message comprises the requested payload. During content 
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delivery, the Content message follows the symmetric path in 
the backward direction through which the Interest message 
has arrived.

For content caching and routing operations, each CCN 
router maintains three data structures named, Content Store 
(CS), Pending Interest Table (PIT), and Forwarding Informa-
tion Base (FIB) as stated in Jacobson et al. (2009). The CS 
is used to cache the incoming content based on the caching 
scheme. The PIT stores information of those Interest mes-
sages that are forwarded in the network for content retrieval 
and the content is not received so far. The information of 
upstream routers is stored in the FIB for Interest message 
forwarding operations.

Initially, when an Interest message reaches to a router, 
the router searches its Content Store for the required con-
tent. If the required content is present in the CS, then the 
router/server creates a corresponding Content message and 

forwards it toward the requester (IoT device). Otherwise, if 
the content is not present in the CS, then the router explores 
its PIT for the Interest message. If Interest information 
is found in the PIT, it indicates that the identical Interest 
message is already forwarded in the network earlier and its 
response has not been received. Therefore, the router stores 
the Interest message along with the existing PIT record and 
removes the Interest message from the network. If the Inter-
est message information is not present in the PIT, then the 
router stores Interest message information in the PIT and 
forward it towards the suitable upstream router according to 
FIB. If the router is unable to determine the upstream router 
based on FIB search, then the Interest message is discarded 
without further dissemination in the network.

An example has been shown in Fig. 1. to demonstrates 
the states of PIT, FIB, and the CS, of routers during content 
retrieval in CCN-based IoT systems. Here, the in-network 

Fig. 1  Example of content retrieval mechanism in content-centric networks
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routers (R1, R2, R3, and R4) have the caching capability. 
The router R1 communicates with “ IoT device − 1 ”, rout-
ers R2 and R3 using interface “ Face − 1 ”, “ Face − 2 ” and 
“ Face − 5 ” respectively. The router R2 communicates with 
R1 and the server using interface “ Face − 3 ” and “ Face − 4 ” 
respectively. Initially, the “ IoT device − 1 ” generates an 
Interest message with content (data) C1 and send it to router 
R1 . As mentioned in Fig. 1, Router R1 checks its CS for the 
requested content in step − 1 . As the content is not available 
in the CS of R1 , therefore it searches its PIT for the requested 
content record. The record does not exist for content C1 in 
the PIT because the Interest message has not been forwarded 
by R1 earlier. Finally, R1 lookup its FIB to get information on 
the next interface (Face − 2) to send the Interest message. 
The R1 creates a record in its PIT for C1 and sends the Inter-
est message to R2 as shown in step − 2 . Router R2 receives 
the Interest using interface “ Face − 3 ” and searches its CS 
and then PIT for the relevant content name in step − 3 . As 
the CS and PIT tables are empty for R2 , it creates a record 
in its PIT for the Interest message along with the content 
name and the interface information to forward the content 
after its arrival. Then, it forwards Interest to the server on 
interface “ Face − 4 ” as depicted in step − 4 . The server pre-
pares the Content message and sends it in the reverse path 
to router R2 . As shown in step − 5 , R2 searches and remove 
its PIT entry for suitable content and forward the content on 
“ Face − 3 ” towards router R1 . Moreover, R2 places the con-
tent in its cache to satisfy future Interest arrivals (traditional 
CCN caching strategy). R1 also performs similar steps as R2 
and forwards the content towards the requester as defined 
in step − 6.

3  Related work

The IoT systems involve a huge diversity of smart devices 
that are connected with the Internet to access different 
contents for users (Naeem et al. 2018). In contrast to the 
conventional devices connected with the IP-based Internet 
architecture, the IoT devices differ in terms of their commu-
nication patterns and infrastructure requirements. The IoT 
devices require a well-connected network, where devices can 
distribute the contents with each other in an efficient manner 
(Adhatarao et al. 2017). Therefore, CCN becomes the most 
promising Internet architecture for IoT devices that provide 
name-based access of content copy from the nearest router.

The in-network routers take content placement decisions 
based on the content caching strategy that reduces content 
access delay and network traffic significantly. These content 
caching strategies are generally categorized into two types: 
the on-path and off-path caching schemes (Khandaker et al. 
2019). An on-path caching strategy places the content in 
the intermediate routers during content delivery while the 

off-path caching strategy can place the content in any router 
in the network based on inherent caching criteria (Kumar 
et al. 2020). However, due to high communication and com-
putational overheads involved in off-path caching strategies 
(Wang et al. 2015), the on-path caching schemes are exten-
sively used in the CCN-based IoT networks. In recent, vari-
ous content caching schemes have been proposed to improve 
network performance for IoT systems.

Jacobson et al. (2009) discuss a content caching scheme 
named, Leave Copy Everywhere (LCE) that places the 
incoming content on each on-path router during content 
delivery. However, due to the higher frequency of caching 
operations, the scheme suffers from high content replace-
ment operations and computational overhead. The scheme 
proposed in Laoutaris et al. (2006) suggests that caching 
the content in selected routers can also improve network 
performance with reduced caching cost and proposed Leave-
Copy Down (LCD) and Move-Copy Down (MCD) caching 
strategies. In the LCD caching strategy, the content is cached 
in the immediate downstream router from the router where 
cache hit occurs, and the remaining intermediate routers 
forward the content towards the requesters without caching 
operations. In a variation, the MCD caching scheme works 
similarly to LCD but the content provider removes the con-
tent from its cache after forwarding it to the downstream 
router. In both, LCD and MCD caching schemes, the con-
tents are placed gradually towards network edges with an 
increase in content popularity. A random probability-based 
caching scheme is suggested in Arianfar et al. (2010) that 
takes random content placement decisions on the intermedi-
ate routers and provides rapid caching decision support. The 
scheme mentioned in Psaras et al. (2012) emphasizes on the 
caching capacity of the routers and their distance from the 
content provider for content caching decisions. The scheme 
heuristically increases the caching probability in those rout-
ers that are far from the content provider and are near to the 
edges of the network. The strategy demonstrated improved 
network performance as compared to the LCE (Jacobson 
et al. 2009) and random-probabilistic caching scheme (Ari-
anfar et al. 2010). A probabilistic caching scheme named 
CPC (Caching Probability Conversion) is proposed in Zhang 
and Liu (2020) for heterogeneous caching capacities and 
different content sizes in the IoT networks. The strategy ana-
lyzes the cache hit probability and solves the optimization 
problem using Lagrange multiplier methods.

Several caching schemes also incorporated graph (net-
work) characteristics to improve QoS parameters (Kumar 
and Tiwari 2020a). The caching strategy discussed in Sour-
las et al. (2009) proposed a publisher-subscriber based-
approach, in which the content publishers proactively 
publish the content before its Interest arrival and the cach-
ing operations have been performed in the leaf routers to 
place the contents near to content requesters. Various router 
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centrality-based caching schemes are proposed in Rossi and 
Rossini (2012) that analyze the caching performance using 
centrality metrics such as node degree, betweeness, stress, 
and Eccentricity centrality. The authors have considered the 
heterogeneous caching capacity of different routers based on 
the router’s importance in the network. The paper concluded 
that the Degree Centrality (DC) based caching scheme is 
the simplest and most effective metric for optimal caching 
operations where the routers with higher degree centrality 
have more probability of caching the incoming content. 
The scheme also suggests that the heterogeneous cache size 
has shown a negligible effect on network performance as 
compare to homogeneous caching resources. In this direc-
tion, our prior work, called CPNDD (Kumar and Tiwari 
2020a) jointly considers the node degree centrality and the 
hop count parameters for the content placement decisions. 
The scheme suggests increasing the caching probability for 
higher centrality routers with an increase in the number of 
hops traversed by the content. Although the schemes dem-
onstrated improved network performance from the LCE and 
peer caching strategies, the autonomous caching decisions 
increase content redundancy and lead to poor utilization of 
network resources. The CSDD (collaborative Caching Strat-
egy Distance and node Degree) scheme (Jaber and Kacimi 
2020) analyses the collaborative effect of distance and node 
degree parameters on caching performance. The scheme 
suggests to always cache the content in the edge routers if 
it has not been cached in the intermediate routers. In the 
scheme, caching probability increases with an increase in 
node degree and distance parameters. Thus, based on the 
existing research (Psaras et al. 2012; Kumar and Tiwari 
2020a; Jaber and Kacimi 2020), it has been observed that 
the distance between the content provider and the requester 
plays a crucial role for efficient cache space utilization and 
reduces content retrieval delay in the network as content is 
cached near the requesters with higher caching probability.

A popularity-based caching scheme called MPC (Most 
Popular Content Caching) has been suggested in Bernardini 
et al. (2013) that takes caching decisions based on the con-
tent popularity. In MPC, the content popularity has been 
determined based on the Interest count for the cached con-
tents. When a content becomes popular, then it is suggested 
to the adjacent routers for caching that take autonomous con-
tent placement decisions based on their caching strategy. 
The MPC scheme has been further improved in Ong et al. 
(2014) to solve the issues related to slow convergence rate 
and popularity threshold determination. The MAGIC (MAx-
Gain In-network Caching) (Ren et al. 2014) caching strategy 
increases the caching probability for those contents that are 
frequently accessed by the requesters and are far from the 
content provider.

The router location and content popularity-based caching 
scheme is proposed in Wu et al. (2019) that determines the 

content popularity after analysing the entire network. How-
ever, determination of content popularity may not be prac-
ticable in large networks. To improve utilization of avail-
able caching capacity, previously a scheme called DPWCS 
(Kumar and Tiwari 2020b) has been proposed by us that 
effectively places the contents in the network routers. The 
scheme considers a popularity window to determine popu-
lar content during caching decisions. In our prior work by 
co-author Tiwari et al. Kumar and Tiwari (2021), we have 
proposed a caching scheme called PDC (Popularity-window 
and Distance-based efficient Caching) that jointly considers 
the content popularity and the location of intermediate rout-
ers for the caching decisions. However, due to the autono-
mous caching decisions based on the mentioned parameters, 
the scheme suffers from a high content replacement rate for 
the popular contents in the network that increases content 
retrieval delay. The mutual issues in the mentioned popu-
larity-based caching schemes are the computational com-
plexity and cache space overheads involved during content 
popularity determination. Due to these concerns, the content 
popularity-based parameters are not considered during the 
modelling of the proposed caching scheme in order to reduce 
computational requirements for the network routers.

Moreover, autonomous caching operations are performed 
by network routers in the majority of the above-mentioned 
caching schemes (Jacobson et al. 2009; Arianfar et al. 2010; 
Rossi and Rossini 2012; Ong et al. 2014; Kumar and Tiwari 
2020a, 2021) without cooperation in the network. In col-
laboration-based strategies, the routers take content caching 
decisions in collaboration with each other to optimize QoS 
in the entire network. Therefore, the autonomous content 
caching schemes limit the network performance to a certain 
level, and the collaboration-based caching schemes can com-
prehensively improve QoS in terms of content redundancy, 
delay, and network utilization (Wang et al. 2015, 2013). A 
collaborative caching scheme named, greedy caching is pro-
posed in Banerjee et al. (2018), which caches the content 
using its relative popularity based on content miss rate in 
the downstream routers. The issue with collaboration-based 
caching schemes is the additional communication overhead 
due to cooperation-related messages and scalability concerns 
(Dai et al. 2012).

To reduce content redundancy and network traffic, several 
network partitioning-based collaborative caching schemes 
are proposed in various research papers such as Yan et al. 
(2017) and Detti et al. (2018). A two-level network planning 
(Ma et al. 2014) has been recommended in Ma et al. (2017) 
for load balancing. In Ma et al. (2017), it has been suggested 
to implement cost-efficient planning in the upper layer and 
the QoS objectives in the bottom layer of the network. Yan 
et  al. (2017) proposed a two-level hierarchical network 
partitioning and the content caching decisions take place 
based on the correlation between the content popularity and 
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router’s centrality. However, only a subset of routers perform 
content caching operations in the network and the remain-
ing routers are used to just forward the incoming contents. 
This leads to suboptimal network performance due to unused 
cache memory.

The partitioning scheme discussed in Detti et al. (2018), 
provides a load balancing mechanism within the partitions 
while the partitions are visible as a single ICN router to 
external partitions. In Hasan and Jeong (2018), the authors 
suggest performing network partitioning based on the num-
ber of hops among routers where each partition contains 
those devices that are one-hop away from each other. How-
ever, due to formations of such small partitions, the network 
may suffer from a large number of network partitions. The 
network partitioning scheme mentioned in Hasan and Jeong 
(2019), suggests creating a fixed number of partitions in the 
network and take content placement decisions based on the 
popularity of the contents. The summary of the existing con-
tent caching strategies has been illustrated in Table 1.

To summarize, many existing research works have 
explored different parameters and network partitioning mod-
els for content caching decisions in Content-Centric Net-
works. However, to the best of our understanding, no prior 
work explored the network characteristics-based partitioning 
along with content provider distance for the content caching 
decisions. Motivated by the above-mentioned concerns, this 
paper proposes a novel collaboration-based content caching 
scheme for optimal performance in IoT networks.

4  System model and assumptions

Let G(V, E) be a network configuration, where V defines 
various network nodes comprised of IoT devices, routers, 
and the content provider. The IoT devices (end-users) are 
represented as U = {U1,U2,… ,U|U|} , where, Ui denote ith 
IoT device and |U| defines the total number of IoT devices 
in the network. The set of in-network routers is represented 

Table 1  Comparison of on-path content caching schemes

Author and year Content placement 
criteria

In-network hit ratio Average hop-count Average 
network 
delay

Average 
network 
traffic

Network 
partition-
ing

Content redundancy

Jacobson et al. 
(2009)

Cache in each 
router

Low High High High No High

Arianfar et al. 
(2010)

Random Low High High High No High

Psaras et al. (2012) Distance, cache 
size

Moderate Moderate Moderate Moderate No High

Rossi and Rossini 
(2012)

Router’s centrality Moderate High High High No High

Bernardini et al. 
(2013)

Content popular-
ity with static 
threshold

Moderate Moderate Moderate Moderate No High

Ong et al. (2014) Content popular-
ity with static/ 
dynamic thresh-
old

Low High High High No High

Ren et al. (2014) Content popularity 
and distance

High Moderate Moderate Moderate No High

Kumar and Tiwari 
(2020a)

Node degree and 
distance

Moderate High Moderate Moderate No High

Jaber and Kacimi 
(2020)

Centrality and hop-
count

High Moderate Moderate High No Moderate

Kumar and Tiwari 
(2021)

 Content popularity 
and distance

High Moderate Moderate High No High

Yan et al. (2017) Content popular-
ity and router 
centrality

Moderate Moderate Moderate Moderate Yes Moderate

Detti et al. (2018) Hash-based Moderate Moderate Moderate Moderate Yes Low
Hasan and Jeong 

(2019)
Content popularity High Moderate Moderate Moderate Yes Moderate

Proposed caching 
scheme

Network partition-
ing and distance

High Low Low Low Yes Low
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as R = {R1,R2,… ,R|R|} , where Ri symbolizes ith router. 
The content server is represented as serv and therefore, 
V = {U,R, serv} . The server contains all distinct contents 
(content catalogue), which can be requested in the network 
and work as a sink for all Interest messages. The symbol 
E defines the set of network links for connection among 
network devices (V). The network offers multi-hop com-
munication characteristics, in which the Content messages 
traverse multiple intermediate routers between the content 
providers and the requesters during content delivery. The 
content catalogue is represented as D = {D1,D2,… ,D|D|} , 
where each distinct content has been defined as Di and |D| 
denotes the content catalogue size. The network routers 
(R) support caching capabilities and can cache the incom-
ing Content messages based on the proposed caching 
mechanism. For convenience, Table 2 specifies the vari-
able definitions used in the rest of the paper.

To model Interest messages arrival pattern in the net-
work, the proposed scheme considers Zipf distribution 
for the contents. The Zipf distribution is widely used to 
simulate content access frequencies for the current Inter-
net applications (Rossi and Rossini 2012; Ren et al. 2014; 
Shan et al. 2019; Jaber and Kacimi 2020). In Zipf distribu-
tion, the popularity of the contents is determined based on 
their rank and the value of popularity skewness parameter 
(�) . The popularity skewness parameter shapes the content 
access pattern and models the number of requests to a sub-
set of the content catalogue. The higher value of � narrows 
the majority of Interest messages to a smaller subset of 
contents as compared to the scenario where � is too small. 

Therefore, a larger caching capacity is required to satisfy 
the Interest messages when the value of � is smaller.

5  Hierarchical partitioning scheme

The proposed caching scheme partitions the IoT network 
based on hierarchical partitioning, similar to the clustering 
mechanism discussed in Yan et al. (2017). In the proposed 
partitioning scheme, the IoT system has been divided into 
three layers, named backbone-layer, intermediate-layer, 
and IoT requester-layer. The backbone-layer and the inter-
mediate-layer contain network routers with content cach-
ing capability. The IoT requester-layer is comprised of IoT 
devices that generate content requests and do not have cach-
ing resources.

The proposed network-partitioning scheme partitioned 
the entire network based on the connections among back-
bone-layer and intermediate-layer routers as shown in Fig. 2. 
Here, the intermediate-layer routers that are adjacent to a 
backbone-layer router, are placed within a partition. The 
backbone-layer router is designated as the partition head and 
works as a gateway to connect its intra-partition routers to 
IoT devices, other routers, and the content server. When an 
intermediate-layer router is adjacent (directly connected) to 
more than one backbone-layer routers then it would analyse 
the distance of backbone-layer routers from the server and 
the partition size for merging decisions. In this scenario, 
the intermediate-layer router is merged with that backbone-
layer router which is closer to the server to reduce content 
retrieval delay for IoT requester layer. If more than one 

Table 2  Variables definition

Variable Definition

|D| Size of content catalogue
C(Ri) Cache size of Router Ri

CS(Ri) Content Store of router Ri

C_name(Im) Requested content name in the Interest message Im
C_name(Dm) Content name in the Content message Dm corresponding to the Interest message Im
� Request rate

�
Im
Ri

Boolean variable to determine if content exists in the CS(Ri) for Interest message Im
TRi

The threshold value for content caching in Ri

� Zipf popularity skewness parameter
PH(Ri) Partition head name of router Ri

S.PH(Rj) Partition head name of the content provider (Rj)

O.PH(Ri) Partition head name of the on-path router (Ri) traversed by the Content message

Dist
Uk

Rj
(Im)

Number of hops traversed by Interest message Im from IoT device (Uk) to router Rj

Dist
Rj

Ri
(Dm)

Number of hops traverse by Content message Dm from the content provider (Rj)/
server to intermediate router Ri

Norm_dist(Ri, Rj, Uk) Normalized number of hops traversed by the Content message from content pro-
vider (Rj) to on-path router (Ri)
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backbone-layer router has an identical distance from the 
server, then adjacent intermediate-layer router is merged in 
the partition that has lesser number of intra-partition rout-
ers to improve load balancing in the network. If a backbone 
router is not adjacent to any intermediate-layer router, then 
the backbone router would designate itself as an autono-
mous partition and the partition head. These backbone rout-
ers autonomously cache the incoming contents based on the 
caching strategy. The partition heads ensure that at most one 
copy of the incoming Content message can be cached within 
a partition during inter-partition communication and no 
content caching operation is performed when the content is 
requested within the partition by the IoT devices. Therefore, 
the content redundancy and cache replacement operations 
would be reduced significantly within partitions and the 
available caching resources would be utilized compressively.

6  Hierarchical partitioning‑based proposed 
caching scheme

The content provider distance-based metric along with 
network partitioning has been proposed for content cach-
ing decisions in order to improve the QoS for IoT devices. 
The normalized distance (Norm_dist(Ri, Rj, Uk)) between 
the content provider (Rj∕serv) and the intermediate router 
(Ri) is determined as the ratio of the hop-count traversed by 
Content message (Dm) from Rj to Ri and hop-count traversed 
by Interest message (Im) from requester IoT device (Uk) to 
the content provider (Rj) . In other words,

(1)Norm_dist(Ri, Rj, Uk) =
Dist

Rj

Ri
(Dm)

Dist
Uk

Rj
(Im)

In the proposed scheme, the content caching decisions take 
place using the network partitions information and normal-
ized distance metric. Hence, the Interest and Content mes-
sages structures have been modified to capture this informa-
tion as discussed below.

6.1  Modified structure of Interest message

The below-mentioned novel field is appended with the Inter-
est message, which is used for content placement decisions 
in the proposed caching scheme. The C_name(Im) field 
defines the requested content name in the Interest message. 
The DistUk

Rj
(Im) field stores the number of hops traversed by 

Im from requester Uk to router Rj.

C_name(Im) Dist
Uk

Rj
(Im)

...

6.2  Modified structure of Content message

For effective content placement decisions, the Content mes-
sage structure has been updated with the below-mentioned 
fields. Here, C_name(Dm) defines the content name corre-
sponding to the Interest message Im . The DistUk

Rj
(Im) and 

Dist
Rj

Ri
(Dm) fields contain the hop-count traversed by the 

Interest message to arrive at the content provider (Rj) and the 
number of hops traversed by the Content message to reach 
to the intermediate router Ri from content provider (Rj) 
respectively. The S.PH(Rj) and O.PH(Ri) represents the 
names of partition heads of the content provider (Rj) and 
on-path router (Ri) in the Content message respectively. The 
Ctrl field contains a boolean value which is used during 
caching decisions. The Payload field contains the requested 
data and other fields of the Content and Interest messages 
remain unchanged.

C_name(Dm) Dist
Uk

Rj
(Im) Dist

Rj

Ri
(Dm)

S.PH(Rj)

O.PH(Ri) Ctrl Payload ...

6.3  Interest message processing mechanism

When an IoT device (Uk) needs to access a content (Dm) , it 
generates the corresponding Interest message (Im) with 
C_name(Im) . The Uk sets the DistUk

Ri
(Im) field to 0 in the Im 

and transmit it towards the content server (Serv). On receiv-
ing this Interest message, each on-path router (Ri) performs 
the steps mentioned in Algorithm 1 (Interest message pro-
cessing). As stated in step-1 of the algorithm, after receiving 
the Interest message, each on-path router (Ri) increases the 
hop-count traversed by the Im by 1 in the DistUk

Ri
(Im) field. 

Fig. 2  System design and hierarchical partitioning-based IoT network
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Then, the router searches its CS for the content and deter-
mine the value of �Im

Ri
 as follows:

If the value of �Im
Ri

 is TRUE in step-2 of the algorithm, it 
implies that the requested content exists in the CS(Ri) and 
the router then follows Algorithm 2 (Content message pro-
cessing) to forward the corresponding Content message (Dm) 
towards the requester. Otherwise, the Interest message is 
processed using the traditional CCN Interest processing 
mechanism (Jacobson et al. 2009). As mentioned in step-3, 
the intermediate router Ri checks its PIT for the requested 
content name and if the record exists then the incoming 
Interest message (Im) is aggregated with the existing record 
in the PIT and further forwarding of the Interest message is 
stopped. If no record exists in the PIT, then the router for-
wards the Interest message to a suitable upstream router/
server based on the FIB records as defined in step-4 and 
creates an entry in the PIT after Interest message forwarding. 
If no suitable router information exists in the FIB, then Ri 
removes the Interest message from the network (step-5) 
without further forwarding.

Algorithm-1: Interest message processing (Im,Ri,Uk)

1. Update DistUk

Ri
(Im) field of Im as

   (a) DistUk

Ri
(Im) = DistUk

Ri
(Im)+1

2. If �Im
Ri

=TRUE, then follow algorithm − 2 mentioned in the next 
section (Content message processing mechanism).

3. Else, If PIT of Ri contains C_name(Im) , then aggregate Im in PIT 
and discard Im from the network.

4. Else, if FIB of Ri contains suitable upstream router information for 
processing of Im , then forward Im towards the mentioned router.
   (a) Make entry of Im in the PIT.

5. Else, remove Im from the network.

6.4  Content message processing mechanism

If the Interest message (Im) reaches to the server or �Im
Ri

 is 
TRUE for any intermediate router Rj (content provider in 
this case), then the server/ Rj create a Content message 
(Dm)  a s  d e f i n e d  i n  t h e  s t e p - 1  o f 
algorithm − 2 (Content message processing) . The hop-count 
value mentioned in the DistUk

Rj
(Im) field of the Interest mes-

sage is replicated to the Dm and remain constant during 
content forwarding. The content provider then initialize 
the value of DistRj

Rj
(Dm) to 0 in the Content message and 

initialize the partition-head name of the content provider 
(PH(Rj)) in the S.PH(Rj) and O.PH(Rj) fields of Dm as dis-
cussed in step-1(d). The Ctrl field is set to 0, to control 

(2)�
Im
Ri
=

{
True, If Dm exists in the CS(Ri)

False, Otherwie

caching decisions within the partitions. The content pro-
vider/server then transmits the Content message towards 
the requester using the same face on which the Interest 
message is arrived.

Algorithm-2: Content message processing (Dm, Ri, Rj, Uk)

1. If Rj is content provider then
   (a) Prepare Content message (Dm) with the requested payload.

   (b) Replicate DistUk

Ri
(Im) from the Interest message to Dm.

   (c) Initialize, DistRj

Ri
(Dm)=0.

   (d) Set S.PH(Rj) and O.PH(Rj) fields in the Content message 
(Dm) to PH(Rj).

   (e) Reset the Ctrl field to 0.
   (f) Forward Dm towards Uk.

2. Else, Set DistRj

Ri
(Dm)=Dist

Rj

Ri
(Dm)+1.

3. If, on-path router Ri is a partition head then
   (a) Set O.PH(Rj) field to Ri.
   (b) If S.PH(Rj)! = O.PH(Ri) then
            Set the Ctrl field to 1.

4. If Ctrl=1 & O.PH(Rj) = PH(Ri) & S.PH(Rj)! = PH(Ri) & 
Norm_dist(Ri,Rj,Uk) ≥ TRi

, then
   (a) Cache content in the CS(Ri) using the LRU replacement 

mechanism.
   (b) Reset the Ctrl field to 0.

5. Forward content towards IoT device Uk.

On arrival of the incoming Content message (Dm) , the 
intermediate router (Ri) performs step-2 to 5 as illustrated 
in algorithm-2. In step-2, the Ri first increases the hop-
count traversed by the Dm by 1 in the DistRj

Ri
(Dm) field. As 

mentioned in step-3, if the on-path router Ri is a partition-
head then it updates the O.PH(Rj) field of the Content mes-
sage with its name and set the Ctrl field to 1 if its name is 
different than the partition-head name mentioned in 
O.PH(Rj) of Dm . These operations enable the content cach-
ing within the on-path partition.

During content placement decision, the on-path 
router Ri ensures that the value of Ctrl field is 1 in Dm 
a long with  O.PH(Rj) = PH(Ri) ,  S.PH(Rj)! = PH(Ri) 
and Norm_dist(Ri, Rj, Uk) ≥ TRi

 . Here, the conditions, 
O.PH(Rj)) = PH(Ri) and S.PH(Rj)! = PH(Ri) ensure that 
the at most one copy of the incoming content can cache 
within each partition. The Norm_dist(Ri,Rj,Uk) value has 
been determined using equation 1 and compared with 
the threshold value TRi

 . The optimal value of TRi
 is deter-

mined empirically based on the network topology. If the 
above-mentioned conditions are satisfied, then Ri cache the 
incoming Content Dm using the LRU replacement policy 
(Laoutaris et al. 2006), when no space is available in the 
CS(Ri) . When the content is cached, the Ctrl field in the 
Dm is reset to 0 to ensure that no further caching opera-
tion performed for this Content message within the same 
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partition. After the caching decisions, the content is for-
warded to the downstream routers towards the requester 
(Uk) as shown in step-5.

7  Performance evaluation

The performance of the proposed caching scheme has been 
examined on Abilene network topology, which is a standard 
network setup for learning purposes in the United States 
of America (USA) (Alderson et al. 2005). During simula-
tions, the Abilene network contains 167 network nodes that 
comprise one content server, 33 routers, and 133 requesters 
(IoT devices). For network partitioning, the routers that are 
at 1-hop distance from the requester IoT devices are desig-
nated as Intermediate-layer routers and the remaining routers 
become backbone-layer routers, where both layers have the 
caching capability. The intermediate-layer and backbone-
layer routers at 1-hop distance from each other collaborate 
with each other to form the partitions in the network.

Initially, the entire content catalogue is cached in the con-
tent server and the caches of network routers are empty. To 
study realistic simulation results, the ratio of the cache size 
(C(Ri)) and content catalogue size (|D|) has been maintained 
as 1–2% (Yan et al. 2017). Since no consensus is made for 
the popularity skewness parameter value (�) in the existing 
literature and it commonly varies between 0.6 and 1.0 in 
various research papers (Ren et al. 2014; Lim et al. 2014; 
Nguyen et al. 2019a), therefore � is set to 0.7 during simu-
lations for realistic network performance. The attributes 
values used during simulation executions are summarized 
in Table 3.

7.1  Determination of optimal threshold value (T
R
i
)

For the comprehensive utilization of the available cache 
resources in the proposed caching scheme, the threshold value 
is determined based on the empirical study in the Abilene 
network topology. Although, the mentioned heuristics are 

comparatively arbitrary and may vary for other network set-
ups. However, it provides a good starting point for realistic 
CCN-based IoT networks. Here, the hit-ratio of the proposed 
content caching scheme has been determined for different val-
ues of (TRi

) with simulation parameters mentioned in Table 3, 
where the caching capacity of each router is 50 contents. The 
simulation results analyzed for 1050 STU (Simulation Time 
Unit) and the average hit-ratio is plotted in Fig. 3.

As illustrated in Fig. 3, the optimal value of cache-hit ratio 
has been achieved by the proposed scheme, when (TRi

) is 0.5. 
Similarly, when the cache size is increased to 100, the optimal 
hit-ratio is attained with (TRi

) = 0.5 . Thus, the proposed cach-
ing scheme uses a threshold value of 0.5 for content placement 
decisions during the simulation executions.

7.2  Performance evaluation: network hit‑ratio

The average hit-ratio is a critical metric to assess the effective-
ness of content caching schemes. A cache hit occurs when 
the requested content is found in the router. Otherwise, when 
the requested content is not present in the cache then this 
occurrence is called a cache miss. The hit ratio of a network is 
determined as the ratio of the sum of occurrences of cache hit 
and the sum of occurrences of the Interest messages encoun-
tered by the routers. The higher cache hit-ratio indicates that 
the content placement decisions have been taken efficiently 
and the users are accessing the content copy from relatively 
closer routers. Equation 3 formulate the cache hit-ratio metric 
as follows:

Here, |R| represents the number of routers in backbone-
layer and intermediate-layer. The 

∑�R�
i=1

�
Cache_HitRi

�
 and ∑�R�

i=1

�
Cache_MissRi

�
 symbolize the cache-hit and cache-

miss occurrences in the entire network in per unit time.

(3)

Avg_hit_ratio =

∑�R�
i=1

�
Cache_HitRi

�

∑�R�
i=1

�
Cache_HitRi

�
+
∑�R�

i=1

�
Cache_MissRi

�

Table 3  Simulation parameters values

Parameter Value

Cache size (C(Ri)) 50/100 Contents
Content catalogue size (|D|) 5000
Request rate (�) 50/s per IoT device
Link delay 10 ms
Zipf skewness parameter (�) 0.7
Payload size 1 KB
Link bandwidth 10 Mbps
Simulation duration 1050
Cache replacement scheme Least Recently Used (LRU) Fig. 3  Optimal threshold value determination (T

R
i
) for the proposed 

caching scheme
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The performance of the proposed caching scheme has 
been compared with several standard peer caching schemes 
with identical network configurations as mentioned in 
Table  3. When C(Ri) = 50 , � = 50∕s , |D| = 5000 , and 
� = 0.7 , the average hit-ratio observed in the network is 
plotted in Fig. 4. Initially, all the caching schemes observe 
relatively low cache hit ratio due to empty in-network 
caches in the beginning and it increases gradually with 
time as the contents started being cached in the on-path 
routers based on the caching strategies. In the simula-
tion results, the proposed scheme outperforms the LCE, 
LCD, MAGIC, PDC and the CSDD caching schemes by 
showing 2.9%, 1.9%, 1.2%, 1.1% and 1% gain in hit-ratio 
respectively.

When caching capacity of in-network routers has been 
increased to 100 (2% of the content catalogue size ) and 
remaining network configurations remain unchanged as 
mentioned in the previous simulation scenario, the hit-ratio 
of the caching schemes increases up to 2.4% as compared 
to simulation results obtained with C(Ri) = 50 . Figure 5 
illustrates the average network hit-ratio of different caching 
strategies with cache size=100 and other parameter values 
as mentioned in Table 3. In this simulation scenario, the 
proposed scheme demonstrates 1.7% − 3.4% hit-ratio gain 
from peer caching schemes.

7.3  Performance evaluation: average network 
hop‑count

The average network hop-count metric determines the aver-
age hop-count (links) traversed by the Interest messages and 
the Content messages to deliver the requested contents to 
the IoT devices in the network. The lower values of this 
metric specifies that the requested content has been retrieved 
from a relatively closer router. Therefore, the higher value 

of average hop-count metric leads to lower QoS for the IoT 
devices.

Figure 6 demonstrated the average network hop-count 
observed under different content placement schemes 
when the router’s C(Ri) = 50 , � = 50∕s, |D| = 5000 , 
and � = 0.7 . With these network configurations, the pro-
posed caching scheme reduces the average hop-count 
by 9.4%, 3.0%, 2.3%, 3.4% , and 2.7% from LCE, LCD, 
MAGIC, PDC and CSDD caching schemes. The average 
number of hops traversed to access the contents is higher 
during the beginning of the simulation and decreases slowly 
as caching operations take place using content caching 
schemes.

The average hop-count encountered by Interest/Content 
messages in all caching schemes decreases significantly, 
when the size of CS in the routers is doubled to 100 with 
� = 50∕s, |D| = 5000 , and � = 0.7 as shown in Fig. 7. In 

Fig. 4  Average network hit-ratio with |D| = 5000 , C(R
i
) = 50 , 

� = 0.7 and � = 50∕s

Fig. 5  Average network hit-ratio with |D| = 5000 , C(R
i
) = 100 , 

� = 0.7 and � = 50∕s

Fig. 6  Average network hop-count with |D| = 5000 , C(R
i
) = 50 , 

� = 0.7 and � = 50∕s
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this scenario also, the proposed scheme overtakes the exist-
ing peer schemes by showing up to 9.8% reduction in average 
hop-count from peer caching schemes during content deliv-
ery. Further, Figs. 6 and 7 demonstrated that caching each 
content in every on-path router (LCE) does not improve the 
network performance significantly as compared to heuristic-
based caching decisions (LCD, MAGIC, PDC, CSDD, and 
the proposed caching scheme).

7.4  Performance evaluation: average network 
delay (in �s)

In this section, the performance of the content caching 
schemes has been evaluated in terms of average network 
delay (in μ s) encountered by the IoT devices in receiving 
the requested contents. The network delay is the duration 
between preparing the Interest message, its first transmission 
in the network till the delivery of the requested content. The 
average network delay also incorporates Interest retransmis-
sion duration and the computational latency of on-path rout-
ers. Hence, this metric provides a comprehensive impression 
of network performance.

Figure 8 demonstrates the average network delay for vari-
ous content caching schemes for C(Ri) = 50 , request rate = 
50/s, popularity skewness parameter value=0.7 and content 
catalogue size = 5000. The simulation results demonstrate 
the superiority of the proposed caching scheme on exist-
ing peer schemes as the proposed scheme reduces average 
network delay up to 7.2% as compared to existing caching 
strategies. This indicates that the applied computational heu-
ristics in the proposed caching scheme does not adversely 
affect the Interest and Content message processing and 
propagation delay in the network routers as compared to 
existing schemes.

The average network delay reduces further for all cach-
ing schemes when the caching capacity of network routers 
is increased to 100 with � = 50∕s , � = 0.7 , and |D| = 5000 . 
As shown in Fig. 9, the average network delay of the pro-
posed caching scheme has been reduced by approximately 
750μs as compared to simulation results where the cache 
size is 50 (shown in Fig. 8). Therefore, it also validates that 
the performance of the network improves with an increase 
in the caching capacity of in-network routers. Figure 9 
illustrates that the proposed scheme shows approximately 
8.6%, 2.5%, 1%, 4.2% , and 2.3% reduction in average net-
work delay as compared to LCE, LCD, MAGIC, PDC, 
and the CSDD caching schemes for the above-mentioned 
values of network parameters.

Fig. 7  Average network hop-count with |D| = 5000 , C(R
i
) = 100 , 

� = 0.7 and � = 50∕s

Fig. 8  Average network delay (in μ s) with |D| = 5000 , C(R
i
) = 50 , 

� = 0.7 and � = 50∕s

Fig. 9  Average network delay (in μ s) with |D| = 5000 , C(R
i
) = 100 , 

� = 0.7 and � = 50∕s
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7.5  Performance evaluation: average network 
traffic

The average network traffic metric determines the aver-
age traffic load (in Kb/s) on the network links (E) per unit 
time. The average network traffic indicates the efficiency 
of the caching scheme in terms of bandwidth consump-
tions. Therefore, under identical network parameters, 
the lower network traffic for a caching scheme indicates 
that the scheme carefully utilizes the available caching 
resources and reduces the probability of network conges-
tions as compared to other schemes.

The average network traffic observed under different 
caching schemes has been plotted in Fig. 10 for C(Ri) = 50 , 
� = 50∕s , � = 0.7 , and |D| = 5000 . Although the proposed 
scheme uses a few additional fields in the Interest and Con-
tent messages for content placement decisions, the average 
network traffic has been significantly reduced as compared 
to LCE, LCD, MAGIC, PDC, and CSDD caching schemes. 
As illustrated in Fig. 10, the proposed scheme shows up 
to 5.6% reduction in average network traffic as compared 
to peer schemes.

Analogous to the previous results, when caching capac-
ity of the network routers increases (C(Ri) = 100) , the 
proposed scheme reduces the average network traffic by 
7.4%, 3.1%, 1.8%, 3.9% and 2.2% from the LCE, LCD, 
MAGIC, PDC and CSDD caching schemes respectively. 
During simulations, the remaining parameters are kept 
unchanged as shown in Table 3. The results of average 
network traffic flow for the caching schemes has been 
depicted in Fig. 11.

7.6  Security aspects of proposed caching scheme

The CCN is vulnerable to several types of attacks that can 
degrade the effectiveness of in-network caching mechanisms 
as discussed in Ghali et al. (2014). Some of the common 
attacks in CCN-enabled IoT networks are related to Interest 
Flooding Attack (IFA), cache poisoning (storing malicious 
content in the intermediate routers), and cache pollution 
(disrupting contents access patterns) (Conti et al. 2013; Guo 
et al. 2016). The objective of an Interest flooding attack is to 
overload the PIT by generating poisonous Interest messages 
for non-existent contents. To mitigate the effect of IFA in 
the network, the proposed scheme implemented the in-built 
NACK packet mechanism of the CCN/NDN (Named Data 
Networking) project (Nguyen et al. 2019b). It is integrated 
with the reference implementation since NDN version 0.5.1. 
In order to reduce the network traffic for IFA, the proposed 
scheme ensure that only one interface would respond to the 
incoming Interest message instead of forwarding the cor-
responding content from multiple interfaces. The proposed 
scheme inherited the “ key locator ” field implemented in the 
underlying CCN architecture to verify the signature in the 
Content message. Using this approach, the cache poisoning 
attack is thwarted by fetching the appropriate key and filter-
ing the poisoned contents.

The cache pollution attacks are generally categorized into 
two types: false-locality pollution and locality disruption. In 
false-locality pollution, the attackers continuously generate 
Interest messages for a few unpopular contents in the network 
to cache those contents in the network. As the proposed cach-
ing scheme considers partitioning and distance-based metrics 
during content placement decisions instead of the content 
popularity, thus, the false-locality pollution may not affect the 
performance of the proposed caching scheme. On the other 
hand, in locality disruption pollution, the attacker generates 

Fig. 10  Average network traffic (in KB/s) with |D| = 5000 , 
C(R

i
) = 50 , � = 0.7 and � = 50∕s

Fig. 11  Average network traffic (in KB/s) with |D| = 5000 , 
C(R

i
) = 100 , � = 0.7 and � = 50∕s
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Interest messages for a large number of unpopular contents to 
increase their caching probability in the network. To identify 
such malicious users in the network and limiting their traffic, 
the proposed scheme can be integrated with existing security 
mechanisms mentioned in Guo et al. (2016), Li et al. (2014) 
and AbdAllah et al. (2015).

8  Conclusion

In this paper, the potential of the CCN has been elaborated for 
IoT-based systems. Then, various in-network content caching 
schemes are analyzed for IoT networks that show improvement 
in the network performance up to a certain level and raise sev-
eral limitations on QoS metrics observed by the IoT devices. 
For effective utilization of the available caching resources, 
a novel content caching scheme is proposed for IoT systems 
based on the CCN architecture. The proposed scheme cre-
ates hierarchical partitions in the network to reduce content 
redundancy and takes content placement decisions based on 
the partition information and content provider distance-based 
metrics for optimal network performance. Extensive simula-
tions have been performed on the realistic network topology 
with different network configurations that demonstrated the 
dominance of the proposed caching strategy on state-of-the-
art existing peer schemes. Simulation results show 1.0–3.4% 
improvement in average network hit-ratio and 2–9.8% , 1–8.6% , 
and 1–7.4% reduction in average hop-count, delay, and net-
work traffic as compared to LCE, LCD, MAGIC, PDC and 
CSDD caching schemes for different caching capabilities of 
in-network routers. The security aspects of the proposed work 
has also been analysed, which illustrates the robustness of the 
scheme against known attacks in the CCN-enabled IoT net-
works. Therefore, the proposed caching scheme is found suit-
able for CCN based IoT systems for optimal content placement 
decisions.

In future, the performance of the proposed caching scheme 
can be investigated in CCN-based 6G architectures and fur-
ther metrices like popularity, the bandwidth of channels, and 
congestions can be examined for efficient content placement 
decisions. Moreover, machine learning and deep learning 
approaches can be used to select the suitable node for content 
placements for faster responses in CCN-based IoT networks.

Data availibility statement The datasets generated during and/or ana-
lysed during the current study are available from the corresponding 
author on reasonable request.
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