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Abstract
Real-time data processing and distributed messaging are problems that have been worked on for a long time. As the amount 
of spatial data being produced has increased, coupled with increasingly complex software solutions being developed, there is 
a need for platforms that address these needs. In this paper, we present a distributed and light streaming system for combating 
pandemics and give a case study on spatial analysis of the COVID-19 geo-tagged Twitter dataset. In this system, three of 
the major components are the translation of tweets matching with user-defined bounding boxes, name entity recognition in 
tweets, and skyline queries. Apache Pulsar addresses all these components in this paper. With the proposed system, end-users 
have the capability of getting COVID-19 related information within foreign regions, filtering/searching location, organiza-
tion, person, and miscellaneous based tweets, and performing skyline based queries. The evaluation of the proposed system 
is done based on certain characteristics and performance metrics. The study differs greatly from other studies in terms of 
using distributed computing and big data technologies on spatial data to combat COVID-19. It is concluded that Pulsar is 
designed to handle large amounts of long-term on disk persistence.

Keywords  Topic-based publish-subscribe · Name entity recognition · Spatial analysis · Skyline query · Geo-tagged twitter 
data · Translation · Apache pulsar

1  Introduction

COVID-19, caused by severe acute respiratory syndrome 
coronavirus 2 (SARS-CoV-2), is a human-transferable 
infectious respiratory disease. The disease first appeared in 
Wuhan, China in 2019, and has grown exponentially since 
then causing a 2019-20 worldwide Coronavirus pandemic 
(Hui et al. 2020). Fever, coughing, and shortness of breath 
are the most common symptoms of the disease. Other symp-
toms include muscle aches, sputum production, and sore 
throat. In some cases, it is accompanied by diarrhea and 
other gastrointestinal symptoms (Gu et al. 2020; Miri et al. 

2020). At the time of writing (December 2020), the number 
of reported COVID-19 cases and its death toll globally has 
surpassed 73 million and 1,628,000 respectively1. Several 
outbreaks, epidemics and also pandemics have occurred in 
the world throughout history. Figure 1 shows the most recent 
ones.

The field of medical data science covers different areas 
such as prediction of response to treatment in personalized 
medicine (Abul-Husn and Kenny 2019; Suwinski et  al. 
2019), biomarker detection (Zhang et al. 2019; Fitzger-
ald 2020), tumor classification (Khan et al. 2019; Lin and 
Berger 2020), COVID detection and classification (Wang 
et al. 2020; Bragazzi et al. 2020; Narin et al. 2021), and 
the understanding of genes interactions (Shukla and Muhuri 
2019). Corsi et al. (Corsi et al. 2020) give a systematic 
review of literature for big data analytics (Eken 2020a) as 
a tool for fighting pandemics. Besides working on medical 
data, other sources of information such as social media can 
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be used to combat the pandemic. Aggregating and process-
ing big data from all of these sources becomes challeng-
ing if central processing techniques are considered, which 
hurts the accuracy and the timeliness of the information. 
Therefore, there is a need to adapt distributed and paral-
lel computing technologies in the research effort to tackle 
COVID-19. A distributed system is a group of separate and 
self-sufficient computing elements (nodes) combined and 
presented to its users as a single coherent system. Each node 
is autonomous and has its own notion of time. This lack of 
a global clock leads to major synchronization and coordina-
tion problems. The scalability of distributed systems can 
be achieved in various ways: size scalability, geographi-
cal scalability, administrative scalability. They denote the 
number of users and/or processes, the maximum distance 
between nodes, and the number of administrative domains, 
respectively. Size scalability is often the one problem most 
addressed by such systems. Parallel computing, where mul-
tiple powerful servers operating independently in parallel, 
is an alternative solution. In this model, however, a global 

clock is a requirement to synchronize the processing done 
independently by simultaneously on multiple sub-tasks dur-
ing each clock-cycle, and combine their results to solve the 
original task. Parallel computing, cluster computing, grid 
computing, and cloud computing are kind of high perfor-
mance distributed computing mechanisms (Tanenbaum and 
Van Steen 2007). Considering big data processing and ana-
lytics, emergent hardware technologies and new computing 
paradigms such as co-processors, fog computing, and dew 
computing are possible (Groppe 2020). Figure 2 shows dif-
ferent computing paradigms.

Publish/subscribe is one of the most well-known mes-
saging patterns used to communicate data between a sender 
(producer) and a receiver (consumer) (Tanenbaum and 
Van Steen 2007). Instead of sending the messages directly 
between each other, a broker is most often used to facilitate 
communication. The publishers send messages to so-called 
topics in the broker, which are used to separate different 
types of data that are being communicated. The broker 
is responsible for correctly routing each message to the 

Fig. 1   Time-line of outbreaks, 
epidemics and pandem-
ics. Source: adapted from 
CDC**https://www.cdc.gov/eis/
about/history.html

Fig. 2   Paradigm shift from 
technologies to business models 
(Wu and Buyya 2015)
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subscribers of a topic. Each topic can have several subscrib-
ers, and the incoming messages will be delivered to all of 
them (Fabret et al. 2001). While the terminology used in sys-
tems such as Apache Kafka and Apache Pulsar are slightly 
different, both are all based on this publish/subscribe type 
of communication. They also offer more advanced platform-
specific features that extend the foundation of publish/sub-
scribe messaging (Harrison et al. 1997). Our research ques-
tions for this study are as follows: (i) Is it possible to combat 
pandemics with a distributed messaging and light streaming 
system? and (ii) How does spatial-based tasks help authority 
and people in pandemic times?

The contributions of this work to the literature are as 
follows:

–	 Topic-based messaging and streaming system using 
Apache Pulsar2 is proposed for combating pandemics. 
The proposed system converts hard real-time applica-
tions to real-time (soft real-time). As a case study, a spa-
tial analysis of COVID-19 Geo-tagged Twitter dataset is 
given.

–	 Translation of tweets matching with user-defined bound-
ing boxes is done. So, anybody can inform COVID-19 
related tweets in a specific area/region he/she subscribed 
to in his/her native language.

–	 Name entities such as a person, location, organization, 
and miscellaneous are recognized in tweets and they are 
sent to consumers subscribed to them.

–	 Skyline queries are also performed on tweets.

The remainder of this article is organized as follows. Sec-
tion 2 gives a literature review on the impact of social media 
on the pandemic, distributed systems in pandemic, and spa-
tial analysis of COVID-19 data. Section 3 gives details of 
the distributed messaging system for combating pandemics. 
Section 4 presents the performance of the system discussion. 
Section 5 summarizes and concludes the article and also 
gives future works.

2 � Related works

This section explains relevant works in the literature spe-
cific to importance of social media in the pandemic time, 
distributed systems for battling with COVID-19 pandemic, 
and spatial analysis of COVID-19 data.

2.1 � The importance of social media in the pandemic 
time

Wong et al. (2019) point out that they have a plethora of 
choices when it comes to epidemiological transmission data 
sources, such as sentinel reporting systems, outbreak reports, 
disease centers, genome databases, vaccinology-related data, 
transport systems, and social media data. Social media occu-
pies an increasingly vital role in informing the public during 
crises and emergencies; it also proved to be a powerful tool 
in shaping outrage and with it, the public’s attitudes towards 
risks and mitigation strategies (Ophir 2018; Quinn 2018). 
These unique characteristics, make social media both a help 
and a hindrance in developing adequate strategies for risk 
communication and response planning. The general public 
tends to pick select media channels for news and follow them 
exclusively (Malecki and Keating 2021). The critical impact 
of such an information environment is clearly shown and 
augmented in the case of the COVID-19 pandemic.

In the last few years, Facebook and other social media 
platforms such as Instagram, Twitter, Youtube, Youtube, 
Reddit, etc. have been the go-to option for informal com-
munications. Considering the lack of pharmaceutical inter-
ventions to fight COVID-19, and having to rely on quaran-
tine and social distancing measures, leveraging social media 
intelligence in this fight becomes of utmost importance to 
inform and influence the public’s mobilization to follow 
quarantine procedures in their local communities, quickly 
disperse any fears and uncertainty to avoid community 
panic, and improve the public trust in these health measures. 
The COVID-19 crisis showed us how important is the devel-
opment of real-time information sharing systems, that can 
aggregate data and analyses in multiple languages and from 
different platforms across the whole world, and adapt to the 
dynamic and fast nature of mentioned platforms. Otherwise, 
public health bodies would be rendered unable to respond to 
the spread of information and misinformation about the out-
break, nor to promptly present the right measures to handle 
it (Depoux et al. 2020).

In the literature, the use of a variety of social media data 
types such as text, image, and video are noted. These works 
cover the analysis of social media conversations concerning 
the epidemic situation geographically (geo-coded tweets/
messages) and over time (timestamped tweets/messages), 
and are often summarized and presented in the form of real-
time maps.3Cinelli et al. (2020) focus on analyzing engage-
ment and interest in the topic of COVID-19 and providing a 
differential assessment on the evolution of the discourse for 
several social media platforms globally. It is very important 
work to study content consumption dynamics around critical 

2  https://​pulsar.​apache.​org/ 3  https://​coron​avirus.​jhu.​edu/​map.​html.
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events in times of disinformation. Li et al. (2020) manage 
to classify COVID-19-related information from Weibo, a 
major social network in China, into seven types of situa-
tional information such as caution and advice, notifications 
and measures been taken, help-seeking, etc, by using natural 
language processing techniques. So, the situational infor-
mation can be used by researchers or practitioners to build 
effective crisis information systems. Boberg et al. (2020) 
mine data from alternative news media’s output on Facebook 
during the early days of the pandemic, to create an initial 
computational content analysis of community fear and its 
factual basis. Providing metrics to measure reach, shares, 
topic detection, and total interactions comparisons between 
mainstream and alternative media. Alternative news media 
can mirror mainstream media reports with reversed ones. It 
is important that alternative news sources reflect the truth, 
at least in the period of interest. Szmuda et al. (2020) study 
Youtube videos from the early period of the pandemic and 
assess their content-quality as well as audience engagement. 
Yüce et al. (2020) follow the same approach but focus on 
dentistry-related medical information about COVID-19 and 
evaluate them as a potential educational resource for dental 
practitioners. Despite the many negativities of the pandemic, 
it is positive in that it enables many education institutions to 
prepare and improve distance education infrastructure and 
provide training as an alternative through social media. Lam-
sal (2020), on the other hand, uses unigrams and bigrams 
trending terms, network analysis to create and visualize their 
tweet dataset.

2.2 � Distributed systems for battling with COVID‑19 
pandemic

In this sub-section, different computing paradigms involved 
in fighting COVID-19 are mentioned. There is no question 
that global health security is exposed to serious risks due to 
pandemics such as COVID-19. Facing such risks requires 
multi-disciplinary research efforts, such as with computa-
tional epidemiology, which is concerned with the develop-
ment and use of computer models to understand and predict 
the spatio-temporal spread of disease through populations. 
This spread is heavily influenced by the arrangement of 
the interaction network across which the outbreak hap-
pens. These models are designed in such a way that enables 
scientists to create detailed computer simulations to prop-
erly inform public health bodies and aid them in decision 
making regarding response policies. However, it is a big 
computational challenge to develop such high-resolution 
simulations for a few reasons: (i) scale and heterogeneity 
of contact networks, (ii) the dynamic nature of those net-
works, (iii) achieving realistic results requires running a 
large number of independent simulation for each combina-
tion of parameters. Solving these challenges entails the use 

of High-Performance Computing (HPC) based simulations. 
Bisset et al. (2009) propose a fast, scalable, high-perfor-
mance simulation tool by the name of EpiFast, which makes 
the study of the spread of infectious diseases through indi-
vidual populations feasible. They follow up on their work 
(Bisset et al. 2014) by proposing an HPC-based service 
architecture for epidemic modeling. The architecture con-
sists of disease progression simulation, situation assessment, 
and intervention simulation. Computational models provide 
a powerful tool to study the role of individual behavior and 
public policies in containing the pandemics. Marathe (2020) 
presents their work on scalable and pervasive computing-
based concepts, theories, and tools for planning, forecasting, 
and response in the event of epidemics. This research is use-
full for estimation of various disease progression parameters. 
Remote access allows computational chemists and biologists 
to run tasks on high-performance computers or cloud servers 
from anywhere instead of requiring their presence at location 
(Amaro and Mulholland 2020). In the U.S., the COVID-19 
HPC Consortium4 helps accelerate research on the topic by 
combining the most powerful compute resources and facili-
tating researchers’ access to them through a rapid proposal 
process. The consortium comprises leading companies such 
as IBM, Microsoft, and Google, as well as universities and 
national labs.

Supercomputers are a family of extremely powerful com-
puters, and they are being leveraged to combat COVID-19. 
Scientists can benefit from policies to allocate computing 
time for emergencies by supercomputing centers. Some of 
those scientists are using this processing power to study the 
structure of the virus, the folding of its “spike” protein, and 
how it differs from other viruses in the corona family. For 
example, thanks to such efforts at the Summit supercomputer 
at Oak Ridge National Laboratory, researchers succeeded in 
bringing down the number of potential virus-fighting mol-
ecules from 8,000 to just 77 (Smith and Smith 2020).

There are also common technological platforms and 
software frameworks such as Apache Hadoop5 and Spark6 
for processing bigdata. Apache Hadoop provides a simple 
framework for distributed/parallel data processing based 
on the available commodity hardware. Apache Spark uni-
fies streaming, batch, and interactive big data workloads to 
unlock new applications. Khashan et al. (2020) introduce 
a framework to handle complex queries for COVID-19 
datasets named COVID-QF. It consists of data collection, 
storage, and query processing layers. Their proposed sys-
tem is valid for analysinglarge numbers of data via SQLor 
large numbers of data via NOSQL. Melenli and Topkaya 

4  https://​covid​19-​hpc-​conso​rtium.​org
5  https://​hadoop.​apache.​org/.
6  https://​spark.​apache.​org/.
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(2020) propose a system to detect people in video streams in 
real-time, calculate their social distance, and report results 
using different Apache projects. The end user is provided to 
report the regions where the violation is density in real-time. 
Elmeiligy et al. (2020) propose Comprehensive Storing Sys-
tem for COVID-19 data using Apache Spark (CSS-COVID) 
consists of three stages, namely, inserting and indexing, stor-
ing, and querying stage. This work enables to manage and 
analyze different cases such as suspected ones. Eken (2020b) 
proposes a topic-based hierarchical pub/sub messaging mid-
dleware. It allows end-users to filter images as COVID-19 or 
non-COVID-19 using capsule networks and their metadata 
such as gender and age. So, proposed middleware allows for 
a smaller search space as well as shorter times for obtaining 
search results. De Souza et al. (2020) introduce BurstFlow, 
a tool for enhancing communication across data sources 
located at the edges of the Internet and big data stream pro-
cessing applications located in cloud infrastructures. It can 
be used for stream applications such as financial markets 
and health care.

Grid computing includes lots of nodes from everywhere. 
They are heterogeneous and dispersed across several organi-
zations to allow for collaborations. COVID-19 research has 
already attracted the contribution of large-scale grids. To list 
a few examples, Berkeley Open Infrastructure for Network 
Computing (BOINC) (Anderson 2019), Globus7, the Open 
Science Grid (OSG) (Pordes et al. 2007), the World Com-
munity Grid launched by IBM,8 and the WLCG (Worldwide 
LHC Computing Grid) at CERN.9 Cloud services provide 
access to network-based computing resources with minimal 
human interaction between the user and the service provider. 
Kaplan et al. (2020) worked on adjusting the cloud architec-
ture to accommodate the needs of the problem rather than 
manipulating the problem itself to make it suitable for the 
platform and its limitations. So, they are able to be prepared 
to rapidly deploy the model and to rapidly implement the 

model at scale for COVID-19. Also, there are solutions with 
other new innovative technologies such as ambient comput-
ing, ubiquitous computing, pervasive computing, and dedi-
cated computing for fighting COVID-19 (Arun et al. 2020; 
Sbai et al. 2020; Magesh et al. 2020).

2.3 � Spatial analysis of COVID‑19 data

Big data technologies in general and Geographic Informa-
tion Systems (GIS) specifically have played a significant role 
in the war against COVID-19. The role spans several aspects 
of the fight such as what is covered in the following papers: 
spatial segmentation of the epidemic risk and prevention 
level (Franch-Pardo et al. 2020), the rapid aggregation of 
multi-source big data (Huang et al. 2021), prediction of 
regional transmission (Hamzah et al. 2020), rapid visuali-
zation of epidemic information (Tebé et al. 2020), spatial 
tracking of confirmed cases (Boulos and Geraghty 2020), 
balancing and management of the supply and demand of 
material resources (Govindan et al. 2020), and social-emo-
tional guidance and panic elimination (Shah et al. 2020), 
which provided solid spatial information support for deci-
sion-making (Xu et al. 2020), measures formulation (Wong 
et al. 2020), and effectiveness assessment of COVID-19 pre-
vention and control (Sun and Zhai 2020). Finally, Zhou et al. 
address the concern regarding difficulties faced by GIS with 
big data and responses (Zhou et al. 2020).

3 � Materials and methods

In this section, the proposed distributed messaging sys-
tem are explained. Figure 3 shows the sub-modules of the 
system.

In the proposed system, end users will be able to translate 
tweets matching with user-defined bounding boxes. The user 
only specifies/subscribes to a geo-border and any language 
and then translated tweets in a specified location are routed 
them. Also, users can subscribe to name entities in tweets 
and so entity-related tweets are services. Moreover, the user 

Fig. 3   Sub-components of the 
proposed system

7  https://​www.​globus.​org/.
8  https://​www.​world​commu​nityg​rid.​org/​about_​us/​viewA​boutUs.​do.
9  https://​wlcg.​web.​cern.​ch/.

https://www.globus.org/
https://www.worldcommunitygrid.org/about_us/viewAboutUs.do
https://wlcg.web.cern.ch/
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may run different skyline queries on tweets. All these spatial 
analysis tasks are given in detailed at following sub-sections.

In this paper, Apache Pulsar (version 2.7.0) high per-
formance distributed messaging platform is used for topic-
based pub/sub system. While originally created by Yahoo, 
it has since become apart of the Apache Software Founda-
tion. It is used for gathering and processing different events 
in near-realtime, for use cases such as reporting, monitor-
ing, marketing and advertising, personalization and fraud 
detection. For example, at eBay, Pulsar has been used to 
improve the user experience by analyzing user interactions 
and behaviors. Pulsar is closely related to Apache Kafka in 
terms of features and use cases. It offers great scalability for 
message processing on a large scale, with high throughput 
and low end-to-end latency. Messages received are stored 
persistently with the help of Apache BookKeeper, and mes-
sage delivery is guaranteed between producers and consum-
ers. While Pulsar is not a stream processing framework as 
the likes of Apache Storm or Spark Streaming, it does pro-
vide some light stream processing features with the use of 
Pulsar Functions.

Like Kafka, Pulsar is based on the publish/subscribe 
messaging pattern. Producers send messages to certain top-
ics, which are used to separate different types of messages. 
Consumers can then subscribe to specific topics to consume 
the data. The persistent storage that Pulsar offers means 
that all messages are retained, even when a consumer loses 

connection. The disconnected consumer can therefore easily 
reconnect and continue consuming the remaining data with-
out any data loss. Pulsar offers several different subscription 
modes for distributing messages to consumers. This includes 
the following modes: (i) Exclusive: Only one consumer can 
be subscribed to the topic at a time. (ii) Failover: Several 
consumers can be subscribed to the topic at the same time 
using a master-slave approach. Only one of the consumers 
receive messages (the master). However, if the master con-
sumer happens to disconnect, any subsequent messages will 
be directed to the following consumer (slave). (iii) Shared: 
Multiple consumers can be subscribed to the same topic. 
Messages are load-balanced between all the connected con-
sumers, i.e. messages are only consumed once. Shared sub-
scription does not guarantee correct message ordering. (iv) 
Key shared: Similar to shared subscription mode, except that 
the message distribution is done based on key values. In this 
paper, shared mode is used.

3.1 � Translation of tweets matching 
with user‑defined bounding boxes

Translation has a significant weight and a more complex 
effect on everyday lives and in providing accessibility to 
everyone. Understanding its importance is the first step to 
justify investing in it. Most people would rather stay within 
their comfort zone when it comes to languages, and their 

Fig. 4   An example of Twitter 
JSON place
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native tongue becomes the default preference since they can 
speak in it more confidently than any second language they 
learned. This is why translation is of utmost importance and 
will allow for efficient communication between people.

Tweet data can contain two types of geographical meta-
data: (i) Tweet location - Available if the user opts to tag his 
tweets at the time of making them. (ii) Account Location 
- Available if the user updates his ’home’ in his profile and 
makes it public. The latter is, however, a free-form char-
acter field, and its metadata is not guaranteed to be geo-
referenceable (Häberle et al. 2019). Figure 4 is an example 
JSON from a Tweet with “Boulder, CO” being its geo-tag or 
Twitter Place. It includes tweet bounding box containing the 
place entity coordinates (west, south, east, north longitude 
and latitude points) besides other meta-data such as tweet 
id, url, country-code, and etc. So, these coordinates are used 
to filter tweets. In this paper, Algorithm 1 is used to find 
and filter tweets to be translated. After finding all tweets, 
Google Translate API10 is used to translate them. So, every 
consumer can subscribe to a geo-border and any language 
then translated tweets in a specified location are routed them. 
Performance results are presented in Sect. 4.2.

3.2 � Recognition name entities in tweets

Name Entity Recognition (NER) is the process of finding 
entities in a text and assigning them to one of the pre-defined 
classes such as a person, location, date, formula, percentage, 
organization and money (Nadeau and Sekine 2007). With 
all these, NER is not limited to these data types, but is also 
used to identify and mark entities specific to the relevant 
area in studies in different fields. E-mail addresses (Minkov 
et al. 2005), phone numbers, book titles, project names, 
gene/protein names in bioinformatics and chemistry texts 
(Tanabe et al. 2005), RNA, DNA, cell information, drug 
names (Kim et al. 2004), chemical names (Eltyeb and Salim 
2014) as entity names are the subjects studied. Thompson 
et al. (2015) devised a web-based History of Medicine tool 
by benefiting from text mining methods to provide its user 
an efficient search from historical texts which were British 

Medical Journal and London Medical Officer of Health 
reports. The tool presented its user term, bibliographic meta-
data, entity, event and named entity based search. Li et al. 
(2012) present a novel two-step unsupervised NER system 
for the targeted Twitter stream, called TwiNER. In the first 
step, it leverages the global context obtained from Wikipedia 
and Web N-Gram corpus to partition tweets into valid seg-
ments (phrases) using a dynamic programming algorithm. In 
the second step, TwiNER constructs a random walk model to 
exploit the gregarious property in the local context derived 
from the Twitter stream. Liu et al. (2020) propose an unsu-
pervised framework NELPTW which makes use of the abun-
dant geographical location knowledge embedded in both 
Twitter and Web to predict named entity city-level location.

In this paper, pre-trained deep bidirectional network 
-BERT (Devlin et al. 2018)- is used to make a model for 
named entity recognition in tweets. There are different pre-
trained word embeddings models such as WordEmbeddings 
(GloVe), BertEmbeddings, and ElmoEmbeddings. BertEm-
beddings (bert_base_cased) model which has 12 layers of 
transformer encoders and ’cased’ sequences is used to rec-
ognize entities. PER (Person), ORG (Organization), LOC 
(Location), and MISC (miscellaneous) named entity types 
as specified in CoNLL-2003 named entity dataset (Sang 
and De Meulder 2003) are used in this paper. So, these four 
types of entities are routed to consumers. A function takes 
items (tweets) as input and publishes them to NER type topic 
(PER, ORG, LOC, MISC), depending on the item. Or, if a 
tweet does not include a NER type, a warning is logged to 
a log topic. Figure 5 represents NER-based routing. Perfor-
mance results are presented in sub-section 4.3.

3.3 � Performing skyline queries on tweets

In recent years, database research has been paying attention 
to the issue of skyline query processing for extracting inter-
esting objects from multi-dimensional datasets. The skyline 
query processing is relevant for many scenarios that require 

Fig. 5   NER based routing schema

10  https://​cloud.​google.​com/​trans​late

https://cloud.google.com/translate
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multi-criteria decision-making without employing cumula-
tive functions to define the most reliable results but instead 
relying on the preferences of the user. The skyline opera-
tor can take a large dataset of points and filters it to leave 
only the most interesting ones based on a set of evaluation 
criteria. A point is considered interesting if no other point 
scores higher based on the evaluation criteria. Kalyvas and 
Tzouramanis (2017) provide a survey on the state-of-the-art 
techniques for skyline query processing. Figure 6a illustrates 
a database of seven tweet objects P = {a, b, c, d, e, f , g} each 
representing the description of a tweet with two attributes: 
distance and number of followers. Figure 6b shows the cor-
responding points in the 2-dimensional space where x and 
y axes correspond to the range of attributes distance and 
followers, respectively.

Taking this into account skyline queries deflect from the 
strict ranking approach of top-k queries and directed to an 
approach that is more understandable by humans. Opposed 
to top-k queries where specific ranking functions and criteria 
are used, skyline queries assume that every user has a series 
of preferences over the attributes of data. All the preferences 
are considered equivalent and will help to discard the items 
of the dataset that will not be preferred by anyone. Small 
subset including the most interesting and preferred items 
will be the skyline set or pareto optimal set. Performance 
results are presented in Sect. 4.4.

4 � Experimental results

This section firstly describes the used GeoCOV19Tweets 
dataset and then gives performance results for the proposed 
system.

4.1 � GeoCOV19Tweets dataset

GeoCOV19Tweets Dataset (Lamsal 2020) is used in this 
paper. Geo-tagging is the process of enriching a tweet with 
location information. When a user allows Twitter to access 
his/her device location, it can use the embedded Global 
Positioning System (GPS) to get accurate coordinates and 
add them to the tweet’s metadata. This metadata contains 
various geo objects (Fig. 4) such as “place type”: “city”, 
“name”: “Manhattan”, “full name”: “Manhattan, NY”, 
“country code”: “US”, “country”: “United States” and the 
bounding box (polygon) encircling the place in the form of 
coordinates. This dataset also contains IDs and sentiment 
scores concerning the COVID-19 pandemic. The tweets 
are obtained as part of an on-going project.11 The model 
monitors the Twitter feed in real-time and filters it using 90+ 
different active keywords and hashtags that are most com-
mon when referencing the pandemic. corona, coronavirus, 
covid-19, #quarantine, and #n95 can be exemplified for these 
keywords and hashtags. Complying with Twitter’s content 
redistribution policy, only the tweet IDs are shared. The 
dataset can be re-constructed by hydrating12 these IDs. The 
tweet IDs in this dataset belong to the tweets tweeted pro-
viding an exact location. The dataset was started on March 
20, 2020 and it is updated every day. It consists of 273,632 
tweets in the English language.

All performance tests are done on Google cloud. Speci-
fications of the used server are as following: server1 - Cpu: 
8 core, Memory: 16 GB, OS: Ubuntu 18.04, Disk: 20 GB. 
Also, openjdk 1.8.0_275 for Java and apache-pulsar-2.7.0 
for Pulsar are installed on the server.

Fig. 6   A 2-dimensional data-
base of seven tweet objects

11  https://​live.​rlams​al.​com.​np.
12  https://​github.​com/​DocNow/​hydra​tor

https://live.rlamsal.com.np
https://github.com/DocNow/hydrator
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4.2 � Performance of BBs‑based translation

This sub-section gives performance results for translation of 
tweets matching with user-defined bounding boxes (BBs). 
BBs-based translation task includes one Pulsar function for 
translation. Here, the producer publishes messages to top-
ics according to BBs. Consumers subscribe to those topics, 
process incoming messages, and send an acknowledgement 
when processing is complete. An example of four topics are 
published as shown Algorithm 2.

Three performance metrics -CPU utilization, CPU load, 
and memory usage are obtained. CPU utilization is the sum 
of work handled by a CPU. It is also used to estimate system 
performance. CPU load is the number of processes that are 
being executed by CPU or waiting to be executed by CPU. 
The memory usage shows the amount of memory used on 
the system. Figure 7 shows these metrics.

4.3 � Performance of NER and sending consumers

This sub-section gives performance results for NER and 
sending consumers. Name entity recognition task includes 
one Pulsar function for name entity extraction. Here, the 
producer publishes name entity topics as shown in Fig. 5. 
Consumers subscribe to those topics, process incoming 
messages, and send an acknowledgement when processing 
is complete. Figure 8 shows performance results for NER 
task. In general, NER results were very good with only a 
few noticeable mistakes, as shown in these example for 
December 10 and December 11 sub-data:

–	 PERSON: Joe Biden, Donald Trump, Sharon Osbourne
–	 LOCATION: Antioch, California, Mumbai, Maharash-

tra, Chandler, Arizona, Limburg, Belgium
–	 ORGANIZATION: Midtown East, City Hall, Royal 

Nairobi Golf Club, Pfizer
–	 MISCELLANEOUS: Raspberry, COVID, American 

Museum of Natural History, Xmas

4.4 � Performance of skyline query run

This sub-section gives performance results for skyline que-
ries. This task includes one Pulsar function for computing 
the Pareto (non-dominated) set. Here, the producer pub-
lishes messages to topics. Consumers subscribe to those 
topics, process incoming messages, and send an acknowl-
edgement when processing is complete. Figure 9 shows 
performance results for skyline query task.

Figure 10 shows an example of Pareto efficient solu-
tion in multi-objective optimization (max favorite count 
and min follower count). Pareto optimality is a situation 
where no individual or preference criterion can be better 
off without making at least one individual or preference 
criterion worse off or without any loss thereof.

4.5 � Discussion

X-axis of every Figs. 7, 8 and 9 shows the elapsed time 
for BBs-based translation, NER detection and sending 
consumer, and skyline query tasks, respectively. So, BBs-
based translation takes 24 min (5:48–5:24), NER detection 
and sending consumer takes 5 min (16:15–16:10), and sky-
line query takes 11 min (06:31–06:20). CPU utilization is 
maximum for NER detection and sending consumer task. 
CPU load is minimum for skyline query task. Memory 
usage is minimum for skyline query task.

The main limitations of the study concern the results of 
the performance evaluation. The tests that have been per-
formed are very much context-dependent. These platforms 
have been evaluated based on specific hardware, message 
sizes, throughput levels and cluster size. While the results 
are reproducible on the same or similar hardware, it does 
not mean that one will arrive at the same type of conclu-
sions in another environment with different configurations. 
This is a general limitation regarding this type of testing, 
as there are far too many different variables and potential 
combinations to test to be able to draw generalized conclu-
sions that would fit every use case.

5 � Conclusion and future works

This paper set out to present Apache Pulsar as a distributed 
messaging system for combating pandemics. By evaluating 
the architecture and general characteristics of the proposed 
system, it is the right platform for use cases such as spatial 
analysis of the COVID-19 geo-tagged Twitter datasets. Pul-
sar is designed to handle large amounts of long-term on-disk 
persistence.

From an industrial point of view, the platforms presented 
and the conclusions drawn in the study will hopefully help 
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Fig. 7   Performance results for 
translation task
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Fig. 8   Performance results for 
NER task



784	 Y. M. Özgüven, S. Eken 

1 3

Fig. 9   Performance results for 
skyline query task
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companies that are in the process of implementing spatial 
based stream processing pipelines in their product. From 
a research point of view, the study will work as a base for 
future research in spatial analysis of different datasets. The 
study also addresses Apache Pulsar, which currently has 
very little or no presence in current published research.

For future work, there is still a need to continue doing 
performance testing using throughput and latency metrics. 
There are so many different possible combinations in terms 
of message sizes, throughput levels, hardware, platforms-
specific configurations, and etc. that could still be tested. 
Additionally, there is a need to test the impact that hardware 
has on overall performance for figuring out the optimal clus-
ter node hardware configurations. For figuring out optimal 
platform specific configurations, a model for predicting the 
performance of Pulsar could be further expanded on. Apart 
from COVID-19, other kind of diseases and well-being, and 
social networks (Vianna and Barbosa 2020; Vianna et al. 
2017) can be used for spatial analysis in distributed way.
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