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Abstract
This paper considers a wireless cognitive sensor network (WCSN) composed of distributed sensors that cooperatively sense 
multiple channels. Since the energy consumption of WCSNs is an important issue besides sensing quality requirements, the 
paper proposes a sensor selection method for multi-channel cooperative spectrum sensing that reduces energy consumption 
under detection quality constraints, for scenarios that the recharge of sensors is difficult or impossible. It is assumed that the 
sensors cannot sense more than one channel in a sensing duration because of hardware limitations. This problem is modeled 
as a coalition game in which sensors act as game players and decide to make disjoint coalitions. Each coalition senses one 
of the channels while guaranteeing that the necessary detection and false alarm probability thresholds are satisfied. Other 
nodes, that decide to sense none of the channels, turn off their sensing module at the sensing period, to extend the network 
lifetime. A novel proper utility function is proposed based on the energy consumption, false alarm probability, and detection 
probability of sensors. This paper proposes an efficient algorithm to reach a Nash-stable coalition structure. The proposed 
algorithm is compared with the optimal algorithm and two other existing algorithms through simulations. In addition, the 
computational complexity of the proposed algorithm is analyzed.

Keywords  Coalition formation game · Energy efficiency · Game theory · Multi-channel cooperative spectrum sensing · 
Wireless cognitive sensor network

1  Introduction

Among the most active research areas in communications 
are wireless cognitive sensor networks (WCSNs), which 
consist of several wireless cognitive sensors that are usually 
distributed randomly. An application of WCSN is a network 
of wireless frequency sensors that perform sensing some 
frequency channels to detect the spectrum activities of the 
channel users (Akan et al. 2009). Such the WCSN is sub-
jected to some limitations (Joshi et al. 2013). A limitation of 

WCSNs is that a node cannot sense more than one channel in 
a sensing duration (Joshi et al. 2013). Therefore, a practical 
method for multi-channel sensing is monitoring the channels 
by different sensors (Quan et al. 2008). Another important 
limitation of WCSNs is the low battery power of sensors due 
to the limited weight and size of sensors. Therefore, in sce-
narios that the recharge of the sensors is difficult or impos-
sible, reducing energy consumption is an important issue.

On the other hand, because of fading or shadowing 
effects, the cooperative spectrum sensing (CSS) is proposed 
to improve the performance of sensing significantly (Quan 
et al. 2008), in which the detection results from spatially 
distributed multiple sensors are combined to make the final 
decision (Quan et al. 2008). Therefore, the sensing quality 
of WCSN is noteworthy, meanwhile the energy efficiency.

In this paper, we are interested in the problem of cen-
tralized multi-channel CSS (MC-CSS) in a WCSN, in 
which there is a fusion center (FC) receiving the local 
sensing results from sensing nodes and makes the final 
decision about the status of the channels (Akyildiz et al. 
2008). Such the WCSN can be particularly used in various 
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application domains of smart grids such as industrial or 
army applications.

Motivated by the above discussion, in this paper for the 
assumed MC-CSS scheme, a game-theory-based algorithm 
is proposed for cooperative sensor allocation to different 
channels to reduce energy consumption, while some con-
straints on the channels sensing quality are satisfied. This 
paper considers the limited ability of sensors in multi-chan-
nel sensing, too. The reason behind selecting game theory 
(GT) for solving the problem is that it is a powerful method 
for modeling the interactions and cooperation between users, 
and several works have been done addressing its application 
for the problem of node selection (Prabakar and Saminadan 
2020). This paper proposes a coalition formation game 
(CFG) for the energy minimization problem. Cooperation 
in the form of making coalitions has been a high-interest 
topic in spectrum sensing.

The rest of this paper is organized as follows. In Sect. 2, 
the related works are discussed. In Sect. 3, the system model 
is expressed. Section 4 describes the constrained energy 
conservation problem as a coalition game. In Sect. 5, a GT-
based algorithm is proposed and the convergence of the 
game to the Nash stability is proved. The simulation results 
are presented in Sect. 6. Finally, the conclusions are pre-
sented in Sect. 7.

2 � Related works

Although some excellent works have been done using game 
theory in CSS, most of them have focused on achieving a 
high data rate for sensing nodes networks while avoiding 
interference to users of primary networks. Consequently, 
many of these techniques significantly increase system 
overhead and energy consumption. However, rapidly rising 
energy costs and increasingly rigid environmental standards 
have led to an emerging trend of addressing the “energy 
efficiency” aspect of wireless communication technologies 
(Li et al. 2011). There are several energy-efficient techniques 
for MC-CSS. For instance, in Zhang et al. (2017), schedul-
ing the sensing nodes into different groups to perform an 
energy-efficient MC-CSS was proposed, but in their method, 
the maximization of the achieved throughput for the sensing 
nodes was the main goal. They maximized the ratio of the 
achieved throughput to the energy consumption, and also, all 
the sensing nodes do sensing in a sensing period. Reducing 
the number of sensing nodes for CSS is an energy-efficient 
technique in WCSNs, which has been investigated in several 
works (Cichoń et al. 2016), through different schemes such 
as: censoring scheme in which the transmission energy of 
sensors is reduced (Maleki et al. 2015), "on/off" scheme in 
which randomly some sensors turn off their radio and do not 
perform sensing (Maleki et al. 2013), and sensor selection 

schemes (Deng et al. 2012; Najimi et al. 2013, 2015). When 
the information of channel characteristics, sensors posi-
tions, and their energy is known, the last scheme is more 
efficient. These schemes assign a subset of sensors for sens-
ing a channel such that the energy consumption is minimized 
and the desired detection accuracy is guaranteed, while the 
other nodes enter a low power mode. However, these works 
assumed a WCSN which senses only one channel, and their 
solutions were proposed based on the convex optimization 
method. In multi-channel scenarios, if the convex method 
is used, the order of channels for assigning sensors to them 
should be determined (Avili and Andargoli 2015; Bagheri 
et al. 2017a, b).

Game theory based solution has been demonstrated as a 
proper solution for multichannel scenarios. For example, in 
Devapriya and Kannan (2020), Stackelberg game was used 
to improve the spectrum and energy effectiveness in a mul-
tichannel cognitive radio network. Seeking a proper game 
method for solving the cooperative sensor selection prob-
lem in the MC-CSS scenario, this paper uses CFG. Several 
works use the CFG for CSS scenarios. For instance, in Saad 
et al. (2011) and Wang et al. (2014), CFG was used for clus-
tering sensing nodes in different clusters, such that sensors in 
every cluster share their sensing results between themselves 
in a distributed CSS scheme, such that the error of CSS in 
every coalition minimized. In Dai et al. (2016), for energy 
efficiency, a constraint on the transmission power of sensing 
nodes was assumed, all the sensors do sensing of the only 
channel which is not energy efficient. The works assumed 
a distributed CSS scheme for sensing of only one channel 
which are completely different from our assumed model. In 
MC-CSS scenarios, the CFGs were used for sensor selec-
tion, too. For instance, in Umar and Mesbah (2016), CFG 
was used to solve the problem of throughput maximization 
by making overlapping coalitions of the sensing nodes. In 
this scheme, it was assumed that every sensing node has 
multiple EDs and can sense more than one channel, simul-
taneously, which is costly and impossible for some limited 
applications. In this scheme, it was assumed that the sens-
ing nodes that don’t have data for transmission don’t sense 
channels; however other nodes should sense all the chan-
nels simultaneously, which is not energy efficient. Another 
scheme for MC-CSS, using CFG, was proposed in Hao et al. 
(2011) investigating the problem of throughput maximiza-
tion of spectrum access to the sensing nodes, such that sens-
ing nodes make coalitions and every coalition cooperatively 
senses a part of the spectrum; if it was detected idle, ran-
domly one of the nodes in the coalition would be allowed to 
send data on it. Although this scheme assumed the limita-
tion of nodes in sensing more than one channel and used 
the CFG for making disjoint coalitions, the energy of nodes 
was not considered and all the sensors perform sensing in 
each of the network lifetime durations. In Xu et al. (2012), 
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using CFG, a distributed cooperative spectrum sensing and 
accessing scheme was proposed which takes into account 
both the sensing accuracy and energy efficiency in the utility 
of coalitions. The scheme needs selecting a decision node for 
every coalition and sharing the received SNR of the nodes 
in each coalition. However, the utility of each coalition was 
defined as the ratio of the opportunistic usage of the chan-
nel to the energy consumption for sensing the channel. In 
fact, in their proposed scheme, sensing nodes are partitioned 
into groups that provide the higher throughput for them, and 
also all the nodes do sensing simultaneously, which in some 
applications is not necessary.

Because of the efficient results of using CFGs in node 
selection for MC-CSS scenarios, in this paper, the method 
is investigated. The purpose of this paper is completely dif-
ferent from the existing works using CFG. There are mainly 
the following differences between this paper and the existing 
works using CFG or other methods for node selection.

•	 First, this paper proposes a centralized algorithm for sen-
sor assignment for MC-CSS to reduce energy consump-
tion, while some constraints on the channels sensing 
quality are satisfied, while Saad et al. (2011), Wang et al. 
(2014), and Dai et al. (2016) have proposed an energy-
efficient sensor assignment for MC-CSS in a distributed 
manner.

•	 Second, this paper assumes that sensors have only one 
ED which makes the results more applicable. The pro-
posed solution does not require all sensors perform 
sensing in each iteration of the network lifetime, while 
Umar and Mesbah (2016) has proposed a scheme for 
MC-CSS in which every node has multiple ED, and Hao 
et al. (2011) and Xu et al. (2012) have proposed sensor 
assignment schemes for MC-CSS which all the nodes do 
sensing simultaneously.

•	 Third, this paper uses a CFG for solving the problem of 
energy consumption minimization for MC-CSS, while 
Avili and Andargoli (2015) and Bagheri et al. (2017a, 
b) have used convex optimization method for energy 
consumption minimization and lifetime maximization, 
respectively, but the problems are non-convex mean-
while the convex method needs determining the priority 
of channels for assigning cooperative sensors to, which 
makes the solution much complex. On the other hand, 
Umar and Mesbah (2016), Hao et al. (2011), and Xu et al. 
(2012) have used the CFG for sensor assignment for MC-
CSS but their goal was not the energy consumption mini-
mization.

In the proposed algorithm, the sensors play a coalition 
game and calculate the reward of joining each of the coali-
tions for sensing the channels. A proper utility function for 
every coalition is designed such that only sufficient nodes 

with low energy consumption sense the channels; other 
nodes turn off their sensing module. It is proved that this 
algorithm converges to a Nash-stable coalition with less 
energy consumption, an adequate detection probability, and 
a low false alarm.

3 � System model

We consider a WCSN composed of N sensors distributed 
uniformly over a region and an FC. The under monitor fre-
quency spectrum is composed of M channels with the same 
bandwidth, which are used by M primary users (PUs). It is 
assumed that every PU can use only one of the channels. A 
sample WCSN is depicted in Fig. 1. Because of the limited 
hardware of sensors, it is assumed that each sensor cannot 
sense more than one channel at the same time, but a sensor 
can sense different channels in different sensing times. In 
this scheme, every sensor is equipped with a receiver cir-
cuit which composed of a synthesizer, a narrowband filter, 
and an energy detector. The simple and low-cost receiver 
circuit is plotted in Fig. 2. In this receiver, the synthesizer 
tunes frequency based on the decision of the sensor to the 
center frequency of the selected channel (for instance the 
m-th channel is selected for sensing by sensor n), such that 
a sensor senses only one channel in every sensing period. 
If a sensor selects none of the channels for sensing, it turns 
off its sensing module at the sensing period. Therefore, for 
MC-CSS, a scheme is proposed in which the WCSN can 
simultaneously sense more than one channel by coopera-
tion between sensors. It means that after the sensors, which 
decided to sense channels, do sensing, the FC receives the 
sensing results about all the channels at the same time.

Because the tiny sensors have low complexity circuits, 
an energy detector is proposed for sensing a channel. The 
signal energy in the m-th channel is measured by the n-th 

Fig. 1   A sample of system model
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sensor as: Tm,n =
1

K

K∑
k=1

��xm,n(k)��2 , in which xm,n(k) denotes 

the k-th sample of the received signal from the m-th chan-
nel that is observed by the n-th node, and K is the number 
of samples which is calculated as fs , in which fs is the 
Nyquist sampling rate of the energy detector according to 
the under-monitor channel bandwidth, and � is the sensing 
time.

Then, the signal energy is compared with a threshold to 
generate a one-bit decision. This bit shows the detected sta-
tus of the selected channel by the n-th sensor, as follows:

When this decision bit is one, it states that the channel 
is busy, and when the decision bit is zero, it means that the 
channel is idle. Two hypotheses for the real state of every 
channel are defined. The first, i.e. H0,m , says that the m-th 
PU is not transmitting, and the second, i.e. H1,m , says that 
the PU is transmitting on the m-th channel. So under these 
hypotheses, the xm,n(k) is written as:

The k-th sample of primary transmitting signal on the m-
th channel is denoted by sm(k) , that is assumed to be an i.i.d 
random Gaussian process with zero mean and variance σ2

S
 . 

The additive white Gaussian noise with zero-mean and vari-
ance σ2

0
 is denoted by vm,n . It is assumed that sm and vm,n are 

independent. The channel gain between the m-th PU and the 
n-th sensor is denoted by a random variable gm,n . We consider 
path loss, Rayleigh fading, and shadowing effects to model 
the PU-sensor channels. Hence, the channels gain is written 
(Sklar 1997):

(1)
{

ifTm,n ≥ �;Dm,n = 1

ifTm,n ≤ �;Dm,n = 0

(2)
{

H1,m;xm,n(k) = gm,n.sm(k) + vm,n(k)

H0,m;xm,n(k) = vm,n(k)

which g̃m,n is a standard complex Gaussian random process 
(Rayleigh fading), and zm,n is a Gaussian random variable (in 
dB) with zero mean and variance �2

z
 (lognormal shadowing). 

The expression log
(

�

4�dm,n

)2

 models free-space line-of-sight 
path-loss (in dB), when � is the wavelength and dm,n is the 
distance between the PU that uses the m-th channel and the 
n-th sensor. Under the described channel model, if the n-th 
sensor senses the channel m, the sensor received signals to 
noise ratio (SNR) from the m-th PU, i.e. SNRm,n , is obtained 
as Najimi et al. (2013):

It is assumed that every sensor knows the instantaneous 
received SNR from all the channels. There are studies on the 
SNR estimation in cognitive radio networks, but it is not the 
goal of this paper. Although this assumption seems unrealis-
tic for some scenarios, it does not affect the proposed sensor 
assignment algorithm, and it can be done based on the average 
SNR, similarly (Bagheri et al. 2017a, b).

There are two important metrics for the spectrum sensing 
quality of a sensor which are called false alarm probability 
(FP) and detection probability (DP). The DP states the proba-
bility that a sensor detects a PU signal if the PU is transmitting 
actually. The FP states the probability that a sensor decides a 
channel is busy when the channel is empty. Therefore, the local 
FP and DP are calculated, respectively as Najimi et al. (2013):

Here Q(.) denotes the complementary distribution function.
The energy consumption of a sensor in a WCSN mainly 

depends on two factors: the sensing energy, and the transmis-
sion energy. Therefore, the energy consumption of the n-th 
sensor is calculated as (Najimi, et al. 2013):

The sensing energy, i.e. Es , is the amount of energy that 
a sensor consumes during the sensing time to sense the 
spectrum and to make its decision about the presence or 
absence of the PU. It is assumed that Es is constant, and it 

(3)gm,n = 9

20 log

(
�

4�dm,n

)
+zm,n

20 g̃m,n

(4)SNRm,n =
pt
||gm,n||2�2

m

�2
0

(5)Pfm,n
= P

�
Dm,n = 1�H0,m

�
= Q

��
�

�2
0

− 1

�√
fs

�

(6)

Pdm,n
= P

(
Dm,n = 1|H1,m

)

= Q

((
�

�2
0

− SNRm,n − 1

)√
fs

2SNRm,n + 1

)

(7)ECn = Es + Etn

Fig. 2   The receiver circuit of every cognitive sensor
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is the same for all sensors (It is assumed that all sensors, 
which decides to participate in CSS, pick samples with a 
similar sampling rate in a fixed sensing duration, although 
the results can be extended to the different assumption 
such as different sensing times or different bandwidth for 
different channels). The Etn denotes transmission energy 
which is the energy to send the decision bit to the FC reli-
ably, and it is calculated as Najimi et al. (2013):

, in which Et−elec is the energy used for the electronic 
circuits of the transmitter, eamp is the amplifying coefficient, 
and d0,n is the distance between the n-th sensor and the FC.

As mentioned, due to fading or shadowing effects and 
also limited sensing range of sensors, a single sensor may 
fail to detect a PU signal correctly. Cooperation between sen-
sors is proposed to increase the sensing performance (Quan 
et al. 2008). The studies on comparison of the CSS meth-
ods revealed that distributed method generally follows the 
centralized solutions, but at the cost of message exchanges 
between nodes (Akyildiz et al. 2008). Since the purpose of 
this paper is energy conservation, the centralized method is 
used for CSS. Also, it is assumed that the FC uses the logic 
OR rule to fuse the decisions of sensors (Maleki et al. 2015). 
According to the logic OR fusion rule, if at least one sensor 
detects a PU signal on a channel, the final decision shows 
that the PU is transmitting. Generally, if all the nodes decide 
to sense a channel, the global detection probability (GDP) 
and the global false alarm probability (GFP) about the status 
of the channel are obtained as Najimi et al. (2013):

The higher GDP and the lower GFP lead to more reli-
able detection of channels. Because of the energy limitation 
of sensors, it is not optimum that all the sensors partici-
pate in the sensing process. Also, if all sensors participate 
in sensing, it leads to high energy consumption and more 
GFP about the channels without increasing significant GDP 
(Ghasemi and Sousa 2008). In this paper, the cooperative 
sensors for sensing the m-th channel are inserted in a set Jm . 
After sensing duration, the cooperative sensors send deci-
sion bits to the FC. The FC combines the received bits to 
make the final decision on the status of every channel. If the 
OR fusion rule is used (Maleki et al. 2013), the GDP ( Pdm

 ) 
and GFP ( Pfm

 ) for the m-th channel are calculated as:

(8)Etn = Et−elec + eamp.d
2
0,n

(9)Pdm
= 1 −

∏
n∈N

(
1 − Pdm,n

)

(10)Pfm
= 1 −

∏
n∈N

(
1 − Pfm,n

)

In the next section, an energy-efficient MC-CSS problem 
based on the above GDP and GFP constraints is formulated 
and the novel method is described for solving the problem.

4 � The GT‑based problem

In this paper, an energy-efficient MC-CSS scheme is pro-
posed which reduces energy consumption. This scheme 
selects sensors for sensing different, under some constraints 
on detection performance. The reason behind such con-
straints is that in the WCSN, the aim is to accurately detect 
spectrum activities of PUs. Therefore, the GDP and GFP 
are limiting the sensor selection problem. In an ideal CSS, it 
should be GDP = 1 and GFP = 0 for every channel, but such 
perfect CSS is impossible in the actual system. Therefore, 
we define upper-bounds for GFP and lower-bounds for GDP 
denoted by � and � , respectively. The optimization problem 
is presented as follows:

problem 1

subject to;

The third constraint is concluded from the limitation of 
nodes in MC-CSS, which states that a sensor cannot sense 
more than one channel in each of sensing durations. How-
ever, finding the optimal solution is very complex and needs 
an exhaustive search algorithm with a high number of com-
putations 

(
(M + 1)N

)
 . We seek an algorithm that will enable 

the energy-efficient sensor assignment problem with low 
computational complexity. Because of the efficient results of 
using CFG in node/channel selection problems, especially in 
MC-CSS problems, the method is investigated in this paper. 
In this method, sensors play the game and based on their 
reward decide to join a coalition to cooperatively sense a 
channel or do not participate in the MC-CSS. The proposed 
game is denoted as:

(11)Pdm

(
Jm
)
= 1 −

∏
n∈Jm

(
1 − Pdm,n

)

(12)Pfm

(
Jm
)
= 1 −

∏
n∈Jm

(
1 − Pfm,n

)

min
Jm

M∑
m=1

∑
n∈Jm

ECn

(13-2)1. Pfm
≤ α∀m ∈ {1,… ,M}

(13-3)2. Pdm
≥ �∀m ∈ {1,… ,M}

(13-4)3. Jm ∩ Jm� = �∀m,m� ∈ {1,… ,M},m ≠ m�
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in which N = {1,… ,N} denotes the players of the game 
which are the sensors. An =

{
an0, an1,… , anM

}
= {0,… ,M} 

is the set of available actions of player n ( an0 = 0 means 
sensing no channel and selecting the action anm = m means 
participating in CSS of the m-th channel). An action pro-
file (a1,… , aN) shows the selected actions by the N players, 
when an ∈ An . In every CFG, there is a utility function that 
describes the value of every possible coalition. The value of 
a coalition Jm in sensing the channel m is denoted by u

(
Jm
)
 . 

In the assumed problem, the number of coalitions is fixed and 
equal to M + 1, and the coalitions are mutually disjoint (from 
constraint (13–4)). The value of a coalition must capture the 
tradeoff between the GDP, the GFP, and energy consump-
tion. In this paper, u

(
Jm
)
 must be an increasing function of 

GDP within the coalition Jm and a decreasing function of the 
GFP and the energy consumption of sensors in the coalition. 
If a sensor decided to sense no channels its utility would be 
zero. Because the sensors that select actions an0 (we name it 
as coalition zero), receive no gain meanwhile spend no cost. 
The reason behind the zero coalition is that all sensors don’t 
perform sensing if it is not necessary. We propose the follow-
ing utility function for the CFG solving the problem 1 (See 
Appendix 1):

in which, E
(
Jm
)
 denotes the sum of energy consumption 

of sensors in the coalition Jm, min(E) denotes the minimum 
energy consumption for sensing the channel m which is equal 
to the energy consumption of only one node with the lowest 
energy consumption. The maximum energy consumption is 
for the case that all the sensors sense the channel m, and it is 
denoted by max (E).

In this paper, it is assumed that each sensor n can select 
between two possible kinds of strategies: The first is adding 
to a coalition when other nodes in the coalition remain. The 
second is adding to a coalition when a node n0 in the coali-
tion removes, it means that the n0 is replaced by the sensor n, 
when the removed sensor goes to the coalition zero. In both 

(14)} =
{
N,

{
An

}
n∈N

,
{
u
(
Jm
)}

Jm⊂N

}

(15)u
�
Jm
�
=

⎧⎪⎨⎪⎩

Pdm

�
Jm
�
≥ �,Pfm

�
Jm
�
≤ � ∶

max (E)−E(Jm)
max (E)−min (E)

Pdm

�
Jm
��

�∕Pfm

�
Jm
��

� ∶
−E(Jm)

max (E)−min (E)

types, the player n receives a reward or penalty for select-
ing a coalition Jm . We determine the reward based on the 
shapely value (Shapely 1953). This reward value determines 
how much benefit results in a coalition value if the player adds 
to the coalition. For the first kind of strategies, the reward is 
calculated as:

in which u
(
Jm
)
 is the utility of the coalition Jm before the 

n-th sensor is added to, and u
(
Jm + {n}

)
 denotes the utility 

of the coalition after the n-th sensor is added to. For the 
second kind of strategies, the reward is calculated, as:

when u
(
Jm + {n} −

{
n0
})

 denotes the utility value of the 
coalition when a sensor n0 in the coalition is replaced by the 
sensor n. If the sensor decision increases the coalition value, 
it gains a positive reward. If the sensor decision decreases 
the coalition value, it gains a negative reward which means 
penalty.

5 � The GT‑based sensor assignment 
algorithm

In this section, a centralized coalition formation algorithm 
is proposed for sensor assignment for MC-CSS in a WCSN. 
The main properties of the algorithm are discussed.

A.	 The coalition formation algorithm

First sensors randomly select a coalition (a channel for sens-
ing or take action an0 ). Then, sensors start to play the game 
such that: a player is selected randomly. The selected node 
calculates its reward from joining in any of the coalitions and 
also it calculates its reward from replacing each other node 
in the coalitions. If there is a coalition that makes greater 
reward than the current coalition the sensor changes its 
decision. Playing the game continues until reaching a stable 
state. In this state, no sensor changes its decision. Table 1 
presents a pseudo code for the GT-based algorithm.

(16)Ren
(
Jm
)
= u

(
Jm + {n}

)
− u

(
Jm
)

(17)Ren
(
Jm
)
= u

(
Jm + {n} −

{
n0
})

− u
(
Jm
)

Table 1   The GT-Based 
Algorithm Step 1: sensors randomly select channels

Step 2: while (the latest N players have changed their decision) % The stop criteria
1. a sensor n is selected randomly
2. The selected sensor calculates his reward from participating in any coalition
3. The selected sensor calculates his reward from replacing any sensors in current coalitions
4. The selected sensor decides to sense or not, and if sense which of channels based on its reward, in this 

way that it selects the highest reward
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In section B, it is proved that the sequences of the pro-
posed algorithm steps do not run into cycles, but reach Nash 
equilibrium (NE) after a finite number of steps. The NE is 
defined as an action profile (a1,… , aN) if and only if no 
player can improve its utility by deviating unilaterally (Xu 
et al. 2012).

B.	 Proof of converging toward NE

Here, we use a potential approach for analyzing the game. 
To this end, a potential function for the game is defined and 
the properties of the potential game are used (Lã et al. 2016). 
First, the definition of a special type of potential game: ordi-
nal potential game (OPG), is given. Then, it is proved that 
the game is an OPG. Finally, we prove the proposed game 
converges to an NE.

Definition 1  (Ordinal Potential Game) (Ordinal Potential 
Game) A game } =

{
N,

{
An

}
n∈N

,
{
u
(
Jm
)}

Jm⊂N

}
 is an OPG 

if there is a function Φ such that every move of the players 
to increase their selfish benefit increases the potential func-
tion, too Mardan et al. (2009).

Theorem 1  The proposed CFG is an OPG.

Proof  See Appendix 2.	�  ◻

Theorem 2  The proposed CFG has at least one NE and the 
algorithm converges to a NE.

Proof  To prove the theorem we use the following proper-
ties of OPGs: (1) At each step of the players’ dynamics 
the potential of OPGs strictly increases; (2) OPGs do not 
take a repeating circle, and stop at one point, certainly; 
(3) If the potential function of OPGs has a limited upper 
bound, these games converge to a NE in a finite number of 
steps. The proof of the mentioned properties of OPGs was 
exhaustively presented in (Lã et al. 2016) and (Monderer 
and Shapely 1996). To this end, in Appendix 2, in (21), we 
define the potential function of the proposed game as the 
sum of the utilities of all the coalitions. Since the utility 
function, defined in (15), has a finite upper bound (the lim-
ited measure of the utility function is discussed in Appendix 
1), the defined potential function has a limited upper bound. 
Therefore, according to the above-mentioned properties, the 
CFG proposed in the paper has at least one NE, also, it is 
concluded that the proposed game converges to a NE in a 
finite number of steps. In our model, Nash equilibria are the 
fixed points of the dynamics defined by improvement steps 
of sensors. 	�  ◻

6 � Simulation results

In this section, the proposed GT-based algorithm is numeri-
cally evaluated through computer simulations using MAT-
LAB. Monte-Carlo method is used with 1000 number of itera-
tions, in order to calculate average results. A square region 
with a length of 200 m is assumed in which an FC located in 
the center, N sensors and M PUs are distributed identically. The 
IEEE 802.15.4/Zigbee is used for the cognitive sensors (Han 
and Lim 2010). The sampling frequency of energy detectors is 
equal to the Nyquist frequency, and the threshold level of the 
detectors is assumed as a coefficient of the noise power. The 
simulation parameters are presented in Table 2.

The performance of the proposed GT-based algorithm 
is compared with the following algorithms in a comparable 
condition:

1.	 Exhaustive search In this algorithm, all the possible 
solutions are checked, and if there is an optimal solu-
tion, the algorithm finds it. But, this algorithm is very 
complex which needs long processing time. However, 
in a small number of nodes and a few number of chan-
nels, this algorithm has been compared to demonstrate 
the effectiveness of the GT-based algorithm in terms of 
processing time and energy conservation.

2.	 Random algorithm This algorithm randomly selects 
sensors for sensing the channels. The sensor selection 
is done until the GDP constraint is met or the GFP con-
straint is violated. Because this algorithm has the least 
complexity, it is compared with the GT-based algorithm.

Since the aim of WCSN is opportunistic usage of fre-
quency, so the proper algorithm reduces energy consumption 
while the answer leads to a low probability of interference 
and the high probability of correct detection. Therefore, a 
metric is defined which shows the rate of finding solutions 
that satisfy all the problem constraints. This success rate is 
calculated as the ratio number of iterations that an algorithm 
finds an acceptable answer to the total number of iterations. 
Figure 3 presents the success rate of the algorithms at the 
different number of sensors. If the total number of sensors 
is high, the processing time of the exhaustive search is too 
long. Therefore, only a small range of variation of sensors 
number is simulated for the exhaustive search. Increasing the 

Table 2   The values of simulation parameters

�2

z
 = 3db �2

0
 = 10−11 W

Es = 190nJ Et−elec = 80nJ

eamp = 40.4pJ∕m2 pt = 20mW
� = 0.01 � = 0.99
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total number of sensors improves the success rate of all the 
algorithms that is because of increasing the number of sen-
sors with higher DP for being selected. The exact search has 
the highest success rate because this algorithm finds the opti-
mal answer if it exists. It is noted that in some cases there 
is no answer satisfying all the constraints. The GT-based 
algorithm finds answers with the second-highest success 
rate, which is very close to the optimal answer. It means that 
the proposed GT-based algorithm finds the optimal answers 
with probability more than 96% (it would be explained in 
Table 3). The random sensor selection algorithm has the 
lowest success rate, because of paying no attention to the 
sensors DP and energy.

In Fig. 4, the total energy consumption for the MC-CSS 
is compared at the different number of sensors. This plot 
shows that the difference in energy consumption between 
the proposed GT-based algorithm and the exhaustive search 
is lower than 3%. This means that this algorithm efficiently 
provides sensors decisions for cooperating in the MC-CSS. 
The random algorithm does not select appropriate sensors, 
so more sensors are selected for satisfying the detection con-
straints. Besides, the selected sensors may also consume a 
lot of energy. As the total number of sensors increases, the 
number of sensors with higher DP increases, consequently. 
Therefore, the average total energy consumption of all algo-
rithms decreases except for random. Because, in GT-based 

and exhaustive algorithms the sensors are selected deliber-
ately, however, in the random algorithm, more sensors can 
be selected when the total number of sensors increases.

In Fig. 5, the total energy consumption for a network with 
a fixed number of sensors is compared for sensing the dif-
ferent number of channels. Increasing the number of under 
sensing channels needs more energy, because of using more 
number of sensors. Since the exhaustive algorithm for the 
higher number of channels needs a long time and much 
memory, we just assumed eight sensors. However, the simu-
lation of exhaustive search is compared only for one, two, 
and three channels, because in a higher number of channels 
it takes a long time, even in the low number of sensors. This 
plot shows that there is no difference in energy consumption 
between the proposed GT-based algorithm and the exhaus-
tive search, when number of channels is small. This means 
that this algorithm efficiently provides sensors decisions for 
cooperating in the MC-CSS, while it needs shorter time. The 
random algorithm selects sensors such that it consumes the 
highest measure of energy, because it does not select appro-
priate sensors, so more sensors are selected for satisfying 
the constraints on GDP.

In Fig. 6, the success rate of algorithms at different 
power of PU signals is plotted, when a WCSN composed 
of eight sensors is used for sensing two channels. This plot 

Fig.3   The success rate at different sensor numbers ( M = 2)

Table 3   The Success Rate 
of The GT-based Algorithm 
Versus Optimal Search

Number of nodes 4 8 10 12

Success rate of exhaustive search 0.650 0.800 0.920 0.970
Success rate of GT-based algorithm 0.645 0.774 0.882 0.946
The difference percentage of algorithms 0.7692% 3.2500% 4.0304% 2.4742%

Fig. 4   The consumption energy at different number of sensors 
( M = 2)
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shows when the pt is low, i.e. when the DP of sensors is 
low, the proposed GT-based algorithm finds the optimum 
answer, as in the best condition, in terms of detection qual-
ity of sensors. Also, it is seen that when the pt increases, the 
success rate of the random algorithm is closer to the suc-
cess rate of the optimal exhaustive search because in this 
case the number of sensors with adequate DP increases.

In Fig. 7, the convergence of the GT-based algorithm is 
plotted. The first plot shows the changes in the energy con-
sumption of sensors for the MC-CSS at different iterations 
of the game. The next four plots show the changes in the 
GDP of coalitionist sensors for CSS of different channels 

at different iterations of the game. It shows that the energy 
consumption of cooperative sensors during the game is a 
descending curve. Also, the GDP of all the channels are 
ascending curves with a final measure higher than �.

The simulations present the efficiency of the game theory 
in selecting appropriate sensors in a WCSN, such that the 
total energy consumption is minimized. Now, the algorithms 
are compared in Table 3, respect with the processing time 
of finding a solution. It is noted that the optimal exhaus-
tive search finds optimal sensors with the complexity order 
of O(N!) which takes a long time for a higher number of 
nodes. The random algorithm has the lowest complexity 
order, which needs the shortest time. But, the random algo-
rithm consumes more energy, meanwhile, it does not find an 
efficient solution. Although, the GT-based algorithm needs 
more time for finding a solution than the random algorithm, 
its solutions are more efficient. Also, the complexity order 
of the GT-based algorithms is much less than the exhaustive 
search, from the complexity order of O(N!), meanwhile, it 
finds the optimal answers with probability more than 96%.

In Table 4, the GT-based algorithm is compared with 
the random algorithm to evaluate the energy efficiency of 
the proposed method. This table indicates that although the 
random algorithm has the lowest complexity, which needs 
the shortest time, it consumes more energy. On the other 
hand, the GT-based algorithm needs more time for finding 
a solution than the random algorithm, but its solutions are 
more efficient. The results demonstrate that the proposed 
algorithm finds the answers with more than %139.1 in a 
WCSN composed of at least 6 sensors performing CSS in 2 
channels. Also, when the number of sensors increases, the 
efficiency of the proposed algorithm has higher enhance-
ment. The reasons for this increase in efficiency of the GT-
based algorithm compared to the random algorithm are: (i) 
the number of sensors with higher DP increases if the total 
number of sensors increases. (ii) The random algorithm does 
not select appropriate sensors, so more sensors are selected 
for satisfying the detection constraints. Besides, the selected 
sensors may also consume a lot of energy. (iii) The GT-based 
algorithm selects sensors with higher DP and lower energy 
consumption. Therefore, the average energy consumption 
for the GT-based algorithm decreases but it increases for 
the random algorithm.

7 � Conclusion

In this paper, an algorithm for coalition formation in a 
WCSN was proposed, to select nodes to perform MC-CSS, 
that it reduces consumption energy, for scenarios that the 
recharge of sensors is difficult or impossible. Also, it was 
assumed that the sensors cannot sense more than one chan-
nel in a sensing duration. This problem was modeled as a 

Fig. 5   The consumption energy for sensing different number of chan-
nels ( N = 8)

Fig. 6   The success rate at different power of primary signals 
( M = 2,N = 8)
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coalition game in which sensors act as game players and 
decide to make coalitions to sense the channels or not while 
guaranteeing that the necessary detection probability and 
false alarm probability thresholds are satisfied. Then an effi-
cient algorithm to reach a Nash-stable coalition structure 
was concluded. Due simulations, it was demonstrated that 
the proposed algorithm reduces the energy consumption 
while provides sufficient detection quality, which leads to 
extending the network lifetime. Also, it was demonstrated 
that the proposed GT-based algorithm finds the optimal 
answer with a probability higher than 96%, meanwhile, the 
complexity order of the proposed algorithm is very lower 
than the exhaustive search.

Appendix 1

We want to define a suitable value function for coalitions in 
the proposed game such that it conducts the game to a proper 
NE, which minimizes the energy consumption, while it must 
capture the tradeoff between the GDP, the GFP, and energy 
consumption. Based on the (Lã, Chew, & Soong, 2016), for 

a finite OPG, the rank of a strategy is a proper candidate for 
the value of the strategy. This rank of a strategy is measured 
by counting the number of other strategies that have lower 
benefits than the strategy.

Now we use this idea to define a coalition utility for the 
proposed game. We define zero value for the coalition num-
ber of zero, i.e. the coalition of sensors which sense none 
of the channels. The result of selecting this zero value is 
that if sensors spend no cost, they receive no gain. Also, if 
a coalition does not satisfy at least one of the constraints 
( Pdm

(
Jm
)
< 𝛽 or Pfm

(
Jm
)
> 𝛼 or both), its value is defined 

negatively because forming the coalition causes to consume 
energy but it cannot provide adequate detection quality. If 
a coalition satisfies all the constraints ( Pdm

(
Jm
)
≥ � and 

Pfm

(
Jm
)
≤ � ), its value is defined positively.

Based on the energy consumption minimization goal of 
the problem, the value of a coalition must be a decreasing 
function of E

(
Jm
)
 , i.e. the sum of energy consumption of 

sensors in the coalition(Jm), in the coalition. Between coali-
tions with positive values, the lower E

(
Jm
)
 , the more utility. 

So when a player wants to make a decision, it first deter-
mines the effect of its decision on the E

(
Jm
)
 . If its decision 

Fig. 7   The potential function, the total energy consumption and the GDPs of channels versus iterations ( M = 4,N = 40)

Table 4   The energy 
consumption efficiency of 
the gt-based algorithm versus 
random algorithm (M = 2)

Number of nodes 6 8 10 12

Total energy consumption of random algorithm (µJ) 2.2 2.75 3.1 3.4
Total energy consumption of GT-based algorithm(µJ) 0.92 0.88 0.84 0.82
The difference percentage of algorithms %139.1 %212.5 %269.1 %314.6



9373Energy‑efficient sensor selection for multi‑channel cooperative spectrum sensing based…

1 3

decreases the E
(
Jm
)
 with respect to the previous round of 

the game, selecting the decision causes more utility. There-
fore, we have defined the utility of the coalition when the 
sensor decision provides Pdm

(
Jm
)
≥ �,Pfm

(
Jm
)
≤ � as:

in which min(E) denotes the minimum energy consump-
tion for sensing the channel m (it is equal to the energy 
consumption of only one node with the lowest energy 
consumption). The maximum energy consumption is for 
the case that all the sensors sense the channel m, and it is 
denoted by max (E) . This normalization has been used to 
control the utility as:

This normalization has been used to demonstrate that 
the game has a limited utility, which would be used in the 
stability and convergence of the game.

A similar ordering of coalition values is done for the 
strategies that have a negative value. If a sensor decision 
decreases E

(
Jm
)
 , selecting the decision has more utility. 

Therefore, we have defined the utility of the coalition as 
−E(Jm)

max (E)−min (E)
 , which has a measure lower than zero and it is 

an incremental function with a decrease in energy con-
sumption. Finally, the utility value of every coalition is 
defined as:

Appendix 2

We define the following potential function for the pro-
posed game:

in which Jl is the current coalition of sensors that 
cooperatively sense channel l. Given any coalition Jm , an 
improvement step of player n is a change of its strategy 
from an = m to an = m� , such that the reward utility of 
player n increases. This move is performed in two possible 
ways. The first way is adding to the coalition m′ when other 
nodes in the coalition remain. In this ways, the player n 
does the move when he receives more reward, i.e.:

(18)
max (E) − E

(
Jm
)

max (E) −min (E)

(19)0 ≤
max (E) − E

(
Jm
)

max (E) −min (E)
≤ 1

(20)u
�
Jm
�
=

⎧⎪⎨⎪⎩

Pdm

�
Jm
�
≥ �,Pfm

�
Jm
�
≤ � ∶

max (E)−E(Jm)
max (E)−min (E)

Pdm

�
Jm
��

�∕Pfm

�
Jm
��

� ∶
−E(Jm)

max (E)−min (E)

(21)Φ
(
J0,… , JM

)
=

M∑
l=1

u
(
Jl
)

Now the potential function of the game before and after 
the move of player n are called as Φ1 and Φ2 , respectively. 
The measures of potential function are calculated as:

Therefore, the change in the potential function of the 
game is calculated as:

The second way for the player n is adding to the coali-
tion m′ when a node n0 in the coalition removes. This move 
is done if:

Now the measure of Φ2 is calculated as:

Therefore, the change in the potential function of the 
game is calculated as:

Hence; an improvement step of an individual player 
increases also the potential function, in both possible 
ways, and it is concluded that the proposed game is an 
OPG.

(22)
Ren

(
Jm� + {n}

)
> Ren

(
Jm + {n}

)
→

u
(
Jm� + {n}

)
− u

(
Jm�

)
> u

(
Jm + {n}

)
− u

(
Jm
)

(23)

Φ1 =

M∑
l=1

u
(
Jl
)
= u

(
Jm�

)
+ u

(
Jm + {n}

)
+

M∑

l = 1

l ≠ m,m�

u
(
Jl
)

(24)

Φ2 =

M∑
l=1

u
(
Jl
)
= u

(
Jm� + {n}

)
+ u

(
Jm
)
+

M∑

l = 1

l ≠ m,m�

u
(
Jl
)

(25)

ΔΦ = Φ2 − Φ1

= u
(
Jm� + {n}

)
+ u

(
Jm
)
− u

(
Jm�

)
− u

(
Jm + {n}

)
> 0

Ren
(
Jm� + {n} −

{
n0
})

≥ Ren
(
Jm + {n}

)
→

(26)

Ren
(
Jm� + {n} −

{
n0
})

≥ Ren
(
Jm + {n}

)
→

u
(
Jm� + {n} −

{
n0
})

− u
(
Jm�

)
> u

(
Jm + {n}

)
− u

(
Jm
)

(27)

Φ2 =

M∑
l=1

u
(
Jl
)

= u
(
Jm� + {n} −

{
n0
})

+ u
(
Jm
)
+

M∑

l = 1

l ≠ m,m�

u
(
Jl
)

(28)
ΔΦ = Φ2 − Φ1 = u

(
Jm� + {n} −

{
n0
})

+ u
(
Jm
)
− u

(
Jm�

)
− u

(
Jm + {n}

)
> 0
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