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Abstract
In graph-based extractive text summarization techniques, the weight assigned to the edges of the graph is the crucial param-
eter for the sentence ranking. The weights associated with the edges are based on the similarity between sentences (nodes). 
Most of the graph-based techniques use the common words based similarity measure to assign the weight. In this paper, we 
propose a new graph-based summarization technique, which, besides taking into account the similarity among the individual 
sentences, also considers the similarity between the sentences and the overall (input) document. While assigning the weight 
among the edges of the graph, we consider two attributes. The first attribute is the similarity among the nodes, which forms 
the edges of the graph. The second attribute is the weight given to a component that represents how much the particular edge 
is similar to the topics of the overall document for which we incorporate the topic modeling. Along with these modifica-
tions, we use the semantic measure to find the similarity among the nodes. The evaluation results of the proposed method 
demonstrate a significant improvement of the summary quality over the existing text summarization techniques.

Keywords Text summarization · Extractive summarization · Graph-based · Topic-based · Similarity measure

1 Introduction

The amount of the data available on the Internet has achieved 
such an enormous volume; it is infeasible for human beings 
to extract useful information within the desired time. With-
out summaries, it is impractical for the users to read the vast 
information which is available online (Saggion and Poibeau 
2013). Hence we need a method through which we can have 
the essence of the large text effectively at the desired time.

The text summarization is the method of creating the 
compressed or shorter version of a given text document that 
contains useful information for the users. The fundamen-
tal aim of the text summarization is to reduce the content 

and size of the given text to its important points (Alterman 
1991).

Using computer algorithms, the summarization methods 
produce a summary of given text while retaining the original 
meaning (Mirshojaee et al. 2020).

The text summarization can be categorized based on vari-
ous parameters. On the basis of the output type, the summa-
rization can be either abstractive or extractive. The extrac-
tive summarizers produce the summaries by selecting a few 
relevant or important sentences from the original document. 
In the abstractive summarization, the summary is generated, 
which consists of ideas or concepts taken from the original 
document. The abstractive summarizers may even produce 
new sentences to the summary.

To find the best sentence for the summary, the summa-
rization techniques can use either a query-based or generic 
approach. In query-based methods the sentences for sum-
mary are generated based on given topic or query (Ouyang 
et al. 2011; Abdi et al. 2018a; Van Lierde and Chow 2019; 
Yousefi-Azar and Hamey 2017). The proposed method is 
generic approach of summarization where generalized sum-
mary is generated irrespective of any query.

Various summarization methods are proposed for 
both the extractive and abstractive summarizations. Text 
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summarization originally started with feature -based strat-
egies where different attributes (linguistic and statistical) 
are used to quantify the importance of the sentences to be 
included in the summary (Baxendale 1958; Fattah and Ren 
2008; Ferreira et al. 2013; Gupta et al. 2011; Lloret and 
Palomar 2009; Luhn 1958; Xu et al. 2017; Mutlu et al. 2019; 
Abdi et al. 2018b). Relevance Measure based (RM-based) 
methods (Gong and Liu 2001; Haiduc et al. 2010) use sta-
tistical similarity to find the ranks of the sentences to be 
included in the summary. Topic-based methods (Blei et al. 
2003; Chang and Chien 2009; Fu et al. 2020; Luhn 1958; 
Nguyen et al. 2019) use the distribution of the topic words 
embedded in the input document to find the important sen-
tences for the summary. Latent Semantic Analysis based 
methods (LSA-based) (Gong and Liu 2001; Haiduc et al. 
2010; Ozsoy et al. 2011) use the singular value decomposi-
tion to reduce the dimension of the sentence vector to be 
included in the summary. Graph-based methods (Barrios 
et al. 2016; Erkan and Radev 2004; Ganesan et al. 2010; 
Mihalcea 2004; Mihalcea and Tarau 2004; Nguyen-Hoang 
et al. 2012; Thakkar et al. 2010) first create a graph for the 
input text; afterward graph ranking techniques are applied 
to rank the candidate sentences for the summary. Template-
based methods (Harabagiu et al. 2002) use the templates 
populated with information extracted from the input docu-
ment. Recently, machine learning based methods (Abdi et al. 
2018b; Fuad et al. 2019; Iyer et al. 2016; Mani and Bloedorn 
1998; Mao et al. 2019; Narayan et al. 2018; Rush et al. 2015; 
Yang et al. 2020; Zhang et al. 2018b) are extensively used 
for text summarization, where trainable summarizers find 
the parameters of the candidate sentences to be included in 
the summary.

In the topic-based techniques, each sentence is assumed 
to represent one of the themes/topics embedded in the given 
document. As a result, many times, more than one sentences 
selected in summary represent a similar topic or subject. As 
statical feature-based methods do not consider the seman-
tic significance of words, many times, good sentences are 
overlooked to be included in the summary. Whereas, most 
abstractive methods require linguistic treatment for the 
implementation. If we observe the supervised techniques, 
these methods have dataset constraints, i.e., the prerequi-
site of the training data (both the input text and respective 
summary).

The problem associated with the extractive methods of 
the summarization is the redundancy, i.e., more than one 
sentences included in the summary usually contain a similar 
sort of information. On the other hand, abstractive text sum-
marizers are very complex in nature.

Considering the above-discussed shortcomings, we 
incorporate the topic/keyword modeling in the graph-based 
method so that sentences representing the given text’s best 

topics can be identified efficiently. Moreover, rather than 
using a statistical approach, we utilized semantic measure 
while finding the similarity between the sentence in the 
graph. Apart from all this, we have proposed a new formula 
that incorporates topic words (or keywords) generation and 
weight assignment steps independently to make the algo-
rithm adaptable for future changes.

The proposed methods is an unsupervised graph-based 
approach for extractive summarization, where our prime 
concern is to overcome the problem of redundancy by 
including only those sentences in the summary which con-
tain the maximum topics of the input text.

In the graph-based methods, the sentences of the input 
document are represented as the nodes of the graph and vari-
ous similarity measures are used to assign the weight to the 
edges of the graph (Barrios et al. 2016; Erkan and Radev 
2004; Mihalcea 2004; Mihalcea and Tarau 2004; Thakkar 
et al. 2010). The graph ranking algorithms (Brin and Page 
1998; Herings et al. 2001; Kleinberg 1999) find the rank 
of nodes so that top-ranked nodes (i.e., sentences) can be 
included in the extractive summary of the input document. 
The graph-based extractive text summarization techniques 
use the following generalized steps

• Representation of the sentences in the form of a graph 
(sentences as nodes and similarity measure to assign a 
weight to the edges)

• Applying graph-based methods to find the ranks of the 
nodes.

• Summary generation on the basis of rank.

Assigning the weight to edges of the graph is the challeng-
ing task for the graph-based text summarization techniques. 
The similarity measure introduced in the proposed method 
is dependent on both the sentences ( which form the edges) 
as well as the overall (input) document.

Evaluation of the proposed method is carried out on two 
publicly available datasets, i.e., CNN/DailyMail (Hermann 
et al. 2015) and Opinosis (Ganesan et al. 2010). The pro-
posed approach is evaluated on both the datasets for vari-
ous ROUGE tools (Lin 2004) and compared with existing 
state-of-the-art methods of text summarization. The sum-
mary generated by the proposed method is found to score 
better results when compared to existing text summarization 
techniques.

The remaining of the paper is organized as follows: 
Sect. 2 includes a detailed discussion on related text summa-
rization methods, where we have concentrated explicitly on 
graph-based techniques. Section 3 has a detailed discussion 
about the proposed method. The evaluation of the proposed 
method is demonstrated in Sect. 4 followed by the conclu-
sion and future work in Sect. 5.
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2  Related work

The proposed method is based on graph-based extractive text 
summarization techniques. The fundamental idea behind the 
extractive strategy of the text summarization is to discover 
the importance (or relevance) of the sentences so that the 
best sentences for the summary can be identified. The text 
summarization methods mainly differ according to how the 
sentences of the input document are represented in inter-
mediate form, and the rank (importance) of the sentences 
is decided. Correlating the proposed work with the tech-
niques available in the field of text summarization, we have 
organized the related works in the manner as given in Fig. 1. 
We have mainly focused on extractive text summarization 

techniques. As the proposed work is based on graph-based 
techniques, we have an explicit and detailed analysis of 
graph-based text summarization.

The extractive summarization techniques produce the 
summaries by selecting a subset of the sentences from the 
original document (Allahyari et al. 2017). Text summari-
zation techniques originally started by utilizing the differ-
ent feature incorporated in the text data to find the score of 
the sentences to be included in the summary. In feature-
based summarization, numerous statistical and linguistic 
features are used to find the relevance (or importance) of 
the sentences to be included in the summary. Various fea-
tures have been used by researchers for assigning relevance 
to the sentences, i.e., word frequency, sentence position, 
proper noun, word co-occurrence, tf-idf, lexical similarity, 

Fig. 1  Related work
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sentence resemblance to title, cue phrases, etc (Baxendale 
1958; Edmundson 1969; Fattah 2014; Fattah and Ren 2008; 
Ferreira et al. 2013; Gupta et al. 2011; Lloret and Palomar 
2009; Mutlu et al. 2019; Xu et al. 2017). Which of the fea-
ture set will be the best combination for the summarization 
algorithms, is still a challenging task. The results of these 
methods are also affected because of the domain of the input 
text. The proposed method is independent of the domain of 
the text.

Relevance Measure (RM) based text summarization uses 
statistical distance among the sentence and overall docu-
ment to find the best sentences for the summary. Gong and 
Liu (2001) proposed the RM and LSA based techniques to 
generate the extractive summary of the input document. The 
similarity between each sentence and the overall document is 
calculated with the help of statistical methods, and sentences 
are ranked on the basis of the similarity. The main step is 
the representation of the terms (i.e., words) and documents 
in the form of a matrix where each row represents a docu-
ment (or sentence), and each column corresponds to a term 
or vice versa. The value of a cell in the matrix is the repre-
sentation of the weight of a term (column) with respect to 
a document (the row). Gong and Liu (2001), in their work, 
have calculated the similarity of each sentence with the over-
all document vector, and rank has been generated based on 
similarity. The top-ranked K sentences are included in the 
extractive summary of the input document. The statistical 
measures are used to find the relevance of the sentences in 
RM based techniques. On the other hand, we have incorpo-
rated semantic measures for the similarity calculation among 
the sentences.

The dimension reduction techniques are applicable in text 
data that operate on the modified term-document matrix. 
Latent Semantic Analysis technique uses the concept of sin-
gular value decomposition to reduce the dimension (Deer-
wester et al. 1990). LSA is the technique used to reduce 
the number of rows while preserving the similarity among 
columns. Gong and Liu (2001) and Ozsoy et al. (2011) used 
Latent Semantic Analysis (LSA) based text summarization 
in their work.

The proposed method is based on a graph-based strategy, 
where we have incorporated the topic modeling technique to 
create the graph. We have an explicit discussion on graph-
based techniques where our main objective is to investigate 
how the weights of the edges in the sentence-based graphs 
methods can affect the results of the text summarization.

Graph-based ranking algorithms are used to decide the 
importance of the nodes (vertices) within a graph, by utiliz-
ing the information drawn from the graph structure. The 
graph-based algorithms are also applicable in text-based 
ranking applications.

In graph-based techniques, the sentences are considered 
as nodes and common words based methodology is utilized 

to create the edges among the nodes (Vetriselvi and Gopalan 
2020).

Kleinberg (1999) introduced Hyperlink-Induced Topic 
Search (HITS) is a graph-based algorithm that rates Web 
pages. He developed an algorithm that uses the web link 
structure in order to discover and rank pages that are relevant 
to a particular topic. For each node, HITS algorithm gener-
ates two sets of scores i.e. “authority” and “hub” as follows

HITS algorithm has also been successfully applied in auto-
matic text summarization task.

Herings et al. (2001) introduced the positional power 
method, a ranking algorithm determining the score of a ver-
tex. The score of the vertex is dependent on both the number 
of its successors and respective scores.

PageRank is an algorithm for deciding the rank of web pages 
(Brin and Page 1998). The algorithm assigns a higher rank to 
a web page that is more frequently cited by other web pages. 
Let G= (V, E) is the directed graph, where V is the set of 
nodes (or vertices) and E is the set of edges. In(VI) is the set 
of vertices that point to it (in-degree), and Out(VI) is the set 
of vertices that the vertex VI points to (out-degree). The rank 
(or score) of a vertex is calculated as follows

or in the simplified form, it is like

Rank(V) is the rank of page V, and C(V) is the number of 
links out of the page V.

where d is a damping factor which shows the probability 
of jumping from a given vertex to another random vertex in 
the graph. It can be set the value from 0 to 1 and have the 
default value 0.85.

On the basis of PageRank, Mihalcea and Tarau (2004) 
proposed the TextRank method, which is used to predict 
the rank of text sentences to generate the summary. The 
sentences of the text are represented as the nodes, and the 
similarity between the sentences is represented as the edge 

(1)HITSAuthority(VI) =
∑

VJ∈In(VI )

HITSHub(VJ)

(2)HITSHub(VI) =
∑

VJ∈Out(VI )

HITSAuthority(VJ)

(3)

POSITIONALPower(VI)

=
1

|V|
∑

VJ∈Out(VI )

(1 + POSITIONALPower(VJ))

(4)Rank(VI) = (1 − d) + d ∗
∑

VJ∈In(VI )

1

|Out(VJ)|
Rank(VJ)

(5)
Rank(V) = (1 − d) + d(Rank(V1)∕C(V1) + ...

+ Rank(VN)∕C(VN))
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among the nodes. A function is needed to compute the 
similarity between the sentences and used to build edges 
in between. For identifying the edges that connect such text 
units or nodes, different methods, i.e., overlapping words 
among the sentences, cosine similarity, longest common 
subsequence (LCS), etc. can also be used. The edges of the 
graph can be directed or undirected. The generalized steps 
used in TextRank algorithms are as follows 

Step 1.  Identify text units (as sentences) and add them as 
nodes in the graph.

Step 2.  Now identify the relations that will be used to con-
nect nodes (text units), and use these relations to 
draw edges between nodes in the graph.

Step 3.  Use the graph-based ranking algorithm (i.e., Pag-
eRank) and iterate until convergence.

Step 4.  Sort the nodes based on their final rank score.

The final rank value associated with each node is used 
for sentence selection (in summary) decisions. Mihalcea 
and Tarau (2004) introduce a new formula for graph-based 
ranking algorithm.

In addition to the connection between the nodes, they have 
also incorporated the concept of weight to the edges. The 
weight WIJ is the weight of the edge connecting the node VI 
and VJ.

Different methods are used to assign a weight to the edges 
of the graph. One of the ways is to use the number of over-
lapping words between two sentences which are denoted by 
the nodes VI and VJ . Actually, the weight of the edges is the 
representation of similarity measure between the sentences 
(or the nodes of the graph). Mihalcea and Tarau (2004) used 
the following measure for the similarity between sentences 
SI and SJ

The problem with the approach is that the node weight and 
semantic relationship among the text units have not been 
taken into account.

As the node weight has been concerned the TF − IDF is 
the most used technique by the researchers

where TF (Term Frequency) number of times that term t (or 
word) occurs in document d.

IDF(Inverse Document Frequency) = log
N

|d∈D∶t∈d| is the 
measure of how much information the term or word 

(6)Rankw(VI) = (1 − d) + d ∗
�

VJ∈In(VI )

WJI

Rankw(VJ)∑
V
K∈Out(VJ )

WKJ

(7)Similarity(SI , SJ) =
|WK|WK∈SI

&WK∈SJ
|

log(|SI|) + log(|SJ|)

(8)TF − IDF(t, d,D) = TF(t, d).IDF(t,D)

provides, that is, whether the term is common or rare across 
all documents (in the multi-document scenario).

Bellaachia and Al-Dhelaan (2012) proposed NE-Rank 
(Node and Edge Rank), a modification on TextRank using 
the weight of nodes that resulted as a node-edge weighting 
approach as a new formula

where W(VI) is the weight of the current node and normal-
ized TF − IDF is used to assign the weight. Bellaachia and 
Al-Dhelaan (2012) used TF − IDF to compute the weight of 
the node of the given graph as

Erkan and Radev (2004) have introduced a new concept for 
measuring the centrality or importance of the sentences. To 
define the similarity between the sentences (i.e., X and Y) 
they introduced the modified formula for TF − IDF cosine 
similarity as

For defining the similarity, they used a bag-of-word model 
where each sentence represented as an n-dimensional vec-
tor, where n is the number of all possible words in the target 
language and TF, IDF are the term frequency and inverse 
document frequency respectively.

Barrios et al. (2016) proposed the alternative of similar-
ity measure to produce significant improvements over the 
original TextRank algorithm. The similarity measures they 
proposed are orthogonal to the TextRank model so these 
are easily integrated into the algorithm. They found some of 
these variations to produce improvements over the original 
algorithm as follows

LCS Longest Common Substring of the texts has been 
used as a similarity among the nodes.

Cosine Distance Cosine similarity can be a measure to 
find the similarity among the sentences or nodes of the 
graph. It can be defined as

Cosine similarity =
∑N

i=1
AiBi√∑N

i=1
A2
i

√∑N

i=1
B2
i

  (where Ai and Bi 

are the components of vector A and B respectively). They 
Barrios et al. (2016) used a classical TF − IDF model to 
represent the documents as vectors.

BM25/Okapi-BM25 Is a ranking function which is 
widely used for Information Retrieval tasks based on the 

(9)

R(VI) = (1 − d) ∗ W(VI)

+ d ∗ W(VI)
�

J∶VJ−>VI

WJI∑
K∶VJ

WJK

R(VJ)

(10)W(VI)TFIDF = TF(VI) ∗ log
N

DF(VI)

(11)

idf_modified_cosine(XY)

=

∑
W∈X,Y

TFW,XTFW,Y (IDFW )
2

�∑
XI∈X

(TFXI ,X
IDFXI

)2 ∗
�∑

YI∈Y
(TFYI ,Y

IDFYI
)2



8980 R. C. Belwal et al.

1 3

probabilistic model. It is a variation of TF − IDF model. 
Okapi BM25 is a ranking function which is used by search 
engines to rank matching documents as per their relevance 
to a given query. It is defined as:

Suppose we have given two sentences A, B, BM25 can 
be defined as

where k and b are the parameters. avgDL is the average 
length of the sentence. Barrios et al. (2016) used parameter 
k = 1.2 and b = 0.75.

In the proposed method, we incorporate the topic-based 
technique in graph-based extractive text summarization. 
Topic modeling is the technique where the document is 
assumed to be the collection of words and their respective 
topic distribution. The rank of the sentences is generated 
on the basis of their similarity with the topic embedded in 
the input document. Blei et al. (2003) introduced Latent 
Dirichlet Allocation (LDA) topic modeling technique to 
find the topics and respective word distribution in the given 
document. In the topic representation techniques, an inter-
mediate form of the input text is generated, which captures 
the topics of the input text (Nenkova and McKeown 2012). 
Based on these topics, sentences in the input text are scored 
for importance. Arora and Ravindran (2008) used Latent 
Dirichlet Allocation for capturing the events covered within 
the documents and generated the summary containing those 
sentences representing different events.

In the proposed work we use LDA method to generate 
the topic words of the given text. Top WT words are selected 
from T topics, where WT and T are user defined. LDA is a 
topic modeling technique used to learn the representation 
of the topics and respective topic distribution in a given text 
document (Blei et al. 2003). LDA generates the topic repre-
sentation as follows 

1.   In the first step, the number of topics are selected.
2.  LDA goes through each of the words in every docu-

ment, and randomly assigns the word to one of the 
topics. In this manner we have documents representa-
tion in terms of topics. The random assignment gives 
us topic representations of the given documents and 
word distributions of the topics (although it is not good 
assignment).

3.  LDA checks through all the documents, the percentage 
of times that each word has been assigned to a particu-
lar topic. Now LDA calculate

(12)

BM25(A,B)

=

n∑

i=1

IDF(Bi) ∗
f (Bi,A) ∗ (K1 + 1)

f (Bi,A) + K1 ∗ (1 − b + b ∗
|A|

avgDL

)

  p(T|D) = percentage of words in document D that 
are currently assigned to topic T. and

  p(WT |T) = percentage of times the word WT has 
been assigned to T in overall documents.

4.  Now reassign WT  to a new topic, based on value 
p(T|D) ∗ p(WT |T)

5.  The above steps of topic assignment are repeated for 
every word in each document, iteratively till conver-
gence. LDA generates the output as the topics and 
respective words associated with the topics. It also 
generates the probability of words associated with the 
generated topics.

Ali et al. (2020) have introduced topic and sentiment 
aware microblog summarization for the twitter text. Na 
et al. (2014) have introduced LDA(Latent Dirichlet Alloca-
tion) based, namely Titled-LDA method for multi-document 
summarization.

Topic modeling is used in various text analytic tasks, such 
as, Lim et al. (2016) applied Bayesian topic modeling in 
social media for modeling the text data. Cuong et al. (2019) 
have analyzed the various techniques to incorporate drop-
out in topic models to remove the over-fitting for short text. 
Amplayo and Song (2017) have introduced fine-grained sen-
timent analysis to summarize the short texts with the help 
of topic modeling. Zhang et al. (2018a) have proposed a 
pattern-based topic detection technique that summarizes the 
tweet data. Barros et al. (2019) have proposed NATSUM to 
generate the abstractive summary from various news docu-
ments representing the same topic. Li et al. (2018) have 
introduced common semantics topic model (CSTM) by 
introducing common topic, to gather the noisy words. Fu 
et al. (2020) have proposed a variational hierarchical model 
(VHTM) that address summarization with topic inference 
via encoder-decoder and merging topics into multi-grained 
level using topic embedding and attention.

Recently, methods based on machine learning techniques 
are widely used for summarization task. Extensively used 
techniques are based on CNN, RNN, Encoder Decoder, 
LSTM, etc. SummaRuNNer (Nallapati et al. 2017), an RNN 
based model is introduced by Nallapati et al. to generate the 
summary of the given text. Encoder with attention-based 
extractor framework is introduced by Narayan et al. (2017) 
that uses the attention mechanism over the side information. 
To generate the extractive summary, Narayan et al. (2018) 
have introduced the reinforcement learning based technique. 
Zhang et al. (2018b) have introduced a latent variable extrac-
tive method that leverage human-generated summaries in 
the summarization task. Lovinger et al. (2019) introduced 
unsupervised learning and sentiment analysis based method 
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(named Gist), that selects the sentences characterizing a best 
set of reviews.

All learning-based techniques need a huge amount of 
instances to learn the parameters for the summarization 
algorithms. While the proposed method can be easily imple-
mented in a small number of instances very well.

If deeply analyzed, then all the techniques, somehow 
directly or indirectly, use the topic of the document to get 
the summary’s best sentence. We find that redundancy is 
the main problem with these techniques, i.e., the summaries 
usually contain multiple sentences that convey the same type 
of information or represent the same topic.

On the other hand, some methods use the statistical 
approach to generate the relevance/weight of the sentences 
while ignoring the semantic meaning of words. If a sen-
tence is too short but holds more than one topic, then how 
to include that sentence has not been explicitly discussed in 
the literature.

Graph-based methods suffer from the redundancy prob-
lem, i.e., more than one similar sentences having high score 
can be selected for the summary. Moreover, the candidate 
sentences for the summary are primarily affected by the 
accuracy of the similarity measure. The semantic meaning 
of the words has not been incorporated in the graph-based 
methods.

To overcome the above-said shortcomings, we have 
incorporated the topic modeling in graph-based methods. 
Only those sentences get the high score, which represent 
the topics embedded in the input document. While assign-
ing the weight to the edges of the graph, the graph-based 
methods mainly consider the similarity among the nodes 
(i.e., sentences of the input document) only. In addition to 
the similarity among the nodes, we have focused on the topic 
(embedded in the document) also.

Ultimately, the proposed work is a new graph-based 
extractive text summarization method, where we have shown 
that the similarity between each sentence as well as the over-
all document also plays an important role in deciding the 
rank of the sentence. The next section includes a detailed 
explanation of the proposed method with suitable examples.

3  The proposed method

In graph-based text summarization, the sentences are rep-
resented in the form of nodes, and the relationship between 
the nodes is used to draw the edges between the nodes. The 
essential step for these methods is to assign the weights to 
the edges of the graph, where weight depends on the similar-
ity between the nodes of the graph. In the proposed work, we 
have mainly targeted the following parameters

• The first parameter is the similarity measure that con-
nects the text units (i.e. nodes) and used to assign the 
weight to the edges of the graph.

• The second parameter for the weight of the edges that 
is the similarity between the edge forming nodes (sen-
tences) and topics embedded in the input document.

Along with the above modifications, we have also incorpo-
rated the semantic measure while computing the similarity 
among the nodes (i.e., sentences). Figure 2, includes all the 
steps followed by the proposed methodology.

The first step of the proposed approach is the preprocess-
ing of the input document. The input document is initially 
split into a set of sentences, followed by cleaning of the 
text. We have mainly eliminated those tokens, which have 
little meaning associated with the input document context. 
We have removed stops words and semicolons, after which 
we lemmatized the words of the sentences. Once the input 
document sentences are preprocessed, a graph is created that 
utilizes sentences as the nodes of the graph. Any of the two 
nodes are connected if they have common words between 
them.

As the graph has been created, the remaining steps are 
the weight assignment to the edges and applying the graph 
ranking algorithm to find the ranks of the nodes. Once the 
ranks have been calculated, the extractive summary is gener-
ated based on ranks.

In graph-based text summarization, the weight assigned 
to the edge usually is dependent on the similarity between 
the connecting nodes (i.e., sentences). Various strategies 
have been proposed to assign the weights to the edges of 
the graph. These similarity measures (Barrios et al. 2016; 
Bellaachia and Al-Dhelaan 2012; Erkan and Radev 2004; 
Mihalcea 2004; Mihalcea and Tarau 2004; Thakkar et al. 
2010) have been briefly described in the previous Sect. 2.

The prime concern of the proposed method is to find the 
best similarity measure for nodes of the graph. Here, we 
want to assign the weight to each edge of the graph in a 
manner such that, it incorporates a numeric factor which is 
the quantification of similarity with the overall document 
(specifically topic embedded in the document). We need to 
ensure that, once an edge is formed between two nodes (i.e., 
sentences), the weight assigned should reliant on following 
two constraints 

1. How much similar (statistically or semantically) those 
nodes are and

2. How much those two nodes are similar to the overall 
document (or overall document theme that is the topic 
representation of the input document)
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To find the similarity between two sentences, i.e., Si and 
Sj and assigning the weight to the edges, we introduce the 
formula as

where the terms used in the proposed formula are character-
ized as below 

▪  W(Si, Sj):

 It is the weight assigned to the edge connecting nodes (i.e., 
sentences) Si and Sj . 

▪  Sij:

 It is used to denote the vector formed with the word of both 
the sentences Si and Sj . i.e., the union of the words that are 
contained in sentences Si and Sj . 

W(Si, Sj) = A ∗ Sim(Si, Sj) + (1 − A) ∗ Sim(Sij,OD)

▪  OD:

OD is the set of words that represent the overall (input) docu-
ment in a smaller dimension provided that the theme of the 
input document is preserved. The primary goal of introduc-
ing OD is to calculate the similarity of nodes to the input doc-
ument. As we know that length of the sentences is smaller 
than of the input document. We represent input document 
in a smaller dimension (i.e., OD ) because we want to main-
tain dimensionality proportion while calculating similarity 
among the nodes and similarity among the nodes and the 
overall document.

Here, the primary concern is the manner by which the 
input document is represented in a smaller dimension i.e., 
OD . We need a mechanism that creates a subset of input text 
containing major topics of the original document. As we 
know, the keywords are the words or group of words with the 
help of which we get the ideas and topics that define what 
the content of the input document is about. So one of the 

Fig. 2  General steps followed 
by the proposed method
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most straightforward techniques to find the theme of the text 
document is to represent it in the form of keywords. Topic 
modeling is a good alternative to represent the document 
in the forms of topic and respective words distribution. To 
generate OD , we use LDA (Blei et al. 2003) topic modeling 
methodology. LDA is a generative probabilistic model that is 
applied on a text corpus. It generates the output as the topics 
with associated words and the respective probabilities. We 
apply LDA on input document and include top WT words of 
the T topics in OD.

Therefore, to generate the overall representation of the 
input document in reduced dimension i.e., OD we have used 
top WT words (according to probabilities) from each of the 
T topics, where WT and T are decided by the user. 

▪  A :

 A is a factor which decides how much weight is assigned 
to the similarity values between node, equivalently (1 − A) 
is the weight assigned to the similarity between Sij and OD.

This parameter is introduced to assign the weight to the 
following two factors (1) How much similar edge forming 
nodes are and (2) How much edge forming nodes are syn-
tactically or semantically close to the overall document (or 
document theme that is the topic representation of the input 
document, i.e., OD ). The user can decide the value of the 
parameter. 

▪  Sim(Si, Sj):

 It is the similarity measure between the sentences Si and Sj . 
According to available literature, there is a large number of 
similarity measures available for finding the text similar-
ity. The most fundamentally used similarity measures are 
Cosine measure, Jaccard similarity and Euclidean similarity, 
etc. In addition, various similarity measures have been pro-
posed for graph-based text summarization. These measures 
(graph-based) have been described in the previous section 
briefly. Semantic similarity between the sentences can also 
be a better alternative for calculating Sim(Si, Sj) . One can 
create word vectors of the input sentences and use one of 
the following measures to determine the similarity between 
the sentences i.e., Si and Sj

  
◻  Cosine measure:

Cosine Similarity =
∑N

k=1
SikSjk√∑N

k=1
S2
ik

√∑N

k=1
S2
jk

(where Sik and Sjk are 

the components of vector Si and Sj respectively). 

  
◻  Euclidean distance:

Euclidean Distance =

�∑N

k=1
�Sik − Sjk�2

  
◻  Jaccard Measure:

Jaccard Coefficient =
|WSi

∩WSj
|

|WSi
∪WSj

| (where WSi
 and WSj

 are the 

words in the sentence Si and Sj respectively) 

  
◻  Learning based methods

 Word embeddings based trained models are used to pre-
dict the similarity between the sentences i.e. Word2Vec or 
Doc2vec (Le and Mikolov 2014; Mikolov et al. 2013a, b) 

  
◻  Methods used in graph-based techniques

 The measure used in different graph-based text summariza-
tion methods (Barrios et al. 2016; Erkan and Radev 2004; 
Mihalcea 2004; Mihalcea and Tarau 2004). These methods 
are discussed in detail in the previous Section 2.

  
◻  Semantic similarity

 These are the methods which aimed to incorporate the 
semantic meaning for the sentence similarity. WordNet 
groups English words into synsets (sets of synonyms) and 
records the relations among these synsets (Miller 1995). The 
similarity between sentence Si and Sj is computed on the 
basis of semantic similarity between each of the words in 
Si , to each of the words in Sj using a distance measure based 
on WordNet. WordNet is extensively used lexical database 
for the English language (Miller 1995). It was created in the 
Princeton University under the direction of professor George 
Armitage Miller.

In the proposed method, we make the use of WordNet for 
the similarity calculation. The reason for using the WordNet 
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is to incorporate the semantic meaning for the similarity 
calculation.

Once the graph is created, and weight is assigned to the 
edges using the proposed formula(as discussed earlier), we 
apply the graph-ranking algorithm to find the relevance of 
the sentences. Here we apply the weighted PageRank (Brin 
and Page 1998) algorithm as used in TextRank (Mihalcea 
and Tarau 2004; Mihalcea 2004).

Figure 3 shows how the proposed methodology creates 
the graph, and weights are assigned to the edges of the 
graph. Once the graph is created and weights are assigned 
to the edges using the proposed formula, the graph ranking 
algorithms can be applied to find the ranks of the sentences. 
Algorithm 1 describes the detailed steps followed by the 
proposed method. 

Fig. 3  Proposed method: creation of graph and summary generation
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Algorithm 1 A New Graph-based Extractive Text Summarization Using Topic Modeling
Input

S: Text document with n sentences. Where S = {S1, S2...Sn}

K: The number of sentences to be included in the summary (user-defined).

A: A factor to decide the proportion of similarity measure (user-defined).

Wk: The number of keywords to be selected from the input document (user-defined).

T : The numbers of topics to be selected from the input document (user-defined).

WT : The number of words to be selected from each topic (user-defined).

Output

SO: The extractive summary of the given document. Where SO ⊂ S

Steps

1: Decompose the given document into the set of sentences.

2: Preprocess the text (i.e. stop word removal, punctuation removal, lemmatization, etc).

3: Create the graph using input sentences as following

3.1: Represent sentences as nodes of the graph.

3.2: Connect the nodes to find the edged of the graph.

3.3: Assign the weight Wij to the edges (i.e. between Si and Sj) as follows

3.3.1: Create the vector Sij((formed by the union of the words of sentences Si and Sj).

3.3.2: Create the vector OD ( top Wk keywords of the input document).
OR

3.3.2: Create the vector OD ( top WT words of T topic using LDA on input document).

3.3.3 W (i, j)=A*Similarity between Si and Sj + (1-A)*Similarity between Sij and OD.

4: Apply the graph ranking algorithm on the graph to find the rank of nodes (i.e. sentences).

5: Select the top K (according the rank decided in above step) sentences as a summary.

4  Evaluation

The proposed method is evaluated on two publicly avail-
able benchmark datasets. We have compared the proposed 
method with various techniques of text summarization.

4.1  Dataset and evaluation parameters

We have used two datasets for the evaluation of the proposed 
method. The Opinosis dataset (Ganesan et al. 2010) is com-
prised of 51 documents that contain the sentences gathered 

Figure 4 shows the example text containing eight sen-
tences. After applying the proposed formula, we find the 
graph with associated edges weights, as given in Fig. 5.

Once the graph has been generated for the input text, 
graph-based ranking techniques can be applied to find the 
rank of the nodes (sentences). Suppose we want to gener-
ate three sentences summary for the text given in Fig. 4. 
After applying the PageRank algorithm in the graph given 
in Fig. 5, the nodes S5, S6, S7 have been assigned as first, 
second and third highest ranks respectively.
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from user reviews on the given topic collected from the dif-
ferent websites (Edmunds.com (cars), Amazon.com (various 
electronics) and Tripadvisor (hotels)). The dataset (Ganesan 
et al. 2010) contains 51 topics (each has approximately 100 
sentences per topic) along with 5 gold summaries for each 
of the documents. The second dataset is CNN/ DailyMail 
(Hermann et al. 2015) comprises of different stories (related 
to political, social, and technical articles) collected from 
CNN/DailyMail news. In CNN/DailyMail dataset each of 

the articles contains the respective highlights which are used 
as the summary for the article.

Recall-Oriented Understudy for Gisting Evaluation 
(ROUGE) (Lin 2004) is a method used for the evaluation of 
automatic summarization. The mainly used ROUGE metric 
for the evaluation are

ROUGE-N: is used to evaluate the overlap of N-grams 
between the system and reference summaries.

Fig. 4  Example (input text)

Fig. 5  Graph generated for the 
input text (given in Fig. 4)
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ROUGE-1: is used to evaluate the overlap of 1-gram 
(every single word) between the system and reference 
summaries.
ROUGE-2: is used to evaluate the overlap of bi-grams 
between the system and reference summaries.
ROUGE-L: is used to evaluate the Longest Common 
Subsequence between the system and reference summa-
ries.

In addition, the symbols P, R, and F that are associated with 
ROUGE are used to refer to Precession, Recall, and F-meas-
ure, respectively, and can be defined as below Mirshojaee 
et al. (2020)

Precision =
RelvantSentences ∩ RetrievedSentences

RetrievedSentences

Recall =
RelvantSentences ∩ RetrievedSentences

RelevantSentences

Fscore =
2 ∗ Precision ∗ Recall

Precision + Recall

We have discussed various measures ( Sim(Si, Sj) ) to be used 
as a similarity value. After the preprocessing step is applied, 
and the input text is transformed into a vector form, any 
similarity method can be used to assign a weight to the graph 
edges. We have discussed the novelty of semantic meaning 
in the context of the proposed method; as a result, we have 
applied semantic measures while evaluating the results (dis-
cussed in the previous section).

The value of A may vary between 0 and 1. Assigning 
1 to A means, we give full weight to the similarity among 
the nodes, that are forming the edges (like existing methods 
of text summarization). While assigning 0 to A means, we 

Table 1  Comparison among the different text summarization meth-
ods for F-Measure (CNN/DailyMail dataset)

Methods R-1 R-2 R-L

RM (Gong and Liu 2001) 0.355 0.130 0.173
LUHN (Luhn 1958) 0.364 0.130 0.169
TextRank (Mihalcea 2004) 0.383 0.145 0.196
LexRank (Erkan and Radev 2004) 0.385 0.140 0.207
LSA (Ozsoy et al. 2011) 0.344 0.122 0.170
TextRank Variation (Barrios et al. 2016) 0.391 0.150 0.192
Sumrunner (Nallapati et al. 2017) 0.396 0.162 0.352
REFRESH (Narayan et al. 2018) 0.400 0.182 0.366
LATENT (Zhang et al. 2018b) 0.410 0.187 0.375
SUMO (Liu et al. 2019) 0.410 0.184 0.372
VHTM (Fu et al. 2020) 0.405 0.180 0.371
PGAN-ATSMT (Yang et al. 2020) 0.421 0.199 0.389
Proposed method 0.428 0.201 0.392

Table 2  Comparison among the different text summarization meth-
ods for maximum value of F- Measure (Opinosis Dataset)

Methods R-1 R-2 R-L

RM (Gong and Liu 2001) 0.153 0.031 0.059
LUHN (Luhn 1958) 0.154 0.032 0.053
TextRank (Mihalcea 2004) 0.193 0.044 0.075
LexRank (Erkan and Radev 2004) 0.269 0.083 0.152
LSA (Ozsoy et al. 2011) 0.167 0.033 0.066
TextRank Variation (Barrios et al. 2016) 0.177 0.040 0.073
Proposed Method 0.271 0.084 0.161

Table 3  Comparison among the different text summarization meth-
ods for maximum value of Precision (Opinosis Dataset)

Methods R-1 R-2 R-L

RM (Gong and Liu 2001) 0.094 0.018 0.057
LUHN (Luhn 1958) 0.095 0.018 0.051
TextRank (Mihalcea 2004) 0.129 0.027 0.071
LexRank (Erkan and Radev 2004) 0.222 0.061 0.143
LSA (Ozsoy et al. 2011) 0.108 0.019 0.063
TextRank Variation (Barrios et al. 2016) 0.116 0.023 0.070
Proposed method 0.178 0.062 0.144

Table 4  Comparison among the different text summarization meth-
ods for maximum value of Recall (Opinosis Dataset)

Methods R-1 R-2 R-L

RM (Gong and Liu 2001) 0.553 0.161 0.455
LUHN (Luhn 1958) 0.549 0.180 0.451
TextRank (Mihalcea 2004) 0.521 0.170 0.414
LexRank (Erkan and Radev 2004) 0.476 0.186 0.396
LSA (Ozsoy et al. 2011) 0.539 0.149 0.415
TextRank Variation (Barrios et al. 2016) 0.545 0.178 0.452
Proposed method 0.563 0.187 0.460

Table 5  Comparison among the different text summarization meth-
ods for average value of F-Measure, Precision and Recall (Opinosis 
Dataset)

Methods F-Measure Precision Recall

RM (Gong and Liu 2001) 0.104 0.062 0.413
LUHN (Luhn 1958) 0.103 0.060 0.420
TextRank (Mihalcea 2004) 0.133 0.085 0.382
LexRank (Erkan and Radev 2004) 0.190 0.148 0.331
LSA (Ozsoy et al. 2011) 0.112 0.069 0.387
TextRank Variation (Barrios et al. 

2016)
0.122 0.075 0.392

Gist( Lovinger et al. 2019) 0.220 0.153 0.421
Proposed method 0.229 0.154 0.445



8988 R. C. Belwal et al.

1 3

provide full weight to the similarity between edge forming 
nodes and overall document theme, i.e., OD . To calculate 
edges weight, i.e., W, we have taken the value of parameter 
A as 0.5. For the assessment of the proposed technique, we 
have taken the number of topic words, i.e., WT as 10% (of 
the given text’s total words). Moreover, we have taken num-
ber of topics , i.e., T equal to the number of sentences to be 
included in the summary.

4.2  Results

To evaluate the effectiveness of the proposed method, we 
have compared the results with different text summarization 
methods. Those methods are RM method (Gong and Liu 
2001), Luhn method (Luhn 1958), TextRank method (Mihal-
cea 2004) , LSA method (Ozsoy et al. 2011), TextRank Vari-
ation method (Barrios et al. 2016), Sumrunner (Nallapati 
et al. 2017), REFRESH (Narayan et al. 2018) , LATENT 
(Zhang et al. 2018b), SUMO(Liu et al. 2019), VHTM (Fu 
et al. 2020), Gist (Lovinger et al. 2019) and PGAN-ATSMT 
(Yang et al. 2020) method.

Evaluation results on two benchmark datasets demon-
strate that the proposed method achieves better performance 
than the existing methods in terms of ROUGE matrices.

Table 1 represents the comparison among the various 
methods of the text summarization, which are evaluated 
on CNN/DailyMail dataset for F-measure. Here R-1, R-2, 
R-L represent the Rouge-1( unigram or 1gram ) , Rouge-2 
(bigram) and Rouge - L( Longest common subsequence) 
receptively. Table 2 represents the comparison among the 
various methods, calculating the maximum F-measure value 
(out of five gold summaries for a particular text) evaluated 
on Opinosis dataset.

Table  3 demonstrates a comparison among various 
approaches, measuring the maximum precession value (out 
of five gold summaries for a given text) evaluated on the 
Opinosis dataset. Table 4 is the comparison among the vari-
ous methods, figuring out the maximum (out of five gold 
summaries for a particular text) Recall value evaluated on 
Opinosis dataset. Table 5 represents the comparison of the 
average value of F-measure, Precession and Recall value 
evaluated on Opinosis dataset. Here average word stands for 
the average value out of the five gold summaries.

All of the above methods are evaluated on CNN/ Dai-
lyMail (Hermann et al. 2015) dataset. In Opinosis (Gane-
san et al. 2010), seven methods are evaluated because the 
remaining methods are based on learning techniques, need 
a large amount of the data to learn the parameters. CNN/
DailyMail dataset have a sufficient number of the instances 
(i.e., input text and respective summary). On the other hand, 
Opinosis dataset has 51 documents (with five gold summa-
ries for each document). Moreover, this dataset (Opinosis) 
is sufficient for unsupervised techniques.

The proposed method is compared with thirteen state-of-
the-art text summarization approaches, belonging to vari-
ous categories. i.e., feature-based, relevance measure based, 
learning-based(both supervised and unsupervised), graph-
based, topic-based, tree-based, and LSA-based. These meth-
ods have been compared with respect to F-measure, Preces-
sion, and Recall for ROUGE-1, ROUGE-2, and ROUGE-L 
tools. For the Opinosis (Ganesan et al. 2010) dataset , the 
values are compared for maximum and average values (out 
of five gold summaries) for the ROUGE scores. The evalua-
tion results can be easily observed; ROUGE values obtained 
demonstrate the out-performance of the proposed method 
over existing text summarization methods.

5  Conclusion and future work

It has been observed from the proposed technique while cal-
culating the similarity score between the nodes, the numeric 
factor, which represents the similarity between the edges 
forming nodes and overall document, also plays an impor-
tant role in the rank calculation. In graph-based summari-
zation, for calculating the weight of the edges, most of the 
literature is specific on the similarity measure among the 
nodes. Whereas, we have incorporated additional parameter 
which calculates the similarity of the nodes to the overall 
document too. We have incorporated the topic modeling to 
overcome the problem of redundancy associated with exist-
ing methods of summarizations.

Results obtained from the evaluation on two datasets 
CNN/DailyMail (Hermann et al. 2015) and Opinosis (Gane-
san et al. 2010) demonstrate the outperformance of the pro-
posed method. The summary generated by the proposed 
method scores better F-measure while compared with exist-
ing extractive text summarization techniques.

In the future, we would like to extend the proposed idea 
for graph clustering based text summarization techniques.
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