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Abstract
Automated tumor characterization has a prominent role in the computer-aided diagnosis (CAD) system for the human 
brain. Despite being a well-studied topic, CAD of brain tumors poses severe challenges in some specific aspects. One such 
challenging problem is the category-based classification of brain tumors among glioma, meningioma, and pituitary tumors 
using magnetic resonance imaging (MRI) images. The emergence of deep learning and machine learning algorithms have 
addressed image classification tasks with promising results. But an associated limitation with the medical image classification 
is the small sizes of medical image databases. This limitation, in turn, limits the availability of medical images for training 
deep neural networks. To mitigate this challenge, we adopt a combination of convolutional neural network (CNN) features 
with support vector machine (SVM) for classification of the medical images. The fully automated system is evaluated using 
Figshare open dataset containing MRI images for the three types of brain tumors. CNN is designed to extract features from 
brain MRI images. For enhanced performance, a multiclass SVM is used with CNN features. Testing and evaluation of the 
integrated system followed a fivefold cross-validation procedure. The proposed model attained an overall classification 
accuracy of 95.82%, better than the state-of-the-art method. Extensive experiments are performed on other MRI datasets 
for the brain to ascertain the improved performance of the proposed system. When the amount of available training data 
is small, the SVM classifier is observed to perform better than the softmax classifier for the CNN features. Compared to 
transfer learning-based classification, the adopted strategy of CNN-SVM has lesser computations and memory requirements.

Keywords  Convolutional neural network · Support vector machine · Brain tumor · Computational complexity

1  Introduction

Computer-aided diagnosis (CAD) of diseases has made con-
siderable progress over the years. Improved imaging tech-
niques, better image processing tools, advanced machine 
learning theories, the advent of deep learning concepts have 
made it possible. Automatic disease detection, disease cat-
egory classification, medical image retrieval based reference, 
disease progress monitoring are popular research topics in 
medical image processing and analysis. The conventional 
approaches to disease detection and disease classification 
problems using medical images adopted various feature 

extraction and classification algorithms. Finding the most 
suited combination of features and a classifier is considered 
as a challenging task. The choice of this combination often 
relies on heuristics.

To some extent, the adoption of deep learning archi-
tecture, namely the convolutional neural network (CNN) 
addresses this issue. A CNN model acts as a combined unit, 
consisting of a feature extractor and a classifier. Currently, 
there is a significant interest in the implementation of CAD 
systems using CNN. The CAD applications using CNNs 
have been highly successful, achieving remarkable results. 
Recent work applies CNN on histological images for breast 
cancer classification into benign and malignant (Bardou 
et al. 2018). The work is extended to multiclass problems as 
well. One work formulates and explains tissue characteriza-
tion as part of lung disease diagnosis (Anthimopoulos et al. 
2016). CNN with modified activation functions forms the 
crux of the design in this work. The paper provides details 
on the tuning of hyper-parameters, and exhaustive analysis 
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of results obtained. A comparison with the state-of-the-art 
method reveals the eminence of the designed architecture. 
The challenges faced during the design and implementation 
of automated CAD systems using CNN are diverse. First, 
the design choice of layers in CNN determines the feature 
extraction capabilities of the CNN. Second, the available 
amount of training data (medical images) determines the 
generalization capability of CNN on the data. The above fac-
tors, in turn, determine the accuracy of the classification of 
test data by CNN. Hence different strategies are considered 
for the classification problems.

A leading strategy that has gained popularity is the use of 
pre-trained deep networks via transfer learning. Research-
ers have designed and developed deep neural networks for 
the classification of natural images. Such deep networks can 
classify images in other domains where data is limited using 
transfer learning. A fine-tuned GoogLeNet was successfully 
employed to analyze computed tomography (CT) scans for 
the lung cancer detection problem (Fang 2018). A transfer 
learned AlexNet model was fine-tuned to detect pathologi-
cal brain magnetic resonance imaging (MRI) images (Lu 
et al. 2019). Tavakoli et al. (2019) used CNN features to 
detect abnormalities in mammograms. Agarwal et al. (2018) 
fine-tuned the ResNet-50 CNN architecture for their study 
on mammograms. The authors conducted classification 
experiments for mass detection in mammograms and the 
classification of mammograms with masses into benign and 
malignant.

Improving accuracies in classification by combining 
CNN features with proven classifiers is another strategy to 
address the practical challenges. The ensemble arrangement 
of CNN for feature extraction and a separate classifier has 
been tested successfully on various applications. The deep 
features extracted from hyperspectral images were used for 
classification by a support vector machine (SVM) (Liu et al. 
2017). The ensemble arrangement of CNN (for features) and 
SVM, resulted in a better performance than with the sole 
use of the CNN model having a softmax classifier (Bardou 
et al. 2018). Combining two machine learning techniques 
has proved useful in the field of bioinformatics (Cao et al. 
2020). Classification of extensive volumetric data in bioin-
formatics could further be improved using meta-heuristic 
approaches (Sampathkumar and Vivekanandan 2019) and 
advanced optimization algorithms (Sampathkumar et al. 
2020). The hybrid CNN-SVM models were successfully 
used to analyze the biosignals, electroencephalogram (EEG) 
for epileptic seizure prediction (Agarwal et al. 2018). Use of 
a long short term memory (LSTM) model further improved 
the EEG classification performance (Nagabushanam et al. 
2019). Xue et al. (2016) applied the idea of combining 
CNN with SVM to their problem on microvascular mor-
phological classification problem for oesophagal cancer 
detection. Despite providing an augmented training data, 

the CNN-SVM combination achieved higher accuracy than 
that produced by the stand-alone CNN classifier. However, 
there have been instances where this strategy was not useful. 
CNN (with softmax layer) was able to achieve a higher test 
accuracy than the hybrid CNN-SVM for the multi-class clas-
sification problem on MNIST and Fashion MNIST datasets 
(Agarap 2017). Notably, the amount of available training 
data was large in these instances.

This paper focuses on CAD systems for brain tumors. 
Computer-aided health analysis of the human brain is a 
well-researched topic and is still active. The availability of 
several open datasets for brain images has been supporting 
the research. The studies on brain tumor commonly use MRI 
images considering the soft tissue representing capability 
of MRI. Studies have proposed different methods for fully 
automated and semi-automatic detection of tumors in the 
brain from MRI images (Mahesh and Renjit 2018; Abbasi 
and Tajeripour 2017). The fully automated tumor detection 
algorithms extract features from MRI images, and then the 
features are used for classification into normal and tumor-
ous. The semi-automatic tumor detection procedures require 
manual selection of the suspected tumor region to form the 
region of interest (ROI). The tumor detection relies on the 
analysis of the ROI. J. Amin et al. (2017) used an ensem-
ble of features, including texture, shape, and intensity. The 
features were used to classify MRI images into cancerous 
and non-cancerous using SVM classifier. The researchers 
used more than one dataset to evaluate their experiments. 
The results were further improved by the preprocessing of 
images before feature extraction (Amin et al. 2018). The 
preprocessing included image enhancement using histogram 
matching and a segmentation technique for skull removal. 
Seetha and Raja (2018) proposed a CNN based classifica-
tion for images with tumors and images without tumors. 
The deep networks could combine the feature extraction and 
classification steps of the tumor detection problem. Another 
class of fully automated tumor detection methods uses dif-
ferent clustering algorithms to partition the brain MRI into 
different regions. The segmented regions become the ROI 
for further analysis (Abbasi and Tajeripour 2017).

Tumor segmentation is a research problem that is closely 
associated with tumor detection problems. Many tumor 
detection algorithms follow a two-stage analysis. In the 
first stage, brain tumor images are classified into normal 
and tumorous. In the second stage, segmentation of tumor 
regions is performed on the tumorous images. Rajagopal 
(2019) considered the research problem of brain tumor 
detection and segmentation, specifically for the case of 
glioma diseases in their work. The researchers used a com-
bination of grey level co-occurrence matrix (GLCM) fea-
tures and random forest (RF) classifier to detect glioma in 
brain MRI images. The glioma images were then segmented 
using morphological operations. Nabizadeh and Kubat 
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(2015) proposed an algorithm for brain tumor detection and 
segmentation in MRI images using Gabor features and an 
SVM classifier. The classification was done for each pixel 
in the images. The pixel-level classification forms the con-
cept of semantic segmentation. Semantic segmentation plays 
a significant role in recent research works on brain tumor 
segmentation. The performance of semantic segmentation 
improves significantly if deep learning architectures could be 
applied. Dong et al. (2017) adopted the UNET architecture 
for brain tumor detection and segmentation. Their design 
choice of Soft Dice Metric as the cost function, to train the 
UNET, produced better results.

Once the tumor is detected in MRI images, the charac-
terization of the tumor is significant for the therapeutic plan-
ning of tumor. The characterization of the brain tumor repre-
sents another set of classification sub-problems. Classifying 
brain MRI images into normal and tumorous is an impor-
tant research problem. The task of characterizing brain MRI 
images having tumors into malignant and benign is a well-
researched topic (Kumar et al. 2017). Malignant tumors are 
tumors that spread to other parts and are called the cancerous 
ones. They are prone to recurrence even after removal. In 
contrast, benign tumors do not spread to other parts of the 
body and respond well to medical care. A prominent work 
used texture features from CT scan images to discriminate 
benign and malignant tumors (Nanthagopal and Sukanesh 
2013). The work evaluated the classification performance 
with an SVM classifier and with a probabilistic neural net-
work classifier. Among the two, the SVM classifier produced 
higher accuracy. Huang et al. (2019) studied the problem 
of identifying the optimal machine learning technique for 
diagnosing brain metastases. Further, the classification of 
malignant tumors into low-grade and high-grade tumors 
(Dong et al. 2017; Mohan and Subashini 2018) is also an 
extensively investigated research problem. A prominent 
work classifies between high-grade and low-grade glioma 
(Kaur et al. 2017). The study used Hilbert transform-based 
analysis of texture features from tumor regions. Tumorous 
brain images were taken from BRATS and Harvard medi-
cal repositories for the research. Mzoughi et al. (2020) used 
a 3D CNN model for the grading of glioma. Their meth-
odology relied on data augmentation procedures for higher 
performance).

Classification of a brain tumor based on its subtype is 
another significant related problem. Brain tumors of the 
same class can have variations concerning structure, size, 
and shape based on different patient-specific factors. In con-
trast, tumors from different categories might show similari-
ties in appearance. This behaviour makes the problem more 
challenging. Comparatively, fewer works have been reported 
in categorizing brain tumors into different pathological 
types. Cheng et al. (2015) considered a 3-class classifica-
tion of brain tumors into glioma, meningioma and pituitary 

tumors. While glioma is malignant, meningioma and pitui-
tary tumors are usually benign. Glioma is a life-threatening 
brain tumor. It originates from glial cells, surrounding the 
nerve cells in the brain. Meningiomas arise from membranes 
surrounding the brain and develop very slowly. Yet, a few 
cases of meningioma can be aggressive. Pituitary tumors 
are benign tumors affecting the pituitary gland. They change 
the bodily functions due to unregulated hormone production 
by the affected pituitary gland. A thorough inspection of 
the MRI can aid in the diagnosis of the three tumor types. 
However, the study requires numerous scans of multi-view 
MRI images. The tumor classification problems could be 
extended to include more specific cases of tumors. Mohsen 
et al. (2018) formulated a four-class classification problem. 
The dataset included MRI images from three categories of 
malignant tumors and MRI images of normal brain. The 
authors used the discrete wavelet transform (DWT) features 
with the CNN classifier. In a closely related work, Zhou 
et al. (2018) used an ensemble of DenseNet and a recurrent 
neural network (RNN) for a 4-class brain tumor classifica-
tion problem.

In this paper, we propose a fully automatic classification 
algorithm for brain tumors using MRI images. The defined 
objective is a 3-class classification problem for classifying 
brain images having three types of tumors:- glioma, menin-
gioma, and pituitary tumor. These are the three most incident 
types of brain tumors (Cheng et al. 2016). A deep CNN is 
designed for extracting image features and a multiclass SVM 
is employed for the classification process. The evaluation 
uses the open dataset from Figshare. The following are fac-
tors that motivate our work. First, the need for improved 
accuracies in the classification problem involving glioma, 
meningioma and pituitary tumors. An accurate computer 
aided automatic classification system for the three specific 
tumor types would be of assistance to medical practitioners 
in their treatment plans. Second, high accuracies achieved in 
the recent classification tasks that used deep learning strate-
gies and robust classifiers. Third, medical image data are not 
available in large numbers. Advanced design strategies are 
required to deal with this practical limitation. The following 
are the contributions from this work.

–	 Designed a CNN model to extract features from brain 
MRI images with tumor.

–	 The ensemble arrangement of CNN and SVM is found to 
produce an improved classification performance on small 
medical image datasets.

–	 Produced an overall classification accuracy of 95.82% 
(on Figshare dataset), which is higher than the state-of-
the-art methods.

–	 A comparison of the proposed methodology with a trans-
fer learning-based approach is provided in terms of com-
putational complexity.



8360	 S. Deepak, P. M. Ameer 

1 3

2 � Dataset and related works

All the existing works on brain tumor classification into 
glioma, meningioma, and pituitary tumor have been tested 
on the dataset from Figshare (Dataset 1 2018). It is an 
open data set extensively used for the research problems 
in medical image classification and medical image retrieval 
(Cheng et al. 2015, 2016). The dataset is a collection of 3064 
T1-weighted contrast-enhanced (CE) MRI slices belonging 
to 233 patients. The 2D slices are labelled and correspond to 
one among the three tumor classes of glioma, meningioma 
and pituitary tumor. The dataset is unbalanced, consisting 
of 1426 MRI images with glioma, 708 and 930 images cor-
responding to meningioma and pituitary tumor, respectively. 
The dataset contains multi-view slices of axial, sagittal and 
coronal sections. Each slice (image) is of size 512 × 512 
and is available as a .mat file. Table 1 provides details of 
the dataset and shows a few MRI images in axial-view from 
the dataset.

Some of the reported works on the 3-class tumor clas-
sification problem, using Figshare data, have followed 
fivefold cross-validation for evaluation. Some others have 
reported classification accuracy after performing a hold-
out validation. If cross-validation is followed, every sam-
ple image in the data set gets tested during evaluation. In 
hold-out validation, only a fixed number of image samples 
gets tested during the assessment. The performance evalu-
ation performed by following a cross-validation scheme 
is considered to be more reliable. On the other hand, 

the results of a hold-out validation scheme are depend-
ent on the split rule that constituted the test set and the 
training set. The first and foremost significant work on 
brain tumor classification into glioma, meningioma and 
pituitary tumor, based on the dataset from Figshare, is by 
Cheng et al. (2015). The work made use of tumor masks 
available in the dataset to extract the ROI. Morphological 
dilations augmented the ROI. The features, specifically:- 
intensity histogram, GLCM and the bag of words (BOW) 
were extracted from the augmented ROI. The experiments 
included testing with different classifiers. A combination 
of BOW features and SVM classifier achieved the best 
performance. Evaluation of experiments followed five-
fold cross-validation and achieved an overall accuracy of 
91.28%. The other performance indicators used are sensi-
tivity and specificity.

Another research paper proposed a combination of 
Gabor and DWT features and a neural network-based clas-
sifier to attain a classification accuracy of 91.90% (Ismael 
and Abdel-Qader 2018). The work by Pashaei et al. (2018) 
reported an accuracy of 93.68% with the use of a com-
bination of CNN features and extreme learning machine 
(ELM) for classification. The CNN architecture consisted 
of four convolutional layers and a total of 240 filters, each 
of size (3 × 3) . The authors used ELM with a radial basis 
kernel as the classifier. A modified CNN architecture in the 
form of Capsule networks was proposed in another work 
(Afshar et al. 2018). The Classification experiments were 
carried on brain MRI images as well as tumor segmented 
MRI images. Better classification results were achieved 
on the tumor segmented images. Capsule networks based 
design is followed in another work that considered spatial 
relations of tumor segmented regions for the classification 
task (Afshar et al. 2018). The design included measures 
to overcome the high sensitivity of capsule networks to 
image backgrounds. A CNN based architecture, utilized 
for differentiating brain tumors, achieved a validation 
accuracy of 84.19% (Abiwinanda et al. 2018). The Fig-
share dataset images were also used in the prominent pro-
ject work on brain tumor classification (Paul 2016). One of 
the subproblems of the project work was to classify brain 
tumor images into three categories. Average fivefold cross-
validation results were published in the report. Swati et al. 
(2019) proposed the use of deep transfer learning for the 
automatic brain tumor classification. The authors experi-
mented with different pre-trained networks, including 
AlexNet, VGG-16, and VGG-19. To their observation, the 
design using VGG networks achieved better performance 
compared to that obtained using AlexNet. The fine-tuning 
of different layers in the network resulted in classification 
accuracy as high as 94.8%.

Table 1   Details of Figshare dataset

Tumor type No. of patients No. of images  Sample image 

Meningioma 82 708

Glioma 89 1426

Pituitary tumor 62 930
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3 � Methods

The proposed classification scheme uses CNN to extract fea-
tures in brain MRI and an SVM for classification. Figure 1 
illustrates the proposed scheme for classification.

3.1 � The CNN architecture

The proposed classification scheme uses CNN to extract 
features in brain MRI. The input layer of the proposed CNN 
model is of size 256 × 256 . The CNN model consists of five 
convolution (Conv) layers and two fully connected (FC) lay-
ers, as shown in Fig. 2. The weights of convolution filters 
and the weights associated with the full connections form 
the learnable parameters in a CNN model. For a convolu-
tion layer, multiple filters are used in the design to capture 
multiple activations for the same input image. Padding of ‘1’ 
pixel thickness is incorporated to preserve the borders of the 
images. Different kernel sizes are chosen at different layers 

to capture feature representations at various resolutions. The 
kernel size for each convolution layer is provided in Table 2.

The size of volume of each layer is indicated in Fig. 2. 
The dimensions of a layer follows the rule given below. For 
an input volume of dimensions (X1, Y1, Z1) , convolved with 
K filters of size (F, F), size of the output is (X2, Y2,K) . X2 
and Y2 are calculated as,

where P and S are padding and striding values. They are 
unity and two, respectively, in our design. Following each 
convolution layer, there is a batch normalization layer. The 
layer normalizes the previous layer outputs for the training 
samples in the batch of size 128. ReLU activation function 
is provided after each batch normalization layer. Max pool-
ing is provided after each ReLU function. The purpose is 
to reduce the dimensions of the output between successive 
stages. The typical pooling operation applied in this design 
uses a max pool filter of size (2,2), stride (2,2) and no pad-
ding. The FC_1 layer has ten neurons, and FC_2 layer has 
three neurons.

3.1.1 � Computational complexity of CNN

The factors considered in the design of the proposed 
CNN include the computational complexity and memory 

(1)X2 =
X1 − F + 2P

S
+ 1

(2)Y2 =
Y1 − F + 2P

S
+ 1

Fig. 1   Work flow for the pro-
posed classification scheme

Table 2   Convolution layers

Layer Filter size No. of filters

Conv_1 3 × 3 8
Conv_2 3 × 3 16
Conv_3 5 × 5 32
Conv_4 7 × 7 64
Conv_5 9 × 9 64

Fig. 2   The convolution layers and the fully connected layers of the proposed CNN
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requirements. This consideration in design limited the 
CNN to have two FC layers and restricted it to have 
smaller convolution filters. The convolution stages and 
the dense connections of FC layer(s) account for most of 
the computations in a deep CNN model. The convolution 
operation is multiplications, followed by an addition. The 
computations, therefore correspond to multiplication and 
accumulation (MAC) operations. The number of MAC 
operations in a convolution layer ( Opsconv ) depends on the 
filter dimension (F1 , F 2 , K) and the dimension of output 
feature map (X, Y, Z) by the relation,

The number of MAC operations in an FC layer ( OpsFC ) is 
equal to the number of parameters (weights) of the layer. 
The total number of MAC operations for the entire network 
is the sum of the number of MAC operations for all the lay-
ers of the network.

3.1.2 � Memory requirements of CNN

The memory requirements for the implementation of deep 
CNN models depend on the number of parameters. The 
learnable parameters are contributed by the convolution 
layers and the FC layers. The number of parameters for a 
convolution layer (Paramconv ) is calculated as,

where Z in represents the number of input channels for the 
layer. The number of parameters for the FC layer (ParamFC ) 
is calculated as,

where X prev , Y prev and Z prev represent the dimension of the 
layer previous to FC layer. N FC represents the number of 
output nodes for the FC layer. The computational overhead 
and the memory requirements determine the training time 
and test time required for a CNN.

3.2 � Classifier

The designed CNN has a softmax layer at the output of 
the final FC layer. CNN, with a softmax layer, forms a 
stand-alone classifier. The performance of CNN as a clas-
sifier gets affected due to the phenomenon of overfitting. 
With the CNN model being complex, the effect of over-
fitting gets pronounced when the availability of training 
data is limited. In a way to improve the performance, we 
propose the use of SVM on the CNN features.

(3)Opsconv = F1 ∗ F2 ∗ K ∗ X ∗ Y ∗ Z

(4)Paramconv = F1 ∗ F2 ∗ K ∗ Zin + K

(5)ParamFC = Xprev ∗ Yprev ∗ Zprev ∗ NFC + NFC

3.2.1 � Softmax

CNN uses a softmax activation function after the final FC 
layer. The function is defined as,

where x represents the set of N variables. With the softmax 
function, the output becomes a measure of probability. The 
whole training process in a CNN classifier is driven by the 
loss function, Cross-Entropy and is defined by Lc,

where q and q’ are true and predicted measures, respectively 
for output class. The loss returns a lower value when the pre-
dicted and true values are closer. Cross-entropy loss, which 
measures closeness between the true measure and predic-
tions, is considered better for training and gradient calcula-
tions (in backpropagation). On the other hand, a mean square 
error (MSE) loss penalises heavily on incorrect predictions. 
Again, being suited for numerical outputs, MSE is not suited 
for a probabilistic interpretation.

3.2.2 � SVM

SVM is a maximum margin classifier defined as an optimiza-
tion problem (Cortes and Vapni 1995) as given below. Given 
the feature vector xi , weight vector w and class label yi

where i represents the no. of samples, C is the cost parameter 
controlling the maximization of margin and minimization 
of classification error. and � represents the training errors.

SVM can be easily extended to multi-class problems. In 
practice, common approaches to multiclass classification are 
one-versus-all method and one-versus-one method (Rocha and 
Goldenstein 2013). For a c-class classification task, the former 
approach requires c binary SVM classifiers. The requirement 
is c(c−1)

2
 binary classifiers, when the latter approach is followed. 

The proposed work uses a 3-class classifier model with three 
SVM binary classifiers, following a one-versus-all approach. 
The loss function used for the SVM classification algorithm 
is Hinge Loss (Lh) . The function is mathematically defined as,

(6)S(xi) =
exi

∑N

j=1
xj

(7)Lc = −
∑

i

qilog(q
�
i
)

(8)Minimize ∶
1

2
∥ w ∥ +C

(
∑

i

�i

)

(9)Subjectto ∶ yi
(

wTxi + w0

)

≥ 1

(10)Lh = max(0, 1 − q.q�)
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where q is the target label and q′ is the output measure based 
on classifier decision. The function is convex and has a sub-
gradient for the model parameters.

4 � Experimental set‑up

The experiment is successfully conducted on a computer 
system with 32 GB RAM, Intel Xeon CPU E3-1245-v6 
@3.70GHz. The software used for the experimentation is 
Matlab 2018a.

4.1 � Preprocessing

MRI images in the dataset are resized to ( 256 × 256 ), and 
grey level values are normalized to values between [0  1]. 
The experimentation followed the fivefold cross-validation 
approach. The set of 233 patients in the dataset corresponds 
to a total of 3064 images. The dataset is randomly split into 
five subsets of roughly similar sizes. Across the subsets, 
the number of patients belonging to a specific category of a 
tumor is made approximately equal. Figure 3 shows the steps 
followed in preprocessing. Indicators ‘1’ to ‘5’, in the figure, 
represent five disjoint subsets formed to conduct the five-
fold cross-validation. During each round of validation, one 
subset is assigned as a test set while the others form a train-
ing set. After five rounds of validation, every MRI image in 
the dataset gets tested and classified by the designed model. 
The validation results of each round are combined to get the 
overall performance of the classifier.

4.2 � Feature extraction

The input training data images, including their class 
labels, are given to the CNN model. Training images are 
augmented using random rotations, scalings and transla-
tions. This aids in making the learning process more effec-
tive. The network learns general information rather than 
assimilating specific details of each image. The expected 
effect is a better classification for the unseen MRI image 
data. Training accuracy and loss functions are monitored 
during the training phase. A convergence of loss func-
tion to zero indicates adequate training of CNN, shown in 
Fig. 4. It indicates the CNN has learned to classify training 
data correctly. The response to an input image at a layer is 
termed as activation of the layer in CNN. We conducted 
experiments using the activations of the Conv_5 layer and 
FC_1 layers. Activations from FC_1 is a vector of length 
ten and activations of Conv_5 is vector of length 3136. 
Separate and independent experiments are conducted on 
FC_1 and Conv_5 feature sets. No feature selection (or 
dimension reduction) technique is used in this work. There 
is a set of user-chosen parameters, that aid in the proper 
training of the CNN model. They are known as hyper-
parameters of CNN. Table 3 provides the values of hyper-
parameters used in the design. Adam was selected as the 
optimizer because it has an adaptive learning rule. Adam 
was found to learn the data better than sgdm, the other 
popular optimizer. Batch normalization and L2 regulariza-
tion were included to avert the undesirable overfitting phe-
nomenon. The practical choice of the batch size is a trade-
off between faster training and available memory space. In 
our design, the batch size for normalization was chosen as 

Fig. 3   Preparing the dataset for 
experiment

NormalizeResize
Image

in
Dataset

Assign to a 
set in [1, 5] for 
cross-validation

Fig. 4   Loss function during 
training
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128. The other hyper-parameter values were heuristically 
chosen after rounds of relevant experimentation on train-
ing data from Figshare.

4.3 � Classification

The features extracted from training images, along with 
their class labels, are given to train the multiclass SVM 
model. The features extracted from test images are then 
given to the trained SVM. The predicted labels for the 
test features are obtained as output from the SVM model. 
Predicted labels are compared with true class labels to 
evaluate the performance of the classifier. The proposed 
work uses a three-class ECOC model with three binary 
SVM classifiers, following a one-versus-all approach. 
Each binary SVM applies a linear kernel function. The 
linear kernel was fixed after experimenting with linear 
and radial basis function (RBF) kernels. The linear kernel 
was observed to give slightly better results. The loss func-
tion used for SVM classification algorithm is Hinge Loss. 
Also, the model incorporates L2 regularization to enable 
modelling with a soft-margin. The SVM model uses bfgs 
as a solver for optimization. Improved classification accu-
racy is obtained for models included with error correcting 
output codes (ECOC). Table 3 lists the hyperparameters 
corresponding to the adopted SVM-ECOC model.

5 � Evaluation

The average elapsed time during the training of CNN, fol-
lowing one complete trial of fivefold approach, is 2 h 06 min. 
However, the testing has been fast with the average time per 
image is less than a second. In this section, the performance 
of the classifier is evaluated and is compared with that of 
related works.

5.1 � Comparison with related works in terms 
of accuracy

The most significant performance metric for a classifier is 
classification accuracy, which gives percentage of true pre-
dictions made by the classifier. We present the classifica-
tion accuracies obtained under three different settings in the 
experiment.

–	 The accuracy of designed CNN, when used itself as a 
standalone deep learning classifier, is 94.26%.

–	 Activations from Conv_5 layer of CNN, as features to 
SVM classifier, produced an accuracy of 93.83%.

–	 Activations from FC_1 layer to SVM classifier achieved 
an accuracy of 95.82%.

Figure 5 shows the progress of training and validation 
sets over iterations. Despite data augmentations, there is a 
limitation in achieving higher levels of validation perfor-
mance for a CNN classifier. To some extent, this limitation 
is addressed by the use of SVM on CNN features. However, 
the performance is dependent on the feature set. CNN fea-
tures in the form of activations from FC_1 layer achieve 
higher accuracy compared to that produced by activations 
from Conv_5 layer. This improvement is because the acti-
vations, of deeper layers, provide a better representation for 
an image. The FC_1 layer accumulates the responses from 
earlier layers and gives a more characteristic representation 
for the three classes of tumor images.

The proposed methodology is compared with all the 
works on this specific classification problem. Classification 
accuracy is used as the metric for comparison because of two 
reasons. First, it is the standard metric used in all the related 
works. Second, all the related works are evaluated using the 
same dataset. Table 4 summarises the works and gives a per-
formance comparison. Among the works using hand-crafted 
designs, SVM on the BoW model of feature set was an effec-
tive approach (Cheng et al. 2015). With the adoption of deep 
learning concepts and the use of CNN features, the results 
improved (Pashaei et al. 2018; Swati et al. 2019). According 
to our experiments, the results further improved when CNN 
features are classified using an SVM model. Our methodol-
ogy that uses a combination of features from the designed 
CNN and multiclass SVM for classification achieved the 
highest accuracy.

5.2 � Other performance metrics

As the data set is unbalanced for the category samples, we 
evaluate the results with the help of a confusion matrix. 
Table  5 represents confusion matrix obtained for the 
experiment.

Table 3   Hyper-parameter settings of the experiment

Hyper parameter CNN-Softmax CNN-SVM

Initial learning rate 0.001 0.001
Optimizer Adam Adam
L2 regularization factor 0.0001 0.0001
Mini-batch size 128 128
Epochs 20 20
Classifier model Softmax SVM-ECOC
Loss Cross-entropy Hinge
Coding – One-vs-all
Kernel – Linear
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From the confusion matrix, the following key evalua-
tion metrics are calculated for each class. For any class C, 
Precision ( PC ) is the proportion of samples classified as C, 
that actually belong to C. Recall ( RC ) gives the proportion 
of actual samples of C, that are being correctly identified 
as C. It is also known as the sensitivity of a classifier. 
Specificity ( SC ) is the fraction of non-members of C, that 
is correctly detected. The expressions for calculating the 
metrics are as follows,

where TP represents the number of true positive cases while 
FP is the number of false positive cases in classification. TN 
is number of true negatives, and FN represents false negative 
samples of classification.

The performance measures for each category of disease is 
shown in Table 6. Concerning specificity for all the classes, 
the designed disease categorizer is superlative. Specificity 
is an important measure in disease classification because 
it gives the fraction of samples free of the specific disease 
class. Again, with reference to precision and recall measures, 
the classifier is considered as a high-performance system.

5.3 � Validation using more datasets

Figshare is the only database available for the specific three 
classes of tumors discussed in this work. The proposed 
classifier arrangement is extended to some closely related 
problems. The objective is to permit the evaluation of the 
proposed classification scheme using other datasets.

(11)

PC =
TP

TP + FP

RC =
TP

TP + FN

SC =
TN

TN + FP

Fig. 5   Training and validation accuracy of CNN

Table 4   Related works and comparison using Figshare dataset

Work Features Classifier Accuracy (%)

Cheng et al. (2015) BoW SVM 91.28
Ismael and Abdel-Qader 

(2018)
DWT, Gabor NN 91.90

Pashaei et al. (2018) CNN ELM 93.68
Swati et al. (2019) CNN (TL) CNN (TL) 94.80
Abiwinanda et al. (2018) CNN CNN 84.19
Afshar et al. (2018) CapsNet CapsNet 86.56
Afshar et al. (2018) CapsNet CapsNet 90.89
Proposed CNN SVM 95.82

Table 5   Confusion matrix

Actual class

Predicted class M G P
M 627 30 7 M: Meningioma
G 60 1392 6 G: Glioma
P 21 4 917 P: Pituitary

Table 6   Performance measures

Category Precision (%) Recall (%) Specificity (%)

Meningioma 94.4 88.5 98.4
Glioma 95.5 97.6 97.9
Pituitary tumor 97.3 98.6 99.3
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5.3.1 � Using Radiopaedia repository

Detection of tumor can be considered as a 2-class classifi-
cation problem between tumorous and normal images. The 
final FC layer in the proposed CNN architecture is modified 
to have two output neurons instead of the original three neu-
rons. Eighty samples of brain MRI images are taken from 
Radiopaedia repository (Dataset 2 2019) for the evalua-
tion. Forty images are normal and the remaining forty are 
tumorous, as considered in a recent work (Seetha and Raja 
2018). Evaluation using fivefold cross-validation resulted in 
a classification accuracy of 99.0% when CNN features were 
classified using SVM. The accuracy of the softmax classi-
fier of CNN was 95.7%. Table 7 provides a comparison of 
the proposed method with the state-of-the-art method. The 
related work (Seetha and Raja 2018) used CNN with soft-
max for classification of images. The proposed work attained 
the improvement, using SVM on CNN features.

5.3.2 � Using Harvard repository

The classifier arrangement is extended to a 4-class prob-
lem. The final FC layer of the proposed CNN architecture is 
modified to have four output neurons. 66 T2-weighted axial 
plane brain MRI images, of size 256 × 256 from Harvard 
medical repository (Dataset 3 2019), are used for the experi-
ment. 22 MRI images belong to the category normal and the 
remaining 44 images belong to one among the three malig-
nant tumors, namely glioblastoma, sarcoma and metastatic 
bronchogenic carcinoma. Hence the four classes for the 
problem are normal, glioblastoma, sarcoma and metastatic 
bronchogenic carcinoma. Evaluation using fivefold cross-
validation resulted in a classification accuracy of 98.78% 
when CNN features were classified using SVM. The accu-
racy of the softmax classifier of CNN was 94.54%. The per-
formance was compared with the state-of-the-art method 
(Mohsen et al. 2018), and comparison results are provided in 
Table 8. Considering the small size of the dataset, the related 
work (Mohsen et al. 2018) applied the domain knowledge to 
extract features in the wavelet transform domain. According 
to the proposed work, the CNN features are used to charac-
terize images and are classified using an SVM model.

The experimental results (given in Table 7 and Table 8) 
validate the improvements in medical image classification 
using the hybrid CNN-SVM arrangement.

6 � Discussions

Features extracted by CNN have proven to be more capable 
in describing brain image data than the conventional hand-
crafted features. However, an SVM classifier is observed to 
be more efficient than the softmax based classifier of CNN, 
in classifying the feature data.

6.1 � Comparison with transfer learning

Research studies have successfully applied transfer learning 
to medical image classification problems, considering the 
scarcity of medical data. However, there is an associated 
drawback in it. The pre-trained models are intense such that 
the computational overhead and memory requirements are 
significantly high. A comparison of two works on the 3-class 
brain tumor classification problem is provided in Table 9. 
The previous work [33] applies different pre-trained net-
works such as VGG-16 on the Figshare dataset to solve the 
classification problem. The computations involved in such 
deep networks are large (Sze et al. 2017). The latter is the 
proposed method which uses the designed CNN to extract 
features. The proposed method produces an improved per-
formance than the other method with lesser computations.

6.2 � Improved performance with SVM

The softmax classifier of CNN classifies data based on the 
probability measures of output classes. The disadvantage 
with CNN as a classifier is overfitting. Figure 6 shows that 
the training loss goes to zero, but the validation loss does 
not. Beyond 200 iterations, the validation loss increases. 
This behaviour indicates that overfitting occurred with 
the CNN model. SVM, on the other hand, classifies data 
by transforming them into higher dimensional space. It is 
a maximum margin optimization problem based on Hinge 
loss. The constrained maximum margin model of SVM is 

Table 7   Comparison with state-of-the-art method for brain tumor 
detection using Radiopaedia dataset

Work Features Classifier Accuracy (%)

Seetha and Raja 
(2018)

CNN CNN 97.5

Proposed CNN Softmax 95.7
Proposed CNN SVM 99.0

Table 8   Comparison with state-of-the-art method for 4-class brain 
tumor classification using Harvard dataset

Work Features Classifier Accuracy (%)

Mohsen et al. (2018) DWT CNN 96.97
Proposed CNN Softmax 94.5
Proposed CNN SVM 98.7
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less prone to overfitting. This feature of SVM is a significant 
consideration for medical image classification problems, 
where the availability of training data is limited. Besides, 
two factors make SVM less sensitive to outlier data. First, 
the Hinge loss diverges slower than the cross-entropy loss of 
softmax classifier of CNN. Second, the classification of test 
features relies only on the support vectors. Table 10 sum-
marizes the experimental results. The observations empha-
size that the CNN-SVM can reach better performance over 
CNN-softmax when the data size is limited.

6.3 � Regarding misclassifications

Analysis using receiver operating characteristics (ROC) 
provides an insight into the misclassifications made by the 
classifier. ROC curve is the graph plotting true positive 
rate and false positive rate for a disease category. Figure 7 
shows the ROC curve for the proposed SVM classifier on 
the CNN features. The area under the curve (AUC) indi-
cates the ability of the model to distinguish between classes. 
Higher the AUC, better is the classifier is at predicting the 
disease category correctly. The AUC values for the diseases 
meningioma, glioma and pituitary tumor are 0.990, 0.993, 
and 0.996, respectively. The AUC value for meningioma is 

slightly lower than that of the other categories. As a result, 
comparatively there is poor performance with respect to 
precision and recall for the case of meningioma (Table 6). 
The accuracy of the 3-class brain tumor classification prob-
lem is affected by the following reasons. The MRI images 

Fig. 6   Training and validation 
losses

Table 9   Comparison with a transfer learning-based approach for brain tumor classification, evaluated using Figshare

Work Method Accuracy (%) No. of layers No. of parameters MAC operations

Swati et al. (2019) Deep transfer learning 94.28 16 138M 15.5G
Proposed Designed CNN with SVM 95.82 7 0.77M 0.34G

Table 10   Summary of the 
experiments

Classification problem MRI dataset Accuracy of CNN 
(softmax) (%)

Accuracy of 
CNN with SVM 
(%)

3-Class brain tumor classification Figshare 94.2 95.8
Brain tumor detection Radiopaedia 95.7 99.0
4-Class brain tumor classification Harvard 94.5 98.7

Fig. 7   ROC curve of SVM classifier on CNN features



8368	 S. Deepak, P. M. Ameer 

1 3

of the three classes of tumors considered are observed to 
exhibit similar characteristics. Another significant reason is 
the imbalance of the Figshare dataset concerning the class 
samples. There are lesser samples for meningioma in the 
dataset. It is an essential factor as CNN training is dependent 
on the characteristics of a dataset.

7 � Conclusion

The article primarily focused on developing an accurate 
algorithm for brain tumor classification. The CNN-SVM 
arrangement produced better classification results compared 
to the CNN with a softmax classifier. This fact has signifi-
cance in medical image classification problems, where the 
number of samples available for any class could be minimal. 
This scheme is advantageous to transfer learning strategies, 
which requires exhaustive fine-tuning and high memory. 
The extended training time, needed for CNN before fea-
ture extraction, may be considered as a drawback. Future 
research will focus on speeding up of the training process 
for the CNN model, without compromising on performance. 
The developed system may be modified for image retrieval 
applications, using the same dataset. Extensive data aug-
mentation procedures shall produce further improvements 
in performance. The classifier model may be tuned further 
to test on real images, to ascertain its applicability as a tool 
in medical diagnosis.
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