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Abstract
Human activity recognition aims to identify the activities carried out by a person. Recognition is possible by using informa-
tion that is retrieved from numerous physiological signals by attaching sensors to the subject’s body. Lately, sensors like 
accelerometer and gyroscope are built-in inside the Smartphone itself, which makes activity recognition very simple. To 
make the activity recognition system work properly in smartphone which has power constraint, it is very essential to use an 
optimization technique which can reduce the number of features used in the dataset with less time consumption. In this paper, 
we have proposed a dimensionality reduction technique called fast feature dimensionality reduction technique (FFDRT). 
A dataset (UCI HAR repository) available in the public domain is used in this work. Results from this study shows that 
the fast feature dimensionality reduction technique applied for the dataset has reduced the number of features from 561 to 
66, while maintaining the activity recognition accuracy at 98.72% using random forest classifier and time consumption in 
dimensionality reduction stage using FFDRT is much below the state of the art techniques.
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1  Introduction

Since 1979, the year in which the first ever commercial 
handheld mobile phones were introduced, there has been 
no stopping in the growth of it. The mobile phones were 
used by 80% of the world population by the year 2011. In a 
very short period of time, mobile phones have become part 
of our life. The new generation smartphones are equipped 
with many features with the help of many sensors. With 
the use of these features in the smartphones, it is very easy 
to keep track of our daily activities. These kinds of assis-
tive technologies can be useful for remote health care, for 
the disabled, the elderly and to those with important needs. 

Human activity recognition is a very active research field 
in which techniques for understanding human activities by 
interpreting attributes taken from motion, physiological sig-
nals, location and environmental information etc.,

Human activity recognition identifies the actions done 
by a person given a set of observations. The recognition 
can be done by using the information taken from sensors. 
The main objective of activity recognition system is to iden-
tify the actions performed by humans, from the collected 
data through sensors. The latest smartphones have motion, 
acceleration or inertial sensors, and by using the information 
taken from the sensors, recognition of activities is possible. 
Since it is possible to collect a large amount of data through 
the features available in smartphones but the challenge lies 
in processing the data and implementing it in real time appli-
cations. So, there is an important need for new data mining 
schemes to end these kinds of challenges. Since we have 
many features derived from sensors like accelerometer and 
gyroscope, it is essential to use feature selection algorithms 
to simplify the computing process by reducing the number of 
features. mRMR feature selection algorithm has been used 
in a study to reduce the dimensionality of features (Doewes 
2017). Accordingly, in this paper fast feature dimensionality 
reduction technique has been employed for dimensionality 
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reduction of features. Different classification methods were 
used for evaluating the result.

This paper has been constructed in the following way: 
previous work has been depicted in Sect. 2. The details 
about the activity recognition datasets have been presented 
in Sect. 3. The proposed work has been described in Sect. 5. 
The experimental results have been discussed in Sect. 6. The 
paper concludes with the outcomes and future work.

2 � Related works

Major works have been done in dimensionality reduction 
techniques. We have proposed an algorithm called fast fea-
ture dimensionality reduction technique to reduce the num-
ber of features and avoid high computational cost. Most of 
the successful metric learning techniques suffer from com-
putational cost.

2.1 � Dimensionality reduction methods

Dimensionality reduction is the process of reducing the 
number of features by removing irrelevant features and keep-
ing only important features. Feature selection and extraction 
methods are very important to attain dimensionality reduc-
tion for high dimensional data. Several works have been 
carried out in the past on feature selection and extraction 
methods to reduce the dimension of feature space.

Kira and Rendall (1992) proposed a feature selection 
algorithm called Relief which reduces the number of fea-
tures by selecting only relevant features. In Partridge and 
Calvo (1998), presented a simple and fast algorithm to 
reduce the number of features. Their proposed method 
shows a fast convergence rate compared to other techniques. 
In Goldberger (2005), have proposed a novel scheme for 
learning a Mahalanobis distance measure to be used in the 
KNN classification technique. The performance of their pro-
posed method is demonstrated using several datasets. But 
the method suffers from high computational cost. In Yang 
(2012a), Yang W et al. presented a fast neighborhood com-
ponent analysis (FNCA) method. FNCA uses a local prob-
ability distribution model constructed based on its K nearest 
neighbors from both the same class and different classes. 
Compared to NCA, FNCA has significantly increased the 
training speed. Yang (2012b) proposed a novel nearest 
neighbor feature weighting algorithm, which learns a fea-
ture weighting vector by increasing the expected leave-one-
out classification accuracy. Their proposed method works 
well with several datasets. Chetty (2015) have presented an 
information theory-based feature ranking algorithm. Ran-
dom forests, ensemble learning, and lazy learning were used 
for the evaluation of their proposed method.

In Wang (2016), have presented a modified ReliefF algo-
rithm that overcomes the shortcomings of the ReliefF algo-
rithm. Experimental results show the improvement in clas-
sification accuracy. Walse (2016) have used PCA to reduce 
the number of features. MLP is used for evaluating their 
proposed method. Francis (2017) have evaluated Nystrom 
KPCA and other methods for the classification tasks. Several 
real world datasets were used for evaluation. Doewes (2017) 
have used the mRMR method to reduce the number of fea-
tures. SVM and MLP classifiers were used for evaluating the 
mRMR method. Zhang and Zhang (2018) have presented 
a dual-channel model to separate the spatial and temporal 
feature extraction. Their proposed method used two separate 
channels to capture the complementary static form informa-
tion from the single frame and dynamic motion information 
from a multi-frame. In Jansi and Amutha (2018), have pro-
posed a chaotic map based dimensionality reduction and a 
sparse based classifier. They have compared their proposed 
work with other methods.

The previous works Chetty (2015), Doewes (2017), 
Jansi and Amutha (2018), Kira and Rendall (1992), Wang 
(2016),and Yang (2012b) have concentrated only on accu-
racy and achieved in the range of 90–98% but did not work 
on computational cost. The work Goldberger (2005) has 
suffered from high computational cost. The authors Yang 
(2012a) claimed to have overcome the problem of Gold-
berger (2005) but did not concentrate much on accuracy. In 
Francis (2017), the authors have worked on both accuracy 
and computational cost and achieved 98.21% and 4.61 s. 
The authors Walse (2016) have worked on both computa-
tional cost and accuracy. They have achieved an accuracy 
of 96.17% and a computational cost of 128s. However, the 
scope for improvement is still wide open. We have used both 
accuracy and computational cost as our performance met-
rics. Our proposed method has performed exceptionally well 
compared to existing methods.

2.2 � Human activity recognition

Human activity recognition has gained a lot of attention 
recently because of its application like ambient assisted 
living etc. Several authors have worked on human activity 
recognition systems. Some of their works have been listed 
below:

Meng (2008) have developed a fast human activity rec-
ognition system. They have implemented the human action 
recognition on reconfigurable architecture and achieved rec-
ognition accuracy of 80%. Reyes-ortiz (2015) have given a 
detailed study on human activity recognition. A compila-
tion of several techniques has been exposed and studied. 
Chen (2016) have proposed a depth motion based human 
action recognition. Action recognition is performed using 
distance weighted Tikhonov matrix with an l2 regularized 
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collaborative representation classifier. Asteriadis and Daras 
(2017) have proposed a novel multi-modal human activity 
recognition method. Their proposed method supports the 
online adaptivity of modalities, dynamically, according to 
their automatically inferred reliability.

All the previous works on HAR have either used a camera 
or wearable sensors for identifying the actions. Vision-based 
action recognition is time-consuming and the necessity of 
using the wearable sensors on the body may introduce con-
straints in the subject’s movement. On the other hand, smart-
phone sensors can be used for activity recognition, since 
nobody will feel uncomfortable in using it.

2.3 � Human activity recognition using smartphone 
sensors

Human activity recognition based on inertial sensors has 
gained popularity recently and many researchers have inves-
tigated it in their work. Lately, the advent of using these 
inertial sensors in smartphones has opened a wide range of 
applications. Some of the works have been discussed below:

Anguita (2012) have proposed an inertial sensor-based 
human activity recognition system using smartphones. The 
hardware-friendly approach used for multiclass classifica-
tion works well and overcomes the power constraints of 
mobile phones. In Anguita (2013)), have proposed a novel 
energy-efficient method for human activity recognition using 
smartphones for remote patient monitoring. They proposed a 
modified SVM for multiclass classification. In Bayat (2014), 
gave an elaborate study on how different types of human 
physical activities can be identified using a mobile phone. 
The authors have designed a new digital LPF to separate 
the gravity acceleration data from that of body accelera-
tion data. Kwon (2014) proposed human activity recogni-
tion based on unsupervised learning methods with the data 
collected from smart phone sensors. Su (2014) have sur-
veyed recent advances in human action recognition using 
smartphone sensors. The authors have reviewed core data 
mining techniques that were behind human activity recogni-
tion algorithms. Catal (2015) have proposed a novel activity 
prediction model and combined several machine learning 
classifiers with the average of probabilities combination rule. 
Their proposed model outperformed the MLP based recogni-
tion technique.

Ronao and Cho (2016) have presented a deep convolu-
tional neural network to perform a smartphone-based effec-
tive HAR system using the 1D time-series signals. Their 
proposed work has extracted relevant and complex features. 
Tran and Phan (2016) have designed a system for human 
activity recognition using built-in sensors of smartphones. 
They have used six different activities and SVM for clas-
sification. San-Segundo (2016a) have presented an HMM-
based human activity recognition and segmentation using a 

smartphone. Reyes-ortiz (2016) have presented transition-
aware human activity recognition (TAHAR) system archi-
tecture. The proposed architecture can recognize physical 
activities using smartphones. Jain and Kanhangad (2016) 
have presented a behavioral biometrics-based gender recog-
nition using smartphones. Gait data from the accelerometer 
and gyroscope sensors of a smartphone have been used for 
gender recognition. Akhavian and Behzadan (2016) have 
presented a construction workers’ activity recognition sys-
tem using smartphones.

In San-Segundo (2016c), have proposed a Human sens-
ing system based on hidden Markov models (HMMs) for 
classification of physical activities. The system includes a 
HMMs training module, a feature extractor and an HAR 
module. San-Segundo (2016b)) presented an adaptation of 
strategies used in speech processing in human activity rec-
ognition and segmentation (HARS) system based on hid-
den Markov models (HMMs) for recognizing and segment-
ing different physical activities. Alveraz de la Concepcion 
(2017) have discussed the importance of the rehabilitation 
process for elders and proposed an algorithm called Ameva. 
Cao (2017) have proposed an efficient group-based context-
aware classification method for human action recognition 
on smartphones. It uses the group-based method to improve 
classification accuracy. Dao (2017) have proposed a new 
method for human activity recognition. Their proposed work 
can detect the activity of a new user at the beginning itself.

The inertial sensors of smartphones are essential for 
HAR, but it produces more data which increases the compu-
tational cost. High computational cost leads to more power 
consumption. But the smartphones have power constraints. 
An efficient dimensionality reduction method is required to 
overcome the above-said problem. We have proposed a novel 
dimensionality reduction technique and used both accuracy 
and response time as performance metrics. Our proposed 
method has shown an excellent performance in comparison 
with the existing methods.

3 � Activity recognition dataset

Figure 1 shows a human activity recognition system. In our 
approach, we have used two activity recognition datasets 
for experimental validation. They are (1) Publicly available 
(UCI HAR) activity recognition (AR) dataset. (2) Elderly 
AR dataset (own dataset for real-time data analysis).

3.1 � UCI HAR dataset

This dataset contains labeled data collected from thirty sub-
jects in the age bracket of 19–48 years. Each subject per-
formed six different activities like standing, sitting, lying 
down, walking on flat ground, walking upstairs and walking 
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downstairs by wearing a smartphone around the waist. A 
Samsung Galaxy S2 smartphone is used to collect the data, 
which consists of an accelerometer and a gyroscope to meas-
ure 3-axial linear acceleration and angular velocity respec-
tively at a constant rate of 50Hz, which is enough to capture 
human body motion. The database contains a dataset with 
extracted features. The dataset contains multiple vectors; 
each vector consists of 561 features.

3.2 � Elderly activity recognition (AR) dataset

We have created our own dataset to attain real time data 
analysis. A Smartphone is used to collect sensor data from 
10 subjects aging 60 and more. Five male and five female 
subjects have participated in the data collection process. 
Sensoduino application is installed on the mobile to trans-
fer the accelerometer data to the laptop (using Tera Term 
software) through Bluetooth. For every 100 ms, a value was 
generated, i.e., at a rate of 600 data per minute. Each sub-
ject performed five different activities like sitting, walking 
upstairs, walking downstairs, standing, and walking by wear-
ing a smartphone around the waist. Time-domain features 
were extracted from raw sensor data. The dataset contains 
multiple vectors; each vector consists of 21 features.

4 � Proposed feature dimensionality 
reduction method

High dimensional investigation rises as one of the significant 
areas of research. The transmission, processing, and stor-
ing of high dimensional data creates very great demands 
on computing systems. Hence, it is essential to decrease the 
dimensionality of the high dimensional data (Yang 2012a). 
In this section, we have proposed a dimensionality reduction 
technique.

We start by taking the inputs, the dataset n × k , the num-
ber of classes j, and the weights w1 & w2 . Since the features 

extracted from IMU data do not change much in every vector, 
we have randomly selected only five feature vectors fi from 
class c1 and it is arranged as a column vector f ′

i1
 . Similarly, 

five feature vectors are randomly selected from each class and 
arranged as column vectors. All these column vectors from all 
the classes are grouped together to form a matrix Aij.

The matr ix Aij  is divided into f ive groups 
g1 = f1j, g2 = f2j,… , g5 = f5j . Such that each group consists 
of one feature vector from each class. We have calculated the 
Euclidean distance between each feature from one vector with 
other vector in the group.

Similarly in all the groups the Euclidean distance has been 
calculated.

Now by changing the weights w1 & w2 , the number of fea-
tures has been reduced (Table 1).

Extensive work has been carried out with different classi-
fication techniques. Brief details about the classification tech-
niques are given below.

4.1 � Naive Bayes

This classifier is based on Bayes theorem and calculates prob-
abilities in order to perform Bayesian inference. This method is 
based on supervised learning. It is a straight forward method to 
train the model, and performs quiet well in terms of accuracy.

4.2 � k‑NN

K nearest neighbors is a very simple algorithm that stores 
the available cases and classifies a new case based on the 

(1)Dr(v) =

√

(fum(v) − fub+1(v))
2

(2)D(t)t=1∶k =
∑

r=1∶p

Dr(t)

Fig. 1   Human activity recognition system (Chetty 2015)
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distance function. KNN is used in statistical estimation and 
pattern recognition.

4.3 � Random forest

Random forest technique is based on ensemble learning 
methods for regression and classification. It constructs a 
number of decision trees at the time of training and gives 
out the mode of the classes as output class.

4.4 � Deep learning

The recent trend in feature classification is deep learning. 
More robust features can be extracted. Complexity of feature 
extraction can be reduced by increasing the number hidden 
layers (Ronao and Cho 2016).

5 � Experimental results

To evaluate the performance of the proposed feature 
dimensionality reduction approach for human activity 
recognition, we have used two datasets. One is a publicly 
available online dataset, and the other one is an own data-
set. We have used MATLAB 2017a for simulation work. 
The performance parameters are deduced from the con-
fusion matrix. The following metrics are used as perfor-
mance parameters. They are

The performance parameters can be deduced from the 
confusion matrix. They are
True positives (TP): The number of positive instances 
that were classified as positive.
True negatives (TN): The number of negative instances 
that were classified as negative.

Table 1   Proposed feature dimensionality reduction technique

Fast feature dimensionality reduction technique (FFDRT)

Input: Full dataset (UCI HAR Dataset 6000 × 561 ), Number of classes (6), w1 = 0.2 → 0.4 and w2 = 0.7

Output: Reduced number of features (6000 × t)

Step1: Initialize with given dimension of the dataset ( n × k ) as ( 6000 × 561 ) and number of classes ( j = 6)
Step2: Randomly select five feature vectors fi from thousand feature vectors available in class c1 and arrange as column Vector f ′

i1

Step3: Repeat step2 for all the classes and concatenate all the column vectors as matrix Aij

Step4: Divide the matrix into 5 groups ( g1,… , g5 ) such that each row correspond to one group g1 = f1j, g2 = f2j

..., g5 = f5j . (i.e., Each group has one feature vector from each class)
Step5: Select feature vector f11 from g1 and calculate Euclidean distance between all the other features vectors in group g1
Pseudo code for step5:
Initial p =j C2 = 15, k = 561, u = 1,m = 1, b = 1;
for r = 1 ∶ p {
for v = 1 ∶ k {
Dr(v) =

√

(fum(v) − fub+1(v))
2 from (1)

}
b = b + 1;

end
if b > 5 {
m = m + 1;

b = m;

 }
end
 }
end
 }
D(t)t=1∶k =

∑

r=1∶p Dr(t) from (2)
Where, D = Euclideandistance;

Step6: Repeat step5 for all the five groups and obtain Euclidean distance for each group
Step7: The weights w1 and w2 act as lower range and upper range, whichever Euclidean distance value from all the five groups falls
between these weights are selected (see Fig. 2 for weight selection)
Step8: From the selected Euclidean distance, extract the corresponding features
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False positives (FP): The number of negative instances 
that were classified as positive.
False negatives (FN): The number of positive instance 
that were classified as negative.

Accuracy A is the mostly used performance evaluation 
measure to find out the overall classification performance 
for all classes.

F-score F is derived by finding the harmonic mean of preci-
sion and recall. F-score is calculated using the following 
equation.

Precision P is obtained by using the following equation.

Recall R is calculated by using the following equation.

5.1 � UCI HAR dataset

We have used 70% of the online dataset. It consists of 561 
features. Each record consists of the following attributes: 

(a)	 Triaxial acceleration.
(b)	 Triaxial Angular velocity.
(c)	 Vector of 561 features with frequency and time domain 

variables.
(d)	 It’s activity label.
(e)	 An identifier of the subject.

Figure 2 shows the accuracy versus number of features used. 
We have used different values of w1 and w2 to reduce the 
number of features. We have used w2 = 0.7 (constant) and 
changed w1 from 0.2 to 0.4 (increased insteps of 0.05 from 
0.2). The number of features were 195, 133, 96, 66 and 39 
when w1=0.2, 0.25, 0.30, 0.35 and 0.40 respectively.

We have chosen w1 = 0.35 and w1 = 0.70 (i.e., 66 features 
only) for calculating performance parameters. It has not only 
reduced 88% of features but also shown the best classifica-
tion performance. We have used classifiers such as k-NN, 
random forest, Naive Bayes, and deep learning for evaluating 
the proposed approach.

We have organized the classification results in a confu-
sion matrix. Tables 2, 3, 4, and 5 are showing the confusion 

(3)A =
TP + TN

TN + FP + FN + TN

(4)F =
2 × TP

2 × TP + FP + FN

(5)P =
TP

TP + FP

(6)R =
TP

TP + FN

matrix of all four classifiers. From these confusion matrices, 
we can calculate the performance parameters like accuracy, 
precision, F-score, and Recall. The results are plotted as 
shown in Figs. 3 and 4.

Table 6 shows the classifier performance of proposed 
FFDRT for UCI HAR dataset. FFDRT with kNN, we 
have attained 98.45% accuracy and 95.35% recall. FFDRT 
with Random Forest, we have attained 98.72% accuracy 
and 96.15% recall. FFDRT with Deep Learning, we have 
attained 98.68% accuracy and 96.05% recall. FFDRT with 
Nave Bayes, we have attained 93.00% accuracy and 81.69% 
recall. The performance of kNN, random forest, and deep 
learning are extremely good compared to Naive Bayes.

5.2 � Elderly AR dataset

Our dataset consists of 21 features in each vector. 80% of the 
dataset was used for training and 20% for testing.

Figure 5 shows the accuracy versus the number of fea-
tures used. We have used different values of w1 and w2 to 
reduce the number of features. We have used w2 = 4 (con-
stant) and changed w1 from 0.5 to 2. The number of features 
were 10, 7, 5 and 2 when w1=0.5, 0.75, 1 and 2 respectively.

We have chosen w1 = 1 and w2 = 4 (i.e., 5 features only) 
for calculating the performance parameters. It has not only 
reduced 76% of features but also shown the best classifica-
tion performance. We have used classifiers such as k-NN, 
and random forest for evaluating the proposed approach.

We have organized the classification results in a con-
fusion matrix. Tables 7 and  8 are showing the confusion 
matrix of the two classifiers. From these confusion matrices, 
we can calculate the performance parameters like accuracy, 
precision, F-score, and Recall. The results are plotted as 
shown in Figs. 6 and 7.

Table 9 shows the classifier performance of proposed 
FFDRT for elderly AR dataset. FFDRT with kNN, we have 
attained 94.73% accuracy and 87.50% recall. FFDRT with 
random forest, we have attained 93.56% accuracy and 85% 

Fig. 2   Accuracy (%) vs number of features (UCI HAR dataset)
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recall. The accuracy and recall of kNN and Random Forest 
are very close, but kNN holds the better performance.

5.3 � Result comparison with other works

For the comparative study, we have used the evaluation 
results of the publicly available online dataset since many 
researchers have used the same dataset.

Information theory based dimensionality reduction 
method used in Chetty (2015) reduced the number of fea-
tures to 128 and achieved an accuracy of 55.31% using Naive 
Bayes and 94.29% using random forest. While minimum 
redundancy maximum relevance method used in Doewes 
(2017) reduced the number of features to 201 and achieved 
an accuracy of 95.15% using SVM. We have reduced the 
number of features to 128 and 201 by adjusting the weights 
w1 and w2 for comparison using our proposed method. The 

Table 2   Confusion matrix for 
KNN classifier with 66 features 
(UCI HAR Dataset)

Activities Standing Sitting Laying Walking Walking 
downstairs

Walking 
upstairs

Standing 290 43 0 0 0 0
Sitting 40 293 0 0 0 0
Laying 4 7 333 0 0 0
Walking 0 0 0 331 1 1
Walking downstairs 0 0 0 0 330 4
Walking upstairs 0 0 0 4 0 330

Table 3   Confusion matrix for 
random forest classifier with 66 
features (UCI HAR dataset)

Activities Standing Sitting Laying Walking Walking 
downstairs

Walking 
upstairs

Standing 316 17 0 0 0 0
Sitting 17 316 0 0 0 0
Laying 0 0 333 0 0 0
Walking 2 0 0 323 5 5
Walking downstairs 0 0 0 10 316 8
Walking upstairs 0 0 0 5 10 319

Table 4   Confusion matrix for 
Nave Bayes classifier with 66 
features (UCI HAR dataset)

Activities Standing Sitting Laying Walking Walking 
downstairs

Walking 
upstairs

Standing 309 22 1 0 0 1
Sitting 136 183 12 1 0 1
Laying 0 0 332 0 0 1
Walking 0 0 0 267 44 22
Walking downstairs 0 0 0 20 280 34
Walking upstairs 0 0 0 6 34 294

Table 5   Confusion matrix for 
deep learning with 66 features 
(UCI HAR dataset)

Activities Standing Sitting Laying Walking Walking 
downstairs

Walking 
upstairs

Standing 306 27 0 0 0 0
Sitting 34 296 3 0 0 0
Laying 0 0 333 0 0 0
Walking 0 0 0 329 2 2
Walking downstairs 0 0 0 0 329 5
Walking upstairs 0 0 0 1 5 328
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Fig. 3   F-score of each activity using different classifiers (UCI HAR 
dataset)

Fig. 4   Precision of each activity using different classifiers (UCI HAR 
dataset)

Table 6   Classifier performance of proposed FFDRT (UCI HAR data-
set-66 features)

S. no Classification techniques Accuracy (%) Recall (%)

1 kNN 98.45 95.35
2 Random forest 98.72 96.15
3 Deep learning 98.68 96.05
4 Naive Bayes 93.00 81.69

Fig. 5   Accuracy (%) vs number of features (elderly AR dataset)

Table 7   Confusion matrix for KNN classifier with only 5 features 
(elderly AR dataset)

Activities Sitting Walking 
upstairs

Walking 
down-
stairs

Standing Walking

Sitting 8 0 0 0 0
Walking upstairs 0 5 2 1 0
Walking down-

stairs
0 0 6 1 1

Standing 0 0 0 8 0
Walking 0 0 0 0 8

Table 8   Confusion matrix for random forest classifier with only 5 
features (elderly AR dataset)

Activities Sitting Walking 
upstairs

Walking 
down-
stairs

Standing Walking

Sitting 8 0 0 0 0
Walking upstairs 0 7 0 1 0
Walking down-

stairs
1 0 4 2 1

Standing 0 0 0 8 0
Walking 0 0 1 0 7

Fig. 6   F-score of each activity using different classifiers (elderly AR 
dataset)

Fig. 7   Precision of each activity using different classifiers (elderly 
AR dataset)
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same classifiers used in Chetty (2015) and Doewes (2017) 
were used for evaluation of our proposed method. The pro-
posed fast feature dimensionality reduction technique has 
achieved an accuracy of 94.88% using Naive Bayes, 98.78% 
using random forest and 97.25% using SVM which is 39.57% 
(Chetty 2015, 4.49% (Chetty 2015) and 2.1% (Doewes 2017) 
greater than the existing methods respectively.

The comparison chart shown in Fig. 8 clearly shows that 
the fast feature dimensionality reduction technique with dif-
ferent classifiers is performing exceptionally well in terms 
of accuracy.

Table 10 shows comparison between the proposed fast 
feature dimensionality reduction technique with state of the 
art dimensionality reduction techniques. Table 10 clearly 
shows the proposed method is very effective in reducing 
the response time compared to others techniques (Francis 
2017; Goldberger 2005; Kira and Rendall 1992), and (Walse 
2016) by a huge margin. When Nystrom KPCA (Francis 

2017) was used to reduce the feature dimension, it took 4.61 
s. Similarly, when NCA (Goldberger 2005), ReliefF (Kira 
and Rendall 1992), and PCA (Walse 2016) were used, it 
took 2037.38 s, 107.30 s, and 128 s respectively. Compare 
to these methods, our proposed method just took 1.74 s 
to reduce the feature dimension, which is 2.65% (Francis 
2017), 1170% (Goldberger 2005), 61.5% (Kira and Rendall 
1992) and 74.5% (Walse 2016) lesser than the existing meth-
ods respectively.

6 � Conclusion

In this paper, we have proposed a novel feature dimensional-
ity reduction method (fast feature dimensionality reduction 
technique). We have used two activity recognition datasets 
for experimental validation. One of the dataset (UCI data 
repository) used is available in the public domain. The num-
ber of features in each feature vector is 561. The number of 
features were reduced from 561 to 66 (i.e., only 11% of the 
total features were used) by changing the weights in our pro-
posed algorithm. We have examined our proposed method 
with several classification techniques such as kNN, random 
forest and deep learning with an accuracy of 98.45%, 98.72% 
and 98.68% respectively. The results are very promising in 
terms of activity recognition accuracy compared to existing 
methods (Chetty 2015; Doewes 2017). The response time 
(processing time) of the proposed method is also very less 
(1.737 s) when compared to existing methods (Francis 2017; 
Goldberger 2005; Kira and Rendall 1992; Walse 2016). We 
have also used our proposed method for the elderly activ-
ity recognition dataset (own dataset) and attained an accu-
racy of 94.73%, and 93.56% using kNN and random forest. 
The response time of the proposed method for this dataset 
(elderly AR dataset) is just 0.062 s. The advantages of the 
proposed method are the high accuracy rate and the reduced 
computational cost. For future work, we can use our method 
to non IMU sensor data like computer vision data and study 
the performance.

Table 9   Classifier performance of proposed FFDRT (elderly AR 
dataset-5 features)

S. no Classification techniques Accuracy (%) Recall (%)

1 kNN 94.73 87.50
2 Random forest 93.56 85

Fig. 8   Comparison of proposed vs. existing methods (Chetty 2015; 
Doewes 2017)

Table 10   Comparison of 
response time

S. no Author/reference Dimensionality reduction method Response time (s)

1 Francis (2017) Nystrom KPCA (50 features) 4.61
2 Goldberger (2005) NCA (62 features) 2037.38
3 Kira and Rendall (1992) ReliefF (52 features) 107.30
4 Walse (2016) PCA (70 features) 128
5 Proposed FFDRT (66 features) 1.74
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