
Vol.:(0123456789)1 3

Journal of Ambient Intelligence and Humanized Computing (2021) 12:2311–2320 
https://doi.org/10.1007/s12652-020-02338-8

ORIGINAL RESEARCH

Subject independent emotion recognition system for people 
with facial deformity: an EEG based approach

Pallavi Pandey1 · K. R. Seeja1 

Received: 21 January 2020 / Accepted: 10 July 2020 / Published online: 16 July 2020 
© Springer-Verlag GmbH Germany, part of Springer Nature 2020

Abstract
Emotion recognition from Electroencephalography (EEG) is a better choice for the people with facial deformity like where 
facial data is not accurate or not available for example burned or paralyzed faces. This research exploits the image process-
ing capability of convolutional neural network (CNN) and proposes a CNN model to classify different emotions from the 
scalogram images of EEG data. Scalogram images from EEG obtained by applying continuous wavelet transform used for 
the study. The proposed model is subject independent where the objective is to extract emotion specific features from EEG 
data irrespective of the source of the data. The proposed emotion recognition model is evaluated on two benchmark public 
databases namely DEAP and SEED. In order to show the model as a purely subject independent one, the cross data base 
criteria is also used for evaluation. The various performance evaluation experiments show that the proposed model is com-
parable in terms of emotion classification accuracy.

Keywords  Convolutional neural network · Affective computing · Valence arousal model · Scalogram

1  Introduction

EEG is a complex time series data and researchers are using 
it frequently for several applications since it is a noninvasive 
method. Emotion recognition is a sub task of affective com-
puting which involves studies of how computers process and 
recognize emotions. Emotions assist us in life for taking a 
decision, reasoning, planning and other human mental tasks. 
An emotionally balanced person with full of positive emo-
tions may have more successful life as compared to emo-
tionally unbalanced one. Moreover negative emotions may 
impact one’s decision making as well as health too. Emotion 
recognition has several applications like in e-learning, enter-
tainment industry, adaptive advertisement, adaptive games, 
and an emotion enabled music player.

Researchers are using EEG to recognize emotions 
because an EEG cap is a portable device so it is convenient 
and can be employed for various applications of emotion 

recognition. Several attempts have been made using deep 
learning approach to develop an emotion-recognition 
system. The EEG data recorded from the brain is highly 
dynamic in nature and the model processing this data should 
be a nonlinear one. In such cases, recurrent neural network 
(RNN) may be one of the options as the classifier as it is a 
popular choice when it comes to processing of time series 
dataset. Authors (Li et al. 2018) have proposed LSTM based 
Bi hemisphere domain adversarial neural network for emo-
tion recognition. The main drawback of RNN is that it is not 
capable to remember longer sequences because of vanishing 
or exploding gradient problem. Therefore, instead of RNN, 
convolution neural network (CNN) which is mostly used for 
image related tasks has also been proved to be a good choice 
for emotion recognition task. In another CNN based work, 
Dynamical graph CNN (Song et al. 2018) is proposed. They 
worked on two databases SEED and Dreamer. For SEED 
data they achieved average accuracy as 90.4% for subject 
dependent emotion recognition and 79.95% for subject inde-
pendent emotion recognition.

It is difficult to create a model that is applicable across 
persons since there are individual differences in EEG 
(Jayaram et al. 2016). Therefore multiple works available 
in the literature uses subject dependent approach. In this 
approach data from the same subject from the different 
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sessions is used to train the classifier. Later on different ses-
sion data is used to test the classifier. For subject dependent 
case, good accuracy have been achieved on DEAP database. 
Moon et al. (2018) have used brain connectivity features 
with CNN on DEAP database. They considered three con-
nectivity features- Pearson correlation coefficients, Phase lag 
index and phase locking value separately to feed into CNN. 
Salama et al. (Salama et al. 2018) have represented EEG 
data from DEAP database in three dimensional space and 
used 3D CNN as classifier. They reported model accuracy 
87.44% for valence and 88.49% for arousal using k-fold cross 
validation techniques. There k was set to 5. Li et al. (Li et al. 
2016) have used scalogram images with hybrid classifica-
tion model which was the combination of CNN and LSTM. 
They reported K-fold cross validation accuracy as 74.12% 
for arousal and 72.06% for valence taking K at 5. In this way 
this work was also subject dependent. Few authors worked 
on each subject individually and then reported their aver-
age classification accuracy as in Wang et al. (2011). They 
worked on self created data and got 66.51% accuracy for 
four emotions with five subjects only. Liang et al. (2019) 
have used clustering based approach to classify emotions 
using EEG. On DEAP database they got accuracy as 61.02 
for arousal and 52.58% for valence with subject dependent 
criteria.

Lakhan et al. (2019) created and worked on their own 
database to examine the suitability of OpenBCI as compared 
to costly EEG amplifiers for data acquisition. Moreover, they 
validated their method on other available benchmark data-
bases. In case of DEAP data they reported mean valence 
accuracy 57.60% and mean arousal accuracy 62.00%.

In subject independent approach, training data belongs to 
different subjects and test data belongs to fully different sub-
ject. For subject independent case, very less number of work 
is reported with limited classification accuracy. Rayatdoost 
and Soleymani (2018) have worked with subject independ-
ent approach on DEAP database and got accuracy as 59.22 
for valence and 55.70 for arousal. An ensemble classifier is 
constructed (Fazli et al. 2009) for using temporal and spatial 
filters for EEG data related to Brain computer interface. A 
transfer learning approach is proposed (Li et al. 2019) for 
fast deployment of emotion recognition models. They could 
improve the classification accuracy by 12.72% compared to 
non transfer learning approach on SEED data.

Statistical features like time domain and frequency 
domain features or both are used to represent EEG. Short 
time Fourier Transform (Ackermann et al. 2016), CWT (Li 
et al. 2016) and discrete wavelet transforms (Murugappan 
et al. 2010; Pandey and Seeja 2019a, b) are some techniques 
those are used for EEG-signal analysis. Fourier Transform 
gives phase and amplitude of sinusoids of a signal, whereas 
wavelet coefficients give the correlation between wavelet 
function and signal at a particular time. Few of the works 

shows the use of fractal dimension (Sourina and Liu 2011) 
as features of EEG signals. Fractals are based on self-simi-
larity concepts. Higher-order-crossing (HOC) based feature 
vector is developed (Petrantonakis and Hadjileontiadis 2009) 
to overcome the problem of subject to subject variability 
in EEG signals corresponding to emotions. HOC is a time 
series analysis method used to find out the number of zero 
crossing point from the filtered EEG signal. Zero crossing is 
used to measure the oscillating property of the signal. Some 
works (Mert and Akan 2018) have extracted intrinsic mode 
functions (IMFs) from EEG and several statistical or Power 
spectral Density based features are determined from using 
these IMFs (Pandey and Seeja 2019c).

The people who have burnt or paralyzed faces are more 
prone to emotion disorders. Emotion disorder may lead 
to various psychological problems. Therefore, continuous 
monitoring of Emotions is required. Moreover, in situa-
tions where the labeled data of a particular subject (subject 
dependent case) is not available for training the model as in 
case of a paralyzed person, the subject independent model 
is the only way to identify the emotions. Therefore, in this 
paper a subject independent EEG based Emotion recognition 
is suggested for the people with facial deformity. The major 
contributions of this research are,

•	 A pure subject independent emotion recognition system 
has proposed using cross database criteria.

•	 An optimized CNN model is proposed for EEG based 
emotion recognition that takes scalogram images of EEG 
as input and classifies emotions.

2 � Materials and methods

2.1 � EEG

EEG captures and records the electrical functions of the 
brain along the scalp. There are primarily five types of EEG 
frequency bands: δ < 4 Hz., θ > = 4 and < 8 Hz., α > = 8 
and < = 14  Hz., β > 14 and < = 40 and γ between 40 to 
100 Hz. The main difficulty with EEG is its poor spatial 
resolution. Subjects wearing an electrode cap during watch-
ing the stimuli for predetermined amount of time and the 
EEG signals would be recorded using any recording soft-
ware of EEG. The electrodes in the electrode cap should be 
placed according to 10/20 international electrode placement 
system (Klem et al. 1999).

2.2 � Valence arousal model

Researchers understand and prepare emotional space by 
using two unique models. Emotions are classified by using 
these two models (Mauss and Robinson 2009)—discrete and 
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dimensional model. Discrete model is based on fundamental 
emotions. The fundamental emotions are happy, sad, fear, 
distaste, anger and surprise. These are called “fundamental” 
or “basic” emotions because they are available at the time 
of birth. In the dimensional model, proposed in(Lang 1995), 
emotions are represented on the Valence-Arousal space as 
discrete points where Valence and Arousal both ranges from 
1.0 to 9.0 on discrete point scale as shown in Fig. 1.

The main battle in devising a subject independent Emo-
tion recognition system is the variation in EEG among indi-
viduals. That is, two persons express their emotions differ-
ently on the same stimulus. Moreover, for the same emotion 
(say joy) but different stimuli (Scenes from sunrise at hills 
and a smiling baby), the levels of valence-Arousal will be 
different.

2.3 � Databases

This work uses two databases to recognize emotions. Moreo-
ver cross database criteria is also assessed for subject inde-
pendent emotion recognition using these two databases.

2.3.1 � DEAP Database

The DEAP database (Koelstra et al. 2011) is selected for 
the proposed work. Length of 1 min video is shown to the 
participants and they rated it on the valence, arousal, domi-
nance and like/dislike scales. While watching the video they 
were wearing electrode cap. In the electrode cap, electrodes 
are placed according to 10–20 electrode placement sys-
tem (Klem et al. 1999). Emotions are modeled on valence/
arousal scale (Russell 1980) and rating is done considering 
self assessment manikin (SAM) (Bradley and Lang 1994). 
The statistics of database is shown in Table 1.

The database is already preprocessed and the artifacts 
are detached by the authors of the database. To remove eye 
artifacts, a blind-source-separation technique is used. Delta 
band which is the lowest frequency band of EEG signal is 
removed from the signal in the database. Signals are down-
sampled to 128 Hz.

2.3.2 � SEED database

SEED database (Zheng and Lu 2015) is recorded in three 
sessions. In each session there were 15 videos (trials) there-
fore for three session there are 45 trials exists in the data-
base. Signals were downsampled to 200 Hz. Other statics 
are shown in Table 2.

2.4 � Scalogram

Continuous Wavelet Transform decomposition is useful 
to evaluate signal energy distribution in time-scale based 
representation. This representation of spectral parameters 

Fig. 1   Valence-arousal model of emotion

Table 1   DEAP database 
statistics Number of subjects 32 (16 male and 16 female)

Number of electrodes 40 out of which 32 electrodes recorded EEG, 8 recorded other physiological signals
Number of files 32 files in.mat format, 1 for every subject, 1 file which contains participants rating
Data size 40 × 40 × 8064 for single subject, where 1st dimension is video, 2nd dimension is 

electrodes position, 3rd represents voltages.

Table 2   SEED database 
statistics Number of subjects 15 (7 males and 8 females)

Number of electrodes 62 EEG electrodes
Number of videos 15 per subject with duration 4 min each (5 videos 

for positive, 5 for neutral and five 5 for negative 
emotions)

Number of Session 3, Therefore total no. of trial is 15 × 3 that is 45
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is called scalogram. In this proposed study, scalogram 
(Bolós and Benítez 2014) representation of CWT of EEG 
is the input data given to the CNN for classification. CWT 
of a time series/signal f (t) at time u and scale s can be 
obtained using Eq. (1).

Here Ψu,s is the wavelet function. The scalogram Sc of sig-
nal f (t) can be determined by the Eq. (2).

Scalogram Sc represents the energy of fw at a scale s. 
The scalogram represents those scales/frequencies of a 
signal, which contribute the most to the total energy of the 
signal. In other ways, the time-varying energy substances 
upon a span of frequencies can be obtained by plotting 
squared modulus of the wavelet transform as a function 
of frequency and time to create a scalogram (Kareem and 
Kijewski 2002). Figure 2 shows a sample EEG signal 
from DEAP database and its scalogram image.

2.5 � CNN

CNN is a deep learning technique which provides sparse 
connectivity as well as weight sharing. CNN consists 
mainly of three unique types of layers. These layers 
involves convolution, pooling and fully connected. Con-
volution layer is the backbone of CNN. Learnable filter 
is convolved through the input volume. Weight sharing 
is done by convolving same filter at different position of 
the image. This results fewer number of parameters and 
hence faster the network. Pooling operation can be aver-
age pooling or max pooling.

(1)fw(u, s) =
1

|u|1∕2
+∞

∫
−∞
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dt
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2.6 � Proposed methodology

In this work, deep learning is used to detect emotions from 
EEG data. EEG signals were recorded while watching 
stimuli and artifacts were removed by the authors of the 
database. From the EEG database, signals are converted 
into scalogram images using continuous wavelet transform. 
These images give suitable textural information of the signal 
to compute better features. Scalogram is a pictorial repre-
sentation of the CWT and gives time–frequency information 
of the signal. It represents the wavelet coefficients, where x 
axis corresponds to time and Y axis to scale. Full scalogram 
image does not contain information of the EEG signal there-
fore it is cropped and fed into the deep learning based CNN 
classifier. Scalogram is cropped to reduce the size of image 
and hence save the computation. Moreover, it is observed 
that cropped image gives better classification accuracy as 
compared to the full image. Figure 3 represents the complete 
approach used for the proposed study. This work is subject 
independent as data from 2 subjects is used for testing and 
30 subjects for training at a time for both the cases—valence 
and arousal for DEAP database. In case of SEED the data 
from 12 subjects is used to train the CNN model and 3 sub-
jects to test the model.

In order to implement pure subject independent approach 
and to obtain better generalization, a database independent 
criterion is utilized. Therefore model is trained with one 
database and tested with another database. Two benchmark 
EEG emotion databases are utilized for this purpose namely- 
DEAP and SEED. To do so first, all frontal electrodes EEG 
from DEAP and SEED is converted into scalogram images 
using CWT and distributed into three classes of emotions, 
positive, neutral and negative based on valence rating.

2.6.1 � Proposed CNN architecture

Proposed model comprises of total twelve layers. First is 
input layer in which scalogram of size 91 × 91 is inputted 
followed by two set of convolution, batch normalization, 
Relu and max pooling layer are used. After that, there exists 

Fig. 2   A sample EEG signal and its cropped scalogram image
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a fully connected layer, which connected to all the previous 
inputs. Convolution is a widely used operation in the area 
of signal processing, image processing, and other engineer-
ing as well as Science based applications. A centered con-
volution operation is used in this model. If I be the pixel 
value of scalogram image obtained after applying CWT onto 
the EEG signal x, a centered convolution operation can be 
defined as shown in Eq. (3).

Here Aij is the revised entry, Iij is the centered pixel of the 
image block (portion) through which the filter convolved. 
The two dimensional filter is of size mxn and K is the weight 
assigned to neighborhood pixels. Final result is fed into 
pooling layer after passing ReLU (rectified linear unit) layer. 
ReLU layer converts each negative value to 0. Then pooling 
layer performs down sampling operation. Here max pool-
ing is used in this study. Batch normalization layer is added 
between convolution and Relu layer to normalize the deter-
mined feature maps by convolution layer. Next is fully con-
nected layer that is fully connected with the previous layer 
inputs. Figure 4 depicts the proposed CNN architecture.

(3)Aij = (I ∗ K)ij =

m∕2∑
a=−m∕2

n∕2∑
b=−n∕2

Ii−a,j−bK(m∕2)+a,(n∕2)+b

A simple CNN architecture is more appropriate than 
pre trained models like Alex Net or Google net for the 
proposed work. Since here, the classification task is to 
classify two or three classes of emotions those require less 
complex CNN architectures than other pre trained models 
like image net with thousand classes of images. Moreover 
the domain of training data would be fully different so 
domain adaptation (transfer learning) would not be accu-
rate in this case of scalogram images as pre-trained CNNs 
are trained with the images of several objects. Hence, in 
the proposed CNN model, two set of Convolution, batch 
normalization, ReLU and max pooling layer is used to 
recognize emotions.

3 � Implementation

The proposed methodology is implemented in a system 
with 12 GB RAM and Intel(R) core(TM) Intel i5 processor 
with 2.50 GHz speed using single GPU environment. This 
work is implemented using MATLAB R2018b.

In the proposed work, EEG signals are converted into 
scalogram images by using CWT. These images are fed 
into CNN. Since CNN is a deep learning approach, it does 

Fig. 3   Schematic diagram of the 
proposed approach

Fig. 4   Proposed CNN architecture
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the entire feature engineering itself. While implementing 
CWT, to convert EEG into scalogram images, the elemen-
tary steps of decompositions were decided by using the 
number of voices per octave. So parameters for data crea-
tion were Voice per Octave (VOP) and Mother Wavelet. 
VOP ranged from 12 to 48. Best observed value is 38 in 
case of EEG emotion recognition. Three mother wavelets 
were analyzed -Morse wavelet, Bump and Amor (Analytic 
Morlet). Morse wavelet has given the better results. CWT 
contains plethora of frequency components to analyze sig-
nals and the time–frequency representation of a signal is 
termed as scalogram. To generate scalogram, first, filter 
bank is created where the signal length is the size of an 
EEG for one electrode having 7680 data values in case of 
DEAP database and 8000 in case of SEED database. Now 
the continuous wavelet transform is applied on the cre-
ated filter bank. The time bandwidth product is kept as 60. 
CWT does not use constant window size. It uses smaller 
scale for high frequencies and larger scales for low fre-
quencies. There are 120 scales used in CWT filter-bank to 
obtain scalogram for one EEG signal in which min value is 
0.689988916500468 and max value is 666.893121863546.

The activation function used at fully connected layer is 
softmax. With the proposed CNN model, several param-
eters were evaluated at their different values like number 
of filters and filter size, number of convolutional layers, 
number of epochs, initial learning rate, bias learning rate 
and batch size. Good results are obtained with batch size 
100, filter size 4 × 4, number of filters 16, no. of convolu-
tion layers 2, initial learning rate 0.0001, bias learning 
rate 0.001 at varying number of epochs for different cases.

Three different experiments were carried out to demon-
strate the proposed subject independent model. In experi-
ment 1 and 2 different subjects’ data were used for training 
and testing and in experiment 3, different databases were 
used for training and testing.

3.1 � Experiment 1: emotion recognition with DEAP 
database

The DEAP database is created using 40 videos (stimuli) 
and the EEG data is collected from 32 different electrodes. 
In this experiment, two cases were considered. In the first 
case, all frontal electrodes namely fP1, fP2, F3, F4, F7, F8, 
FC5, FC6, FC1 and FC2 are used to obtain the scalogram 
using CWT since frontal brain is related to emotions (Alar-
cao and Fonseca 2017). 30 subjects’ data have been used to 
train and two subjects’ data is used to test the classifier. In 
the second case, all the 32 electrodes are used to obtain the 
scalogram using CWT. The data size is shown in Table 3.

The emotions are classified into high/low valence 
and high/low arousal. In order to cope up with the class 

imbalance problem in both the Valence and Arousal classes, 
valence and arousal thresholds are adjusted. For arousal, 
threshold obtained is 5.23 means if the arousal rating is less 
than or equal to 5.23, the EEG corresponding to this rat-
ing would be in low arousal class otherwise in high arousal 
class. Similarly for valence, the threshold value is 5.04. If 
the participant’s rating is less than or equal to 5.04, the cor-
responding EEG belongs to negative valence class and if the 
participant’s rating is greater than 5.04, the corresponding 
EEG belongs to positive valence class.

For three emotion classification, the valence ratings are 
divided into three parts. One to three belongs to negative 
class, four to six belonged neutral class and seven to nine 
rated videos belonged to positive class. But the data distri-
bution was highly imbalanced in three classes. To deal with 
the stated problem, rating range has been adjusted so that 
data distribution becomes nearly balanced. Updated ranges 
of rating are 1.0 to 4.1 for negative, greater than 4.1 to less 
than 6.7 for neutral class and 6.7 to 9.0 for positive class for 
valence. The results are shown in Table 4.

3.2 � Experiment 2: emotion recognition with SEED 
database

SEED data contains recordings of 4 min with 200 samples/s. 
Here in this experiment, last 1 min data is used. Data is 
recorded in three sessions. Only first sessions’ data is used 
for the study. All 15 subjects’ data for every 15 stimuli is 
selected for experiment. Two cases for number of electrode 
selection have been considered in this SEED database too. 
One is all 10 frontal electrodes and second is total 62 elec-
trodes. The data size is shown in Table 5.

During high/low valence classification, the data corre-
sponding to neutral stimuli is dropped out. The data corre-
sponding to negative class is used for low valence and positive 
class is used for high valence. Table 6 shows obtained results.

Table 3   Training and testing data statistics (DEAP database)

No. of electrodes Training Testing Total

10 frontal electrodes 12,000 800 12,800
All 62 electrodes 38,400 2560 40,960

Table 4   Results with DEAP data

No. of electrodes Accuracy 
(valence)

Accuracy 
(arousal)

3 emotions 
(positive, neutral, 
negative)

10 frontal 61.50 58.50 46.67
All 32 59.50 58.00 44.33
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3.3 � Experiment 3: emotion recognition 
with cross database criteria

Since SEED data is recorded for three classes, positive, 
neutral and negative but DEAP data is recorded according 
to valence arousal rating, a kind of mapping is required to 
implement a cross database approach for emotion recogni-
tion system. For this experiment, videos are selected from 
DEAP database according to valence rating. Valence rating 
threshold selection for data division in three class of emo-
tion is done as described in Sect. 3.1. Figure 5 shows the 
mapping between DEAP and SEED data and data distribu-
tion among three classes of valence based on Participants’ 
ratings.

Further scalogram images from DEAP with all 32 sub-
jects data is used to train the CNN model and tested with the 
scalogram images from SEED with 15 subjects. Obtained 
best results are shown in Table 7. As stated earlier DEAP 
is recorded with 32 electrodes cap and SEED is recorded 

with 62 electrodes cap. In cross database criteria 10 frontal 
electrodes are selected for experiment.

Now for two class classification, in seed data, neutral 
class data is dropped out. The positive class of SEED data 
is mapped with high valence class of DEAP data and Nega-
tive class of SEED data is mapped with low valence class 
of DEAP data. Arousal classification is not possible in this 
case since arousal statistics of videos is not provided in the 
SEED database. Results are shown in Table 8.

4 � Results and discussion

A comparison graph for different experiments for three emo-
tions classification is shown in Fig. 6. First bar shows the 
classification accuracy when the CNN is trained with DEAP 
data and testing done with the same DEAP data. Second 
bar shows the classification accuracy when the CNN trained 
with DEAP data and testing performed with the same SEED 
data and so on.

Table 5   Training and testing data statistics (SEED database)

No. of electrodes Training Testing Total

10 frontal electrodes 1800 450 2250
All 62 electrodes 11,160 2790 13,950

Table 6   Results with SEED data

No. of electrodes Valence acc. 3 emotions 
(positive, neutral, 
negative)

10 frontal 56.22 51.5
All 62 53.68 51.0

Fig. 5   Mapping between DEAP 
& SEED databases for valence

Table 7   Results for 3 class (positive, neutral, negative) of emotions

Training Database Test database No. of electrodes Accuracy

DEAP SEED 10 49.12
SEED DEAP 42.11

Table 8   Results for 2 classes (high/low valence)

Training Database Test database No. of electrodes Accuracy

DEAP SEED 10 54.00
SEED DEAP 51.02
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From the experiments, it is found that,

(a)	 From the experiment 1 and 2 (Tables 4 and Table 6), 
it is clear that frontal electrodes are better for emo-
tion recognition as compared to all electrodes in case 
of valence and arousal classification, since the results 
obtained with frontal electrodes is better as compared 
to all 32 electrodes in case of DEAP and all 62 elec-
trodes in case of SEED data.

(b)	 Experiment 2 shows that the accuracy of seed to seed 
is higher and it may be due to the stimulus videos used 
in Seed data set creation. That means the videos were 
capable to induce emotions distinctly in SEED data. 
For example, two persons are fighting in a video. By 
looking this video, one subject may be sad and other 
person may be angry on one of the fighting persons 
according to the situation portrayed in the video. So 
sad and angry are different emotions having different 
valence levels. From the results, it seems that in SEED, 

stimuli videos were strong enough to portray distinct 
emotions.

(c)	 Experiment 3 shows that the accuracy of the classifier 
is more when the model is trained with DEAP dataset. 
It shows that DEAP dataset gives more generaliza-
tion than SEED dataset. Generalization refers to how 
well the model learnt so that it can accurately clas-
sify data from new subjects those were not seen by the 
model earlier during training. From Tables 7 and 8, it 
is observed that the recognition accuracy is better when 
the model is trained with DEAP data and tested with 
SEED data.

The proposed method is also compared with other 
research based on subject independent methodology. Table 9 
shows performance comparison with other existing methods 
in case of high/low valence and high/low arousal classifi-
cation with DEAP database. Table 10 shows performance 
comparison for three emotions classification using cross 
dataset criteria.

5 � Conclusion

This paper proposes a Deep CNN model for subject inde-
pendent emotion recognition from EEG Data. In order to 
exploit the image processing capability of CNN, in the pro-
posed methodology, scalogram image of EEG is used as 
the input to the CNN. The low/high valence and arousal 
thresholds are selected in such a way that the dataset is 
almost balanced for classification. The experiments show 
that the EEG from frontal electrodes contains information 
about emotion compared to other electrodes that supports 
the existing theory. In order to evaluate the proposed model 
as a pure subject independent emotion recognition system, 
cross database criteria is also used for evaluation. In cross 
database criteria, the model is trained with one dataset and 
tested on another dataset for better generalization. The pro-
posed model performs better when it is trained using the 
benchmark DEAP dataset. The proposed model is found to 
be effective in subject independent emotion recognition in 
terms of classification accuracy compared to the state of 

Fig. 6   Comparison of different experiments for three emotions clas-
sification (with 10 frontal electrodes)

Table 9   Performance comparison (in terms of valence and arousal classification)

Article Approach Method Accuracy

Jirayucharoensak et al. (2014) Subject independent (DEAP Data-
base)

Fast Fourier Transform (feature-PSD) Valence 53, Arousal 52

Rayatdoost and Soleymani (2018) Subject independent (DEAP Data-
base)

Best at spectral- topography maps as 
features with CNN classifier

Valence-59.22 Arousal-55.70

Proposed Subject independent (DEAP Data-
base)

Scalogram images of all frontal 
electrodes as features with CNN 
classifier

Valence-61.50, Arousal-58.50
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the art models. In the future work, attention mechanism on 
different brain region may be employed to improve the clas-
sification accuracy for subject independent emotion recogni-
tion with EEG signals.
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