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Abstract
Broadcast encryption (BE) is a cryptographic primitive which sends encrypted message to the users securely. The BE scheme 
proposed by Naor, Naor, and Lotspiech (NNL) in 2001 is a popular BE scheme which uses a binary tree. The advanced access 
content system standard suggested to use it for digital right management in Blue-ray and DVD-discs. This paper puts forward 
an efficient broadcast encryption in public key setting employing ternary tree subset difference method for revocation. Our 
approach utilizes composite order bilinear group setting to achieve the tree based construction in public key setting. Our 
second construction is an extension of our first construction and provides outsider-anonymity by disabling the revoked users 
from getting any information of message and concealing the set of subscribed users from the revoked users. The construction 
of Fazio and Perera is the closest one to that of our second scheme (as both of these construction are in public key setting and 
provides outsider-anonymity). We have reduced the ciphertext size from r logN∕r to min{N∕3,N − r, 2r − 1}. Thus reduces 
the communication bandwidth. We have also reduced the public key size. Our constructions enjoy the revocation property. 
Both of our constructions achieve selective semantic security in the standard model under reasonable assumptions and new 
users can join without updating the pre-existing setup.

Keywords  Anonymous broadcast encryption · Outsider-anonymity · Ternary subset difference · Revocation

1  Introduction

Broadcast encryption has received much attention from both 
the network and cryptography community. It is a crypto-
graphic mechanism that provides the encrypted message to a 
group of users in such a way that the non-members are una-
ble to get the message. Broadcast encryption was formally 
introduced by Fiat and Naor (1994), followed by subsequent 
works in various flavours- revocation scheme (Boneh et al. 
2005; Dodis and Fazio 2003; Halevy and Shamir 2002; 
Lewko et al. 2010), identity based scheme (Delerablée 2007; 
Li et al. 2018b; Sakai and Furukawa 2007), bilinear map 
based scheme (Acharya and Dutta 2018a; Acharya 2020; 

Boneh et al. 2005; Chen et al. 2020; Ge and Wei 2019; Gen-
try and Waters 2009; Li et al. 2018a; Phan et al. 2013a), 
multilinear map based scheme (Boneh et al. 2014). Broad-
cast encryption is widely used in daily life, expanding from 
pay-TV to digital right management.

The Advanced Access Content System (AACS 2005) is 
a standard for digital rights management and content pro-
tection of the post-DVD generation of optical discs. The 
AACS standard build upon the basics of the work of Naor 
et al. (2001b). Since its public release in 2005, it has been 
adopted for content protection in HD DVD and Blu-ray Disc. 
Thus tree based broadcast encryption is a popular broadcast 
encryption mechanism. Followed by Naor et al. (2001b) 
various tree based schemes developed. Halevy and Shamir 
(2002) proposed a layered based tree structure. Dodis and 
Fazio (2003) proposed a generic technique to convert tree 
based structure (Halevy and Shamir 2002; Naor et al. 2001b) 
into public key setting. Bhattacherjee and Sarkar (2015) fur-
ther studied on this. Most of these tree based constructions 
are in private key setting. In private key broadcast encryp-
tion, both the broadcaster and the private key generation 
center are the same. The broadcaster needs to know the 
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secret information for encryption. Therefore the same setup 
cannot be applicable in two different private key broadcast 
encryption systems. In public key setting, the broadcaster 
and the private key generation center are different and the 
broadcaster encrypts the message without using any secret 
information. Thus the public key setup is more flexible to 
use.

Basic security property of public key encryption is data 
secrecy, whereby no information about the original mes-
sage gets leaked. It can reveal the set of recipients who will 
receive the message. In modern world of digital technology, 
hiding the recipient set from the non-recipient users is of 
crucial importance. For instance, in satellite TV subscrip-
tion service, a customer usually expects his identity should 
not get revealed when ordering a sensitive TV channel. It is 
required that the subscribed user’s identity should remain 
secret from the other subscribers and outsiders. Barth et al. 
(2006) introduced an anonymous broadcast encryption 
scheme to address the privacy issue in broadcast encryption.

Outsider anonymous broadcast encryption is another 
exciting variant of broadcast encryption that achieves secu-
rity and privacy of the receivers. Consider following appli-
cation: Suppose a group of scientists is working on a secret 
project. They need to share the documents among them-
selves. However, the documents and the identities of the 
involved scientists should be kept secret from the outsiders.

In this type of applications, subscribed user’s identity 
should be kept secret from the outsiders although it need 
not be concealed from the other subscribers. This notion of 
anonymity is termed as outsider-anonymity by Fazio and 
Perera (2012). Most of the broadcast encryption schemes 
do not support privacy property and decryption algorithms 
in these schemes take the recipient set S or the non-recipient 
set ℝ as input (see Fig. 1).

Our contribution Our goal is to devise new tree-based 
public key broadcast encryption which supports revocation 
as well as outsider-anonymity. We summarize below the 
main findings of this work: 

	 (i)	 Our public key broadcast encryption (PKBE) 
employs ternary tree subset difference method of 
Fukushima et al. (2009) to partition subscribed users 
into groups. For each group, broadcaster generates 
ciphertext using anonymous hierarchical identity 
based encryption of Seo et  al. (2009). The most 
related work to our tree based construction OAnoBE, 
which supports outsider-anonymity in public key set-
ting is the scheme of Fazio and Perera (2012). We 
have compared the efficiency in ciphertext size with 
Fazio and Perera (2012) in Fig.  2. Integrating the 
ternary SD revocation method, we reduce the size 
of partition, and consequently the ciphertext size, 
leading to a significant improvement over (Fazio 
and Perera 2012). A comparative summary of tree 
based broadcast encryption schemes are outlined in 
Table 1.

	 (ii)	 Construction of Seo et al. (2009) sends one message 
to one user. Thus sending message to a group of 
users needs huge computation cost and communica-
tion bandwidth. We have used the construction of 
Seo et al. (2009) to generate a broadcast encryption 
scheme. Thus one encryption can send different mes-
sages to different group of users. Thus both of our 
constructions are different from Seo et al. (2009).

	 (iii)	 Broadcast encryption can be broadly classified into 
two: public key BE and private key BE. In private 
key BE, the broadcaster plays the role of the private 
key generation center and consequently, knows sen-
sitive information such as master secret key whose 
disclosure may compromise the security. The same 
setup cannot be used by different broadcasters in 
private key setting. The encrypter either stores the 
secret keys or computes them during the encryp-
tion. On the other hand, public key BE considers the 
private key generation center and the broadcaster as 
different entities and performs encryption with the 
help of public parameters. It reduces the workload 
of the broadcaster by employing a private key gen-

Fig. 1   Broadcast encryption
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eration center, which is required in many broadcast 
mechanism. Existing tree based broadcast encryption 
(Bhattacherjee and Sarkar 2015; Halevy and Shamir 
2002; Naor et al. 2001b) are in private key setting 
where the broadcaster and the private key generation 
center are same. The public key broadcast encryption 
of Dodis and Fazio (2003) is in generic model. Both 
of our tree based constructions are in public key set-
ting.

	 (iv)	 Achieving anonymity is another task in the modern 
era of digital technology. Most of the tree based con-
structions do not achieve it. Our second construction 
OAnoBE achieves outsider-anonymity by disabling 

the outsiders to know about the recipient set. Out-
sider-anonymity is weaker than full anonymity in the 
sense that the user identities are not secret to any user 
of the group. But there are some applications where it 
is required to share the message among the subscrib-
ers (as discussed in page 2) and thus practical to use.

	 (v)	 More interestingly, our scheme enjoys the revocation 
property which is one of the most significant require-
ment in the broadcast encryption setting. To facilitate 
revocation, subscribed user uses the set of secret keys 
in such a way that he will capable to recover the mes-
sage. None of the existing anonymous constructions 
discusses the revocation process.

Table 1   Comparison of various tree based broadcast encryption schemes

PK public key, SK secret key, CT ciphertext, Anon anonymity, ‘No-of- dec’ Number of decryption, SM security model, MC message confidential-
ity, RO random oracle, IND-CP(C)A indistinguishability of ciphertext under chosen plaintext (ciphertext) attack. Here, N is total number of users 
and r is the number of revoked users and l is ciphertext length. �

k
=no. of cyclotonic cosets of k bit string, l0 = log

k
n , 𝜖 > 0, 𝜅 = bit size of an 

element of prime order source group, �
T
 =bit size of an element of prime order target group, �̃ = bit size of an element of composite order source 

group, �̃
T
= bit size of an element of composite order target group.

Scheme (Bhattacherjee and Sarkar 2015; Fukushima et  al. 2009; Halevy and Shamir 2002; Naor et  al. 2001b) are in private key broadcast 
encryption scheme and Bhattacherjee and Sarkar (2015), Dodis and Fazio (2003) are generic construction

Scheme PK size SK size CT size Anon SM MC RO Public

Naor et al. (2001b) – O(log2 N.�) O(r log2
N

r
.�T ) No Selective IND-CPA No No

– O(log2
2
N.�) O(r.�T ) No Selective IND-CPA No No

Halevy and Shamir 
(2002)

– O(log1+�
2

N.�) O(
r

�
.�T ) No Selective IND-CPA No No

Fukushima et al. (2009) – O(log2
3
N.�) O(r.�T ) No Selective IND-CPA No No

Bhattacherjee and Sarkar 
(2015)

– ((�k − 1)l0(l0 + 1)∕2).� ��� { N

k
,N − r, 2r − 1}.�T No – – – No

Dodis and Fazio (2003) O(N.�) O(log2 N.�) O(r log2
N

r
.�T ) No – – – Yes

O(N.�) O(log2
2
N.�) O(r.�T ) No – – – Yes

Fazio and Perera (2012) (N + 2).� (log2 N + 1).� (r log2
N

r
).�T Outsider Adaptive IND-CCA​ No Yes

PKBE (log3 N + 6).�̃ O(log 3
2N.�̃) ≤ min{ N

3
,N − r, 2r − 1} ⋅ 𝜅̃T No Selective IND-CPA No Yes

OAnoBE (log3 N + 6).�̃ O(log 3
2N.�̃) min{ N

3
,N − r, 2r − 1}.�̃T Outsider Selective IND-CPA No Yes

Fig. 2   Comparison of cover size (l) against revoked user (r) [number of users N =2000]
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	 (vi)	 Furthermore, new users can join any time without 
updating the pre-existing public key and secret key, 
provided the number of subscribed users in the sys-
tem does not exceed the maximum number of users 
allowed in the system.

Discussion on Tree-based Schemes of Table 1 Naor et al. 
(2001b) proposed two construction using binary complete 
subtree and subset difference method respectively. Halevy 
and Shamir (2002) proposed a scheme using layered subset 
difference method. Bhattacherjee and Sarkar (2015) pro-
posed a scheme using k-ary tree. Fukushima et al. (2009) 
proposed a scheme using Ternary subset difference method. 
All of these schemes are private key broadcast encryption 
scheme. Thus, these schemes send message to group of 
users. But, these schemes do not provide any kind of ano-
nymity and not in public key setting. Now we will discuss 
some public key tree based broadcast encryption schemes. 
In public key setting, we can use the same Setup for different 
broadcast encryption schemes as the broadcaster does not 
need any secure information for encryption. Dodis and Fazio 
(2003) proposed a public key variant of Naor et al. (2001b). 
Fazio and Perera (2012) proposed outsider-anonymous 
broadcast encryption in public key setting. We have provided 
two constructions. First one reduces ciphertext size compare 
to the scheme of Fazio and Perera (2012). The second one 
provides outsider-anonymity by hiding the set of subscribed 
users from revoked users and also reduces ciphertext size.

Organization The rest of the paper is organized as fol-
lows. We discuss related works in Sect.  2. Section  3 pro-
vides necessary definitions and background materials. We 
describe our main constructions in Sect.  4. Section  5 gives 
the implementation results. We finally conclude in Sect.  6.

2 � Related works

Cryptography is a way of sending the message (data) 
securely to a receiver in such a way that a third party cannot 
understand the message. In general, cryptographic encryp-
tion schemes (e.g., ElGamal 1985; Hu et al. 2016; Liu and 
Ke 2019; Xu et al. 2020) are one to one where a message is 
communicated between a sender and a receiver. The broad-
cast encryption protocols helps to send a message to a group 
of users. The concept of broadcast encryption was proposed 
by Fiat and Naor (1994), following which a wide variety 
of schemes have been proposed. In this section, we dis-
cuss various type of broadcast encryption schemes such as 
revocation based construction, algebraic construction using 
bilinear and multilinear map, identity based construction, 
anonymous construction, and others. Depending on size 
of subscribed and revoked users, BE can be divided into- 
Subscription based broadcast encryption (e.g., Boneh et al. 

2005, 2014; Gentry and Waters 2009; Phan et al. 2013a) 
and revocation based broadcast encryption (e.g., Delerablée 
et al. 2007; Dodis and Fazio 2003; Halevy and Shamir 2002; 
Lewko et al. 2010; Naor et al. 2001b). Revocation based 
broadcast encryption schemes are useful where r ≪ N  as 
smaller revocation set reduces the computation overhead. 
Here r is the number of revoked users and N is the total num-
ber of users supported by the system. Subscription based 
broadcast encryption schemes are useful where N − r ≪ N 
i.e., subscriber’s set is smaller.

2.1 � BE depending on applications

Depending on application BE can be classified into follow-
ing like- Identity based BE, Traitor Tracing, Distributed 
BE, Hierarchical BE, Broadcast Encryption with dealer-
ship, Recipient Revocable BE, Anonymous BE, Broadcast 
encryption with personalised messages, Multi-channel BE 
etc. 

1.	 Identity Based Scheme Identity based encryption scheme 
was introduced by Shamir (1985). Delerablée (2007) 
proposed first identity based broadcast encryption 
scheme in Asiacrypt 2007. The scheme is secure under 
chosen plaintext attack in selective ID model under the 
GDDHE assumption. Sakai and Furukawa (2007) came 
up with an identity based broadcast encryption scheme 
on additive bilinear group with constant private key and 
ciphertext size. In Asiacrypt 2008, Boneh and Hamburg 
(2008) proposed generalised identity based encryption 
scheme. The scheme is key indistinguishable under 
adaptive key exchange attack in generic bilinear group 
model with random oracle.

2.	 Traitor Tracing Scheme An important property on broad-
cast encryption scheme is the traceability. Traitor trac-
ing scheme was introduced by Chen et al. (1994) on 
Crypto 1994. Boneh et al. (2006) proposed first collision 
resistance scheme using private linear broadcast encryp-
tion. The scheme is secure under the bilinear subgroup 
decision and subgroup decision assumption. Trace and 
revoke scheme is a combination of broadcast encryption 
and tracing scheme. Boneh and Waters (2006) proposed 
a scheme which is secure under decisional three party 
Diffie–Hellman assumption. Boneh and Zhandry (2014) 
proposed a scheme using indistinguishability obfusca-
tion. Security of this scheme lies on security of underly-
ing pseudo random function.

3.	 Distributed Broadcast Encryption Scheme In ProvSec 
2014, Wu et  al. (2011) proposed another variant of 
broadcast encryption called as distributed broadcast 
encryption system in which instead of key generation 
centre, users creates secret key for themselves. Boneh 
and Zhandry (2014) proposed several schemes using 
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indistinguishability obfuscation in Crypto 2014. One of 
them is distributed broadcast encryption and achieves 
IND-CCA security under the existence of multiparty key 
exchange protocol.

4.	 Hierarchical Broadcast Encryption Scheme In ACISP 
2014, Liu et al. (2014) proposed a new primitive called 
as hierarchical identity based broadcast encryption 
scheme where user can delegate their decryption capa-
bility to their descendent users. They proposed a CCA 
secure version Liu et al. (2015) in IJIS 2015.

5.	 Broadcast Encryption with Dealership Scheme Gritti 
et al. (2015) proposed broadcast encryption with deal-
ership scheme in which instead of broadcaster, a dealer 
selects a set of subscribed users. The scheme is semi-
static IND-CPA secure under N-DBDHE assumption. 
In this construction broadcaster need to rely on user 
response to detect a dishonest dealer. Acharya and Dutta 
(2016) has solved the problem and proposed a scheme 
with constant communication.

6.	 Recipient Revocable Broadcast Encryption Susilo et al. 
(2016) introduced recipient revocable broadcast encryp-
tion (RRBE) in AsiaCCS 2016. The scheme provides 
selective security under the (f̂ ,𝜙,F)-General Decisional 
Diffie–Hellman Exponent ( (f̂ ,𝜙,F)-GDDHE) assump-
tion. The security proof uses random oracles. Lai et al. 
(2016) proposed an adaptively secure scheme with con-
stant storage. The scheme achieves adaptive security 
under the Bilinear Diffie–Hellman Exponent problem in 
the random oracle model. Recently, Lai et al. (2017) pro-
posed another scheme which has similar security prop-
erty. Schemes Lai et al. (2016), Lai et al. (2017) achieve 
anonymity property which provides user privacy. Acha-
rya and Dutta (2018b) proposed two constructions in 
standard model with comparable parameter sizes.

7.	 Anonymous Scheme In FCDS 2006, Barth et al. (2006) 
proposed a new variant of broadcast encryption, called 
as private broadcast encryption or anonymous broad-
cast encryption (AnoBE). The scheme is selective IND-
CCA secure in the random oracle model. An adaptive 
IND-CCA secure scheme with the same parameters 
and standard security model was developed by Libert 
et al. (2012) in PKC 2012. In IJNS 2014, Ren et al. 
(2014) came up with the first identity based anonymous 
broadcast encryption scheme. The scheme is adaptive 
IND-CPA secure under asymmetric decisional Bilinear 
Diffie–Hellman assumption. Fazio and Perera (2012) 
proposed an anonymous scheme with sublinear cipher-
text size in PKC 2012. It achieves outsider-anonymity 
where no revoked user achieve any information about 
the subscribed users. Both the schemes (Barth et al. 
2006; Libert et al. 2012) are generic. Recipient Revo-
cable Broadcast Encryption Scheme (Lai et al. 2016, 

2017 also achieves anonymity (we have discussed in the 
previous paragraph).

8.	 Broadcast Encryption with Personalized Messages 
Ohtake et al. (2010) proposed the first broadcast encryp-
tion with personalized messages (BEPM) scheme. Secu-
rity is proven in the selective semantic security model 
under the Decisional Bilinear Diffie-Hellman Exponent 
(DBDHE) assumption. Xu et al. (2015) attempted to 
reduce the public parameter size using multilinear maps 
(Boneh and Silverberg 2003; Coron et al. 2013; Garg 
et al. 2013a, b) which is unfortunately flawed. Acharya 
and Dutta (2017) proposed three constructions. Their 
first construction achieves similiar security property but 
second one archives adaptive security. Third construc-
tion reduces public parameter size using the multilin-
ear map and achieves selective semantic security under 
Decisional Hybrid Diffie–Hellman Exponent (DHDHE) 
assumption.

9.	 Multi-Channel Broadcast Encryption Phan et al. (2013b) 
developed first multi-channel broadcast encryption 
(MCBE) scheme in private key setting. The scheme 
achieves selective indistinguishability against chosen 
plaintext attack under the decisional bilinear Diffie–
Hellman exponent (DBDHE) assumption. Later, Zhao 
and Li (2013) improved this work and provided an 
MCBE scheme with short public parameter by reducing 
the number of exponentiations in the public parameters 
of the MCBE of Phan et al. (2013b). It gives similar 
security.

2.2 � BE depending on key generation process

Depending upon key generation process, BE can be divided 
into public key and private key setting. 

1.	 Private key BE Private key BE uses same key for encryp-
tion and decryption. In private key setting, both the pri-
vate key generation center and broadcaster are the same. 
In Crypto 2001, Naor et al. (2001b) suggested two pri-
vate key broadcast encryption schemes. These schemes 
are indistinguishable under chosen ciphertext attack 
(IND-CCA) on “key indistinguishability” assumption. 
A layer-based subset difference scheme was proposed by 
Halevy and Shamir (2002) in Crypto 2002. It achieves 
similar security. Ke et al. (2015) proposed constructions 
based on balanced incomplete block design and strong 
partially balanced incomplete block design. Moreover, 
it enhances the security level.

2.	 Public key BE Private key BE uses same keys for 
encryption and decryption. More specifically, broad-
caster needs some secure information for encryption.
Hence, the same Setup cannot be used in different pri-
vate key BE constructions. Public key BE solves the 
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issue and uses different keys for encryption and decryp-
tion purpose. There are various public key constructions 
like- Acharya and Dutta (2016), Boneh and Zhandry 
(2014), Boneh et al. (2005), Delerablée (2007), Lewko 
et al. (2010). We have discussed these in subsection  2.1.

3 � Preliminaries

Notation Throughout the paper, we will follow notations and 
abbreviations of Table  2.

3.1 � Public key broadcast encryption

A public key broadcast encryption scheme PKBE= (Setup, 
KeyGeneration, Encrypt, Decrypt) consists of 3 proba-
bilistic polynomial time (PPT) algorithms Setup, Key-
Generation, Encrypt and 1 deterministic polynomial time 
algorithm Decrypt. 

Setup(N, �):	� The private key generation 
centre (PKGC) takes the 
total number of users N and 
security parameter � and 
constructs a public key �� 
and a master key ��.

KeyGeneration(��,��, i):	� Receiving the public key 
�� , master key �� and a 
subscribed user i, the PKGC 
outputs secret key ski of user 
i.

Encrypt(ℝ, ��,m):	� The broadcaster takes the 
set of revoked users ℝ , the 
public key �� and a mes-
sage m as input and outputs 
a ciphertext C.

Decrypt(��, ski,ℝ,C):	� On input secret key ski , set of 
revoked users ℝ , ciphertext 
C encrypting message m and 
public key �� , a subscribed 
user i outputs message m.

Correctness The correctness of the scheme lies in the fact 
that m can be retrieved from C if the user is outside of the 
revoked set ℝ , i.e.,

for every revoked set ℝ , every message m.
Security game We define below selective semantic 

security of PKBE= (Setup, KeyGeneration, Encrypt, 
Decrypt) following Gentry and Waters (2009) in the form 
of an indistinguishability game played between a challenger 
C and an adversary A . 

Initialization	� The adversary A gives revoked set (i.e., the 
set of non-subscribed users) ℝ to the chal-
lenger C.

Setup	� T h e  c h a l l e n g e r  C  r u n s 
(𝖯𝖪,𝖬𝖪) ← 𝖲𝖾𝗍𝗎𝗉(N, �) . It keeps  MK secret 
to itself and makes  PK public.

Phase 1	� The adversary A sends key generation query 
for i1,… , im ∈ ℝ to C and receives the secret 
key ski ← 𝖪𝖾𝗒𝖦𝖾𝗇𝖾𝗋𝖺𝗍𝗂𝗈𝗇(𝖯𝖪,𝖬𝖪, i).

Challenge	� The adversary A sends two equal length 
messages m0 , m1 to C . The challenger 
C chooses a random b ∈ {0, 1} , makes 
Cb ← 𝖤𝗇𝖼𝗋𝗒𝗉𝗍(ℝ, 𝖯𝖪,mb) and sends Cb as 
challenge ciphertext to A.

Phase 2	� This is similar to Phase 1 key generation 
query. The adversary A sends key generation 
query for im+1,… , iq ∈ ℝ to C and receives 
secret key ski ← 𝖪𝖾𝗒𝖦𝖾𝗇𝖾𝗋𝖺𝗍𝗂𝗈𝗇(𝖯𝖪,𝖬𝖪, i).

Guess	� The adversary A output a guess b�

∈ {0, 1} 
of b.

The adversary A wins the game if b′ = b and its advantage 
is defined as Adv����−���−���

A
= |Pr(b�

= b) −
1

2
|. The prob-

ability is over random bits used by C and A.

Definition 1  Broadcast encryption scheme PKBE is (t, q, �) 
-IND-CPA secure if Adv����−���−���

A
≤ � for every adver-

sary A running for at most t time and making at most q key 
generation queries.

As our public key broadcast encryption supports outsider-
anonymity, we will explain outsider anonymous public key 
broadcast encryption and its security proof.

∙ Outsider-anonymous broadcast encryption

�������(��,�������������(��,��, i),ℝ,�������(ℝ, ��,m)) = m,

Table 2   Notations and abbreviations

⟂ Null string

y ∈R S Variable y is taken from set S
Following an uniform distribution

|X| Cardinality of the set X
[m] {1,… ,m}.

A ∩ B Intersection of set A, B
��(v) Path node of v
��(v) Hanging node of v
PPT Probabilistic polynomial time
PK Public key
SK Secret key
CT Ciphertext
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In contrast to usual broadcast encryption, the decryption 
algorithm in OAnoBE does not require the set of subscrib-
ers or the set of revoked users as input. Other algorithms are 
identical to public key broadcast encryption.

Security game
We define below selective semantic security of 

OAnoBE= (Setup, KeyGeneration, Encrypt, Decrypt) 
following outsider anonymous scheme of Fazio and Perera 
(2012) and revocation scheme of Naor et al. (2001b) in the 
form of an indistinguishability game played between a chal-
lenger C and an adversary A . 

Initialization	� The adversary A gives two revoked sets (i.e., 
the set of non-subscribed users) ℝ0,ℝ1 to the 
challenger C , where ℝ0,ℝ1 contain equal 
number of revoked users.

Setup	� This is similar to PKBE.
Phase 1	� The adversary A sends key generation query 

for i1,… , im ∈ ℝ0 ∩ℝ1 to C and receives the 
secret key ski ← 𝖪𝖾𝗒𝖦𝖾𝗇𝖾𝗋𝖺𝗍𝗂𝗈𝗇(𝖯𝖪,𝖬𝖪, i).

Challenge	� The adversary A sends two equal length 
messages m0 , m1 to C . The challenger 
C chooses a random b ∈ {0, 1} , makes 
Cb ← 𝖤𝗇𝖼𝗋𝗒𝗉𝗍(ℝb,PK,mb) and sends Cb as 
challenge ciphertext to A.

Phase 2	� This is similar to Phase 1 key generation 
query. The adversary A sends key gen-
eration query for im+1,… , iq ∈ ℝ0 ∩ℝ1 
t o  C  a n d  r e c e i ve s  s e c r e t  key 
ski ← 𝖪𝖾𝗒𝖦𝖾𝗇𝖾𝗋𝖺𝗍𝗂𝗈𝗇(𝖯𝖪,𝖬𝖪, i).

Guess 	� The adversary A output a guess b�

∈ {0, 1} 
of b.

 The adversary A wins the game if b′ = b and its advantage is 
defined as Adv������−���−���

A
= |Pr(b�

= b) −
1

2
|. The prob-

ability is over random bits used by C and A.

Definition 2  Broadcast encryption scheme OAnoBE is 
(t, q, �) -IND-CPA secure if AdvOAnoBE−IND−CPA

A
≤ � for every 

adversary A running for at most t time and making at most 
q key generation queries.

3.2 � Complexity assumptions

Definition 3  Let � and �T be two multiplicative groups 
of order n = pq , where bit length of n is |n| = � and p, q 
are prime. Let g be a generator of � . A bilinear map 
e ∶ � × � ⟶ �T  is a function having the following 
properties: 

1.	 e(ua, vb) = e(u, v)ab , ∀ u, v ∈ � and ∀ a, b ∈ ℤ.

2.	 The map is non degenerate, i.e., e(g, g) is generator of 
�T.

The tuple � = (n,�,�T , e ) is said to be a composite order 
bilinear group system.
Let �p,�q stand for subgroups of � of order p, q respec-
tively, �T ,p,�T ,q denote subgroups of �

�
 of order p, q respec-

tively and gp, gq are generators of �p and �q respectively. We 
use the notation x ∈R S to denote x is a random element of 
S. Let N,R be sets of natural and real numbers respectively. 
The function �(�) is said to be a negligible function if for 
every positive integer c,  ∃ an integer Nc such that for every 
𝜆 > Nc , �(�) ≤

1

�c
.Let � ∶ N → R be a function. If ∃ d ∈ N 

such that �(�) ≤ 1

�d
 then � is negligible function.

–	 l-Weak decisional bilinear Deffie–Hellman inversion(l-
wDBDHI∗ ) Assumption (Seo et al. 2009):

	   i npu t :  Z = (�, h, gq, gp, g
�
p
,… , g�

l

p
), T  ,  w h e r e 

h ∈R 𝔾p, � ∈R ℤn, T ∈R 𝔾T ,p.

	   output: Yes if T = e(gp, h)
�l+1 ; No otherwise.

	   The advantage of  adversary A  in  solv-
i n g  t h e  a b o ve  p r o b l e m  i s  Advl−wDBDHI

∗

A

=|Pr[A(Z, e(gp, h)
�l+1) = 1] − Pr[A(Z, T) = 1]|.

	   l-wDBDHI∗ Assumption: For any PPT algorithm A 
above advantage is negligible, i.e., Advl−wDBDHI∗

A
≤ �(�) , 

where �(�) is a negligible function in security parameter 
�.

–	 l-Composite decisional Deffie Hellman (l-cDDH) 
Assumption (Seo et al. 2009):

	   input Z = (�, h, gq, gp, g
�
p
,… , g�

l+1

p
.R1, (g

�l+1

p
)� .R2),T  , 

where R1,R2 ∈R 𝔾q, �, � ∈R ℤn, T ∈R �.

	   output: Yes if T = g�
p
.R3 , for some R3 ∈R �q ; No oth-

erwise. The advantage of A in solving the above problem 
is Advl−cDDH

A
=|Pr[A(Z, g�

p
.R3) = 1] − Pr[A(Z, T) = 1]|

	   l-cDDH Assumption: For any PPT algorithm A , 
Advl−cDDH

A
 is negligible.

–	 Bilinear Subset Decision (BSD) Assumption Seo et al. 
2009:

	   input: Z = (�, gq, gp), T  , where T ∈R �T.
	   output: Yes if T ∈ �T ,p ; No otherwise. The advantage 

of adversary A in solving the above problem is AdvBSD
A

=|Pr[A(Z, T) = 1] − Pr[A(Z, T∗) = 1]| , where T ∈ �T ,p , 
T∗ ∈R �T.

	   BSD Assumption: For any PPT algorithm A , AdvBSD
A

 
is negligible.

3.3 � Ternary subset difference framework

Our scheme is based on ternary tree SD method as intro-
duced in Fukushima et al. (2009). Consider a complete ter-
nary tree T in which the users lie at the leaf nodes. This 
system can accommodate at most N users, where N is a 
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power of 3. We level the nodes as in Fig.  3. The root node 
v
(1)

1
 of T is at level 1. The left, middle, right child of v(li)

i
 are 

v
(li+1)

i+1
, li+1 = 3li − 2, 3li − 1, 3li respectively. We denote by 

T
v
(li )

i

 , the complete subtree rooted at v(li)
i

 . For a set of revoked 
users R, ��(R) denotes the Steiner tree, i.e., the minimal 
subtree of T(= T

v
(1)

1

) connecting all the members of the set of 
revoked users R with the root. For a node v(li)

i
 , its parent node 

is defined as

Path connecting the root to the user u at a leaf node v(lL)
L

 is 
denoted by ����(v(lL)

L
) . The nodes on ����(v(lL)

L
) are referred as 

��(v
(lL)

L
) and the nodes just hanging of the nodes in ��(v(lL)

L
) 

are defined as ��(v(lL)
L

).

Definition 4  A chain is a sequence of nodes v(li)
i

 , v(li+1)
i+1

 , 
… , v

(lj)

j
 or v(li)

i
 , v(li+1)

i+1
 , … , v

(lj1
)

j
; v

(lj2
)

j
(v

(lj1
)

j
; v

(lj2
)

j
are siblings) hav-

ing the following properties in ��(R) : 

	 (i)	 v
(li)

i
 , v(li+1)

i+1
 , … , v

(lj−2)

j−2
 have one child each.

	 (ii)	 v
(lj−1)

j−1
 is either a node with one child or two children.

	 (iii)	 Each of v
(lj1

)

j
, v

(lj2
)

j
 is either a node with three children 

or leaf node.

������(v
(li)

i
) =

⎧⎪⎨⎪⎩
v

��
li

3

��

i−1
if it is a left or a middle child

v
(
li

3
)

i−1
if it is a right child

	 (iv)	 v
(li)

i
 is the root node or parent(v(li)

i
) is a node with two 

or three children.

We use the notation S
v
(li )

i
,v
(lj )

j

 to represent the set of users in 

T
v
(li )

i

 minus that in T
v
(lj )

j

 and S
v
(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

 to represent the set of 

users in T
v
(li )

i

 minus that in T
v
(lj1

)

j

 and T
v
(lj2

)

j

 . We say that S
v
(li )

i
,v
(lj )

j

 

is the subset cover generated by the chain v(li)
i

 , v(li+1)
i+1

 , … , v
(lj)

j
 

and S
v
(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

 is the subset cover generated by the chain 

v
(li)

i
 , v(li+1)

i+1
 , … , v

(lj1
)

j
;v

(lj2
)

j
 , where v

(lj1
)

j
;v

(lj2
)

j
 are siblings.

We assign node identity I(li)
i

∈ ℤn to each level i node v(li)
i

 , 
where 1 ≤ i ≤ log3 N + 1, 1 ≤ li ≤ 3i−1 . At level i, the hier-
a r c h i a l  i d e n t i t y  o f  a  n o d e  v

(li)

i
 i s 

��|
v
(li )

i

= (I
(l1)

1
, I

(l2)

2
,… , I

(li)

i
) ∈ (ℤn)

i , where I(l1)
1

, I
(l2)

2
,… , I

(li)

i
 

are the identities of nodes in the path from the root v(1)
1

 to 
node v(li)

i
 . All the nodes in the same level are assigned differ-

ent hierarchial identities.

Definition 5  Let the node v(lj)
j

 be in the subtree T
v
(li )

i

 rooted at 
v
(li)

i
 and the hierarchial identity of the node v(lj)

j
 be 

(I
(l1)

1
, I

(l2)

2
,… , I

(lj)

j
) . The modified hierarchial identity of a 

node v(lj)
j

 in T
v
(li )

i

 is defined to be (I(li)
i
, I

(li+1)

i+1
,… , I

(lj)

j
) , i.e., the 

hierarchial identity from i-th position to rest in ��|
v
(lj )

j

.

Fig. 3   Labeling of nodes of a complete ternary tree with revoked 
users R = {v

(2)

4
, v

(3)

4
, v

(10)

4
 }, where double-thick lines represent a path 

from the root node v(1)
1

 to the user u at v(16)
4

 , thick lines denote the 

edges just hanging off this path, circular nodes represent the internal 
nodes, rectangular nodes are the revoked users and double circular 
nodes stand for the subscribed users
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Algorithm 1 FindChain
input: A revoked user.
output: Chain generating the subset cover S

v
(li)
i ,J

of the subscribed users.

1. Follow the path from the revoked user to the root.
2. if a node is found on the path with less than 3 children then

(a) if ∃ only one child v
(lj1 )
j then set J = v

(lj1 )
j .

(b) if ∃ two children v
(lj1 )
j , v

(lj2 )
j then set J = v

(lj1 )
j + v

(lj2 )
j .

(c) from v
(lj1 )
j , proceed until a node v

(li)
i is found on the path whose parent has two or three children or it is the root node.

(d) return sequence of nodes v(li)i to v
(lj1 )
j or v(li)i to v

(lj1 )
j ; v

(lj2 )
j on the path as the chain generating the subset cover S

v
(li)
i ,J

of the subscribed users.
3. end if

Fig. 4   Steiner Tree ��(R) for Fig.  3 where R = {v
(2)

4
, v

(3)

4
, v

(10)

4
}

Cover finding Algorithm Cover finding Algorithm Find-
Cover invokes procedure FindChain to generate chain cor-
responding to a given set R of revoked users and partitions 

Algorithm 2 FindCover
input: Set of revoked users R.
output: Cover obtained by ternary SD method.

1. Set Cover = φ.
2. Invoke FindChain for each revoked user in R and generate all the chains.
3. for each chain in the steiner tree ST(R) of R do

(a) Let a chain contains nodes v
(li)
i , v(li+1)

i+1 , . . . , v
(lj)
j or v

(li)
i , v(li+1)

i+1 , . . . , v
(lj1 )
j ; v

(lj2 )
j .

(b) Add S
v
(li)
i ,J

(J = v
(lj)
j or v

(lj1 )
j + v

(lj2 )
j ) to the Cover and add v

(li)
i to R and remove v

(lj)
j or v

(lj1 )
j ; v

(lj2 )
j from R.

4. end for
5. Take the new revoked set R and goto step 2.

Lemma 1  The cover size for ternary SD is at most 
min{N

3
,N − r, 2r − 1}, where N is maximum number of 

users, r is number of revoked users.

Proof  For each chain v(li)
i

 , v(li+1)
i+1

 , … , v
(lj)

j
 or v(li)

i
 , v(li+1)

i+1

,… , v
(lj1

)

j
;v

(lj2
)

j
, parent(v(li)

i
 ) is either the root node or a node 

with 2 or 3 children in ��(R) . We define v(li)
i

 as the head 
node. If b is the number of children of parent of a head node 
and r is the number of revoked users in ��(R) , then the maxi-
mum number of parent node is given by r

b
 as each child 

belongs to a chain which contain at least one revoked user. 
Thus the number of chain at most b r

b
 . As each chain provides 

one subset cover, the number of cover is b r

b
 . Head of these 

chain will be new revoked users. This provides the maxi-
mum number of parent node to be r

b2
 as each branch from 

parent will contain at least one of the previous r
b
 parent node 

(head of new revoked users). This generates cover size at 
most b r

b2
 . Continue upto x th stage where bx = r . So, we have 

an upper bound of the total number of subset cover as 
b
r

b
+ b

r

b2
+…+ b

r

bx
(bx = r) = b(

r

b
+

r

b2
+…+

r

bx
) = b

r−1

b−1
. 

The root is an additional head vertex which provides one 

the subscribed users into collection of disjoint subset covers. 
Different subset covers are generated from different chains. 
Algorithm  2 formally describes FindCover.

more to the cover, so total number of cover becomes 
b
r−1

b−1
+ 1 . This takes the maximum value at b = 2 and the 

value is 2r − 1.
In terms of the total number of users N, the number of 

subsets will be at most N
3
 . This happens when all the sub-

scribed users are covered by ternary tree of height 1. Again 
there are N − r subscribers and cover partition subscribers 



2192	 K. Acharya, R. Dutta 

1 3

into groups. Therefore cover size should not exceed N − r . 
So, cover size = min{N

3
,N − r, 2r − 1 }. 	�  ◻

Example  We illustrate below the working of FindCover 
algorithm for the set of revoked users R = {v

(2)

4
, v

(3)

4
, v

(10)

4
} . 

In  Figure    3 ,  ��(v
(16)

4
) = {v

(1)

1
, v

(2)

2
, v

(6)

3
, v

(16)

4
} and 

��(v
(16)

4
) = {v

(1)

2
, v

(3)

2
, v

(4)

3
, v

(5)

3
, v(17)

4
, v

(18)

4
} . For the set of 

revoked users R = {v
(2)

4
, v

(3)

4
, v

(10)

4
} , the Steiner tree ��(R) is 

depicted in Fig.  4. The Cover with respect to R is deter-
mined as follows: 

	 (i)	 The chain C1 corresponding to the revoked user v(2)
4

 
(or v(3)

4
 ) is v(1)

2
, v

(1)

3
, v

(2)

4
;v

(3)

4
 , yielding the subset cover 

S
v
(1)

2
,v
(2)

4
+v

(3)

4

.
	 (ii)	 The chain C2 corresponding to the revoked user v(10)

4
 

is v(2)
2
, v

(4)

3
, v

(10)

4
 , yielding the subset cover S

v
(2)

2
,v
(10)

4

.
	 (iii)	 The head nodes v(1)

2
 and v(2)

2
 of the chains C1,C2 are 

then added to R. The nodes v(2)
4
, v

(3)

4
, v

(10)

4
 are removed 

from R and the chain corresponding to v(1)
2

 (or v(2)
2

 ) is 
v
(1)

1
, v

(1)

2
;v

(2)

2
 , yielding the set S

v
(1)

1
,v
(1)

2
+v

(2)

2

.
	 (iv)	 Hence, Cover = S

v
(1)

2
,v
(2)

4
+v

(3)

4

∪ S
v
(2)

2
,v
(10)

4

 ∪ S
v
(1)

1
,v
(1)

2
+v

(2)

2

.

Note that Cover is essentially a partition of the set of sub-
scribed users into collection of disjoint subsets

S
v
(1)

2
,v
(2)

4
+v

(3)

4

=
{
v
(1)

4
, v

(4)

4
, v

(5)

4
, v

(6)

4
, v

(7)

4
, v

(8)

4
, v

(9)

4

}
,

S
v
(2)

2
,v
(10)

4

=
{
v
(11)

4
, v

(12)

4
, v

(13)

4
, v

(14)

4
, v

(15)

4
, v

(16)

4
, v

(17)

4
, v

(18)

4

}
,

S
v
(1)

1
,v
(1)

2
+v

(2)

2

=
{
v
(19)

4
, v

(20)

4
, v

(21)

4
, v

(22)

4
, v

(23)

4
, v

(24)

4
, v

(25)

4
, v

(26)

4
, v

(27)

4

}
.

4 � Constructions

4.1 � PKBE

Our public key broadcast encryption scheme PKBE= 
(Setup, KeyGeneration, Encrypt, Decrypt) enables a 
broadcaster to broadcast a message to a set of N users placed 
at the leaves of a complete ternary tree T. Let L be the level 
of the leaf nodes. The ����� and ������������� algorithms 
are run by a trusted third party, called the Private Key Gen-
eration Center (PKGC), ������� algorithm is invoked by 
the broadcaster and ������� algorithm is carried out by the 
subscribed users. Formal description of these algorithms are 
provided in Algorithm 3–6.

High-level description Using the Setup algorithm, the 
PKGC generates the public and the master key. The PKGC 
keeps the master key private to itself and publishes the pub-
lic key. A user at a leaf node receives the secret keys cor-
responding to all hanging node with respect to each path 
node from the PKGC by KeyGeneration algorithm through 
a secure communication channel between the PKGC and 
the subscribed user. The broadcaster runs FindCover pro-
cedure in Algorithm 2 and generates Cover (a partition of 
the subscribed users into disjoint subsets with respect to 
the set of revoked users). The KeyGeneration algorithm 
has a subroutine Derive which has 2 parts delegation and 
re-randomization. Delegation procedure helps to compute 
secret key of children using the secret key of its parent. Re-
randomization helps to randomize the computed secret key. 
The broadcaster invokes ������� algorithm and forms the 
ciphertext components for each subset in Cover. The sub-
scribed user u recovers the message from ciphertext compo-
nents using the corresponding secret key.

Algorithm 3 Setup
input: Security parameter λ, total number of users N .
output: Public key parameter PK, master key MK.

1. Generate S = (n,G,GT , e) using security parameter λ. Here G and GT are multiplicative cyclic groups of composite order
n = pq and e : G×G → GT is a bilinear mapping. Let Gp,Gq are subgroups of G with order p and q respectively and gp, gq are
generators of Gp,Gq respectively. One can take gp = gq1 , gq = gp1 , where g1 is a generator of G.

2. Choose random elements g, f, v, h1, . . . , hL, w from Gp and Rg , Rf , Rv , R1, . . . , RL from Gq , where L = log3 N + 1 is the level
of leaf nodes.

3. Compute G = g.Rg , F = f.Rf , V = v.Rv , H1 = h1.R1, . . . , HL = hL.RL, E = e(g, w).
4. The public key parameters are PK=(gp, gq , G, F, V,H1, H2, . . . , HL, E,N, S).
5. The master key MK=(p, q, g, f, v, h1, h2, . . . , hL, w).

Observe that public key and master key both are of size 
O(L).

KeyGeneration algorithm (Algorithm  4) works as 
follows:

The PKGC generates the secret keys for all nodes in 
��(v

(lL)

L
) with respect to each node in ��(v(lL)

L
) and issues 

these keys to the subscribed user u at v(lL)
L

 . Let sk
u,v

(li )

i
,v
(lj )

j

 

denotes the secret key of the user u with respect to 
v
(lj)

j
∈ ��(v

(lL)

L
) , v(li)

i
∈ ��(v

(lL)

L
) , which corresponds to the 

identities (I(li)
i
,… , I

(lj−1)

j−1
, I(lj)

j
) . Let sk

u,v
(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

 be the secret 
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keys of the user u corresponding to the identities 
(I

(li)

i
,… , I

(lj−1)

j−1
, I

(lj1
)

j
+ I

(lj2
)

j
) .  Consider level 1 node 

v
(1)

1
∈ ��(v

(lL)

L
) . The PKGC uses step 2(a)i⟩ of Algorithm 4 

to assign the secret keys corresponding to the nodes which 
are children of v(1)

1
 . In this process, it gets the secret key of 

v
(l2)

2
∈ ��(v

(lL)

L
) . The PKGC uses 2(a)ii⟩ to generate the com-

bined secret key sk
u,v

(1)

1
,v
(lj1

)

2
+v

(lj2
)

2

 , where v
(lj1

)

2
, v

(lj2
)

2
∈ ��(v

(lL)

L
) . 

The PKGC uses Derive algorithm to derive the secret keys 
for nodes in ��(v(lL)

L
) , that are not children of the initial path 

node v(1)
1

∈ ��(v
(lL)

L
) . For example, the PKGC uses the secret 

key of v(l2)
2

 to derive the secret keys for the children of v(l2)
2

 
(as in step 2(b)i⟩ of Algorithm 4). In this process, it gets 
secret key of v(l3)

3
∈ ��(v

(lL)

L
) . It uses 2(b)ii⟩ to generate the 

third level combined secret key of the form sk
u,v

(1)

1
,v
(lj1

)

3
+v

(lj2
)

3

 , 

where v
(lj1

)

3
, v

(lj2
)

3
∈ ��(v

(lL)

L
) . The PKGC uses the secret key 

of v(l3)
3

∈ ��(v
(lL)

L
) to derive secret keys for the children of v(l3)

3
 

and continue up to level L-1 to obtain the secret key at leaf 
level. Next, consider level 2 node v(l2)

2
∈ ��(v

(lL)

L
) and repeat 

the above process. Continue upto L-1 level node 
v
(lL−1)

L−1
∈ ��(v

(lL)

L
) . Finally, the user u at v(lL)

L
 is issued the 

secret keys corresponding to all nodes in ��(v(lL)
L

) with 
respect to all nodes in ��(v(lL)

L
) . The secret keys of user u is 

sku = {sk
u,v

(li )

i
,v
(lj1

)

j

, sk
u,v

(li )

i
,v
(lj2

)

j

, sk
u,v

(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

|1 ≤ i ≤ L − 1,

i + 1 ≤ j ≤ L, v
(li)

i
∈ ��(v

(lL)

L
), v

(lj1
)

j
, v

(lj2
)

j
∈ ��(v

(lL)

L
)} . As an 

example, in Fig.  3, user at v(16)
4

 , will receive the secret  
key sku =

{
{sk

u,v
(1)

1
,v
(x)

2

|v(x)
2

= v
(1)

2
, v

(3)

2
, v

(1)

2
+ v

(3)

2
}, {sk

u,v
(1)

1
,v
(y)

3

|
v
(y)

3
= v

(4)

3
, v

(5)

3
, v

(4)

3
+ v

(5)

3
}, {sk

u,v
(1)

1
,v
(z)

4

| v
(z)

4
= v

(17)

4
, v

(18)

4
, v

(17)

4

+v
(18)

4
}, {sk

u,v
(2)

2
,v
(y)

3

|v(y)
3

= v
(4)

3
, v

(5)

3
, v

(4)

3
+ v

(5)

3
}, {sk

u,v
(2)

2
,v
(z)

4

|v(z)
4

= v
(17)

4
, v

(18)

4
, v

(17)

4
+ v

(18)

4
}, {sk

u,v
(6)

3
,v
(z)

4

|v(z)
4

= v
(17)

4
, v

(18)

4
, v

(17)

4
+ v

(18)

4
}

}
.

Algorithm 4 KeyGeneration

input: (I(l1)1 , . . . , I
(lL)
L ), PK=(gp, gq , G, F, V,H1, H2, . . . , HL, E,N, S), MK=(p, q, g, f, v, h1, h2, . . . , hL, w)

output: sku = {sk
u,v

(li)
i ,v

(lj1
)

j

, sk
u,v

(li)
i ,v

(lj2
)

j

, sk
u,v

(li)
i ,v

(lj1
)

j +v
(lj2

)
j

|1 ≤ i ≤ L− 1, i+ 1 ≤ j ≤ L, v
(li)
i ∈ PN(v(lL)

L ), v
(lj1 )
j , v

(lj2 )
j ∈

HN(v(lL)
L )}

1. for i = 1 to L-1 do
Let v

(li)
i ∈ path(v(lL)

L )
2. for j = i+ 1 to L do

for each v
(lj)
j ∈ HN(v(lL)

L ) ∪ PN(v(lL)
L ) do

(a) if j = i+ 1 then 
 i.e., v
(lj)
j is a child of v(li)i

i〉 Note that, v
(lj)
j has the modified hierarchial identity (I(li)i , I

(li+1)
i+1 ) with respect to v

(li)
i .

− Take r1, r2, s
(1)
1 , s

(1)
2 , s

(2)
1 , s

(2)
2 ∈R Zn such that s

(1)
1 s

(2)
2 − s

(1)
2 s

(2)
1 �≡ 0 (mod q), s(1)1 s

(2)
2 − s

(1)
2 s

(2)
1 �≡ 0 (mod p).

− Compute

sk
(d)

u,v
(li)
i ,v

(lj)
j

=
(
w.(v

j∏

k=i

h
I
(lk)
k

k )r1fr2 , gr1 , gr2 , hr1
j+1, . . . , h

r1
L

)

sk
(r)

u,v
(li)
i ,v

(lj)
j

=
(

(v
j∏

k=i

h
I
(lk)
k

k )s
(x)
1 fs

(x)
2 , gs

(x)
1 , gs

(x)
2 , h

s
(x)
1

j+1 , . . . , h
s
(x)
1

L

)
x=1,2

)
.

Set sk
u,v

(li)
i ,v

(lj)
j

=
(
sk

(d)

u,v
(li)
i ,v

(lj)
j

, sk
(r)

u,v
(li)
i ,v

(lj)
j

)
.

ii〉 Additionally, compute j-th level combined secret key sk
u,v

(li)
i ,v

(lj1
)

j +v
(lj2

)
j

for identity (I(li)i , I
(lj1 )
j + I

(lj2 )
j ) (as in

2(a)i〉), where v
(lj1 )
j , v

(lj2 )
j ∈ HN(v(lL)

L ).
end if

(b) if j �= i+ 1 then � i.e., v
(lj)
j is not a child of v(li)i

i〉 Derive the secret keys sk
u,v

(li)
i ,v

(lj)
j

from the secret key of upper level node v
(li−1)
i−1 ∈ PN(v(lL)

L ) using procedure Derive

as described in Algorithm 9.
ii〉 Additionally, use procedure Derive to generate the j-th level combined secret key sk

u,v
(li)
i ,v

(lj1
)

j +v
(lj2

)
j

for identity

(I(li)i , . . . , I
(lj−1)
j−1 , I

(lj1 )
j + I

(lj2 )
j ), where v

(lj1 )
j , v

(lj2 )
j ∈ HN(v(lL)

L ).
end if

end for
3. end for
4. return secret key sku to user u.
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Secret key size The subscribed user at a leaf node gets 
the secret keys for all hanging node with respect to each 
path node. It gets 3 secret keys for height 1 path node, 3 ⋅ 2 
secret keys for height 2 path node, 3 ⋅ 3 secret keys for height 
3 path node and so on. Total number of secret keys of user 
u is given by 

∑log3 N

k=1
3i = O(log 3

2N) . Derive algorithm is a 
subroutine of KeyGeneration algorithm and used to derive 

secret key of child using the secret key of its parent. We have 
discussed this algorithm in appendix.

In encryption phase, the broadcaster divides the sub-
scribed users into disjoint partitions using Find Cover and 
generates ciphertext components for each part.

Algorithm 5 Encrypt
input: Public key PK=(gp, gq , G, F, V,H1, H2, . . . , HL, E,N, S). M ∈ GT .
output: Ciphertext CT.

1. Find Cover={S1, . . . , Sm} using Algorithm 2
for x = 1 to m do
Let Sx = S

v
(li)
i ,J

∈ Cover.

Let (I(li)i , . . . , I
(lj−1)
j−1 , I

(lj)
j ) or (I(li)i , . . . , I

(lj−1)
j−1 , I

(lj1 )
j ; I

(lj2 )
j ) be the node identity of the corresponding chain

(v(li)i , . . . , v
(lj)
j ) or (v(li)i , . . . , v

(lj1 )
j ; v

(lj2 )
j ) of the subset cover S

v
(li)
i ,J

. Select Z1, Z2, Z3 at random from Gq , s at ran-

dom from Zn.

if J = v
(lj1 )
j + v

(lj2 )
j , then compute Cx =

(
(M).Es, Gs.Z1, F s.Z2, (V.

j−1∏

k=i

H
I
(lk)
k

k H
I
(lj1

)
j +I

(lj2
)

j
j )s.Z3

)
.

if J = v
(lj1 )
j , then compute Cx =

(
(M).Es, Gs.Z1, F s.Z2, (V.

j−1∏

k=i

H
I
(lk)
k

k H
I
(lj1

)
j

j )s.Z3

)
.

if J = v
(lj2 )
j , then compute Cx =

(
(M).Es, Gs.Z1, F s.Z2, (V.

j−1∏

k=i

H
I
(lk)
k

k H
I
(lj2

)
j

j )s.Z3

)
.

end for
2. Set C = {C1, C2, . . . , Cm}.

Broadcast ciphertext CT={C}.

Remark  Broadcaster can take Z1 = g
r1
q , Z2 = g

r2
q , Z3 = g

r3
q , r1, r2, r3 ∈R ℤn

 . 
Components involving Z1, Z2, Z3 are element of � , so he can 
compute Z1, Z2, Z3 on modulo n.

Ciphertext size Here ciphertext size = m, where m is the 
cover size.

Algorithm 6 Decrypt
input: PK, CT={C1, C2, . . . , Cm}, sku = {sk

u,v
(li)
i ,v

(lj1
)

j

, sk
u,v

(li)
i ,v

(lj2
)

j

, sk
u,v

(li)
i ,v

(lj1
)

j +v
(lj2

)
j

|1 ≤ i ≤ L − 1, i + 1 ≤ j ≤

L, v
(li)
i ∈ PN(v(lL)

L ), v
(lj1 )
j , v

(lj2 )
j ∈ HN(v(lL)

L )}
output: Message M .

1. Run FindCover to find the cover in which user belongs,
2. Derive corresponding secret key sk

u,v
(li)
i ,J

.

3. Let a0, a1, a2 be first 3 components of sk(d)
u,v

(li)
i ,J

extracted from sk
u,v

(li)
i ,J

.

for ciphertext component Ci = (Ĉ1, Ĉ2, Ĉ3, Ĉ4) do

Compute M = Ĉ1
e(a1,Ĉ4)e(a2,Ĉ3)

e(a0,Ĉ2)
return M.



2195Ternary subset difference revocation in public key framework supporting outsider anonymity﻿	

1 3

Example  In Fig.   3, ��(v(16)
4

) = {v
(1)

1
, v

(2)

2
, v

(6)

3
, v

(16)

4
} and 

��(v
(16)

4
) = {v

(1)

2
, v

(3)

2
, v

(4)

3
, v

(5)

3
, v(17)

4
, v

(18)

4
} , where the set of 

revoked user R = {v
(2)

4
, v

(3)

4
, v

(10)

4
 }. The user u at v(16)

4
 , has the 

secret key sk
u
=

{
{sk

u,v
(1)

1
,v
(x)

2

|v(x)
2

= v
(1)

2
, v

(3)

2
, v

(1)

2
+ v

(3)

2
},

{sk
u,v

(1)

1
,v
(y)

3

|v(y)
3

= v
(4)

3
, v

(5)

3
, v

(4)

3
+ v

(5)

3
}, {sk

u,v
(1)

1
,v
(z)

4

| v(z)
4

= v
(17)

4
,

v
(18)

4
, v

(17)

4
+ v

(18)

4
}, {sk

u,v
(2)

2
,v
(y)

3

|v(y)
3

= v
(4)

3
, v

(5)

3
, v

(4)

3
+ v

(5)

3
}, {sku,

v
(2)

2
, v

(z)

4
|v(z)

4
= v

(17)

4
, v

(18)

4
, v(17)

4
+ v

(18)

4
}, {sk

u,v
(6)

3
,v
(z)

4

|v(z)
4

= v
(17)

4
,

v
(18)

4
, v

(17)

4
+ v

(18)

4
}

}
. According to the Decrypt algorithm, 

the user will find cover S
v
(1)

1
,v
(2)

4
+v

(3)

4

 , in which it belongs to. It 
will derive corresponding secret key sk

u,v
(2)

2
,v
(10)

4

 and decrypt 
the ciphertext.

C o r r e c t n e s :  U s i n g  t h e  f a c t  t h a t 
e(hp, hq) = 1, hp ∈ �p, hq ∈ �q, we show that ciphertext 
component Ci = (Ĉ1, Ĉ2, Ĉ3, Ĉ4) generated for subset cover 
S
v
(li )

i
,v
(lj )

j

 , will be decrypted using corresponding secret key 

sk
u,v

(li )

i
,v
(lj )

j

 . Let a0, a1, a2 are first 3 components of sk(d)
u,v

(li )

i
,v
(lj )

j

 

extracted from sk
u,v

(li )

i
,v
(lj )

j

 . Hence,

Similarly, ciphertext component generated for the subset 
cover S

v
(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

 , can be decrypted by secret key 

sk
u,v

(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

 . In this case, H
I
(lj )

j

j
 is replaced by H

I
(lj1

)

j
+I

(lj2
)

j

j
.

Lemma 2  The scheme PKBE attains revocation property.

Ĉ1

e(a1, Ĉ4)e(a2, Ĉ3)

e(a0, Ĉ2)

=M.Es

e

�
gr1 , (V .

∏j

k=i
H

I
(lk )

k

k
)s.Z3

�
.e(gr2 ,Fs.Z2)

e

�
w.

�
v
∏j

k=i
h
I
(lk )

k

k

�r1

f r2 ,Gs.Z1

�

=M.Es

e

�
gr1 , (V .

∏j

k=i
H

I
(lk )

k

k
)s
�
.e(gr1 , Z3).e(g

r2 , f s).e(gr2 ,Rf
s.Z2)

e

�
w.(v

∏j

k=i
h
I
(lk )

k

k
)r1 f r2 , gs

�
e(w.

�
v
∏j

k=i
h
I
(lk )

k

k
)r1 f r2 ,Rg

s.Z1

�

=M.Es

e

�
gr1 ,

�
v.
∏j

k=i
h
I
(lk )

k

k

�s�
.e(gr2 , f s)

e(w.(v
∏j

k=i
h
I
(lk )

k

k
)r1 .f r2 , gs)

= (M).Es

e

�
gr1 ,

�
v.
∏j

k=i
h
I
(lk )

k

k

�s�
.e(gr2 , f s)

e

�
w.

�
v
∏j

k=i
h
I
(lk )

k

k

�r1

, gs

�
e(f r2 , gs)

=M.Es

e

�
gr1 ,

�
v.
∏j

k=i
h
I
(lk )

k

k

�s�

e

��
v
∏j

k=i
h
I
(lk )

k

k

�r1

, gs

�
e(w, gs)

= M.

Proof  When a user u at v(lL)
L

 gets revoked, the cover changes. 
Let v(lL)

L
∈ T

v
(li )

i

⧵ S
v
(li )

i
,v
(lj )

j

 . Then v(li)
i

 will be ancestor of the node 

v
(lL)

L
 and v(lj)

j
 will either itself be v(lL)

L
 or will be an ancestor of 

v
(lL)

L
 . If v(lj)

j
 is not an ancestor of v(lL)

L
 , then v(lL)

L
 cannot be a 

revoked user as in S
v
(li )

i
,v
(lj )

j

 , users at the leaf of the complete 

subtree rooted at v(lj)
j

 are the revoked users. Thus both 
v
(li)

i
, v

(lj)

j
∈ ��(v

(lL)

L
) . As the user has the secret keys sk

u,v
(li )

i
,v
(lj )

j

 , 

where v(lj)
j

∈ ��(v
(lL)

L
) , it will be unable to recover the message 

from the ciphertext generated corresponding to new Cover. 	
� ◻

Lemma  2 shows that users who have not subscribed (i.e., 
revoked users) should not be able to recover the message. It 
is true for any number of revoked users thus independent of 
cover size. Hence independent of communication bandwidth 
and computation cost.

Example  In Fig.  3, R = {v
(2)

4
, v

(3)

4
, v

(10)

4
} is the set of revoked 

u s e r s .  Revo ke d  u s e r  v
(10)

4
 h a s  s e c r e t  key 

sku =
{
{sk

u,v
(1)

1
,v
(x)

2

|v(x)
2

= v
(1)

2
, v

(3)

2
, v

(1)

2
+ v

(3)

2
}, {sk

u,v
(1)

1
,v
(y)

3

|v(y)
3

= v
(6)

3
, v

(5)

3
, v

(6)

3
+ v

(5)

3
}, {sk

u,v
(1)

1
,v
(z)

4

|  v
(z)

4
= v

(11)

4
, v

(12)

4
, v

(11)

4
+

v
(12)

4
}, {sk

u,v
(2)

2
,v
(y)

3

|v(y)
3

= v
(6)

3
, v

(5)

3
, v

(6)

3
+ v

(5)

3
}, {sk

u,v
(2)

2
,v
(z)

4

| 
v
(z)

4
= v

(11)

4
, v

(12)

4
, v

(11)

4
+ v

(12)

4
}, {sk

u,v
(4)

3
,v
(z)

4

|v(z)
4

= v
(11)

4
, v

(12)

4
,

v
(11)

4
+ v

(12)

4
}

}
. The set of revoked users R = {v

(2)

4
, v

(3)

4
, v

(10)

4
} 

generates subset difference Cover = S
v
(1)

2
,v
(2)

4
+v

(3)

4

∪ S
v
(2)

2
,v
(10)

4

 ∪ 
S
v
(1)

1
,v
(1)

2
+v

(2)

2

 . Secret key required for decryption are 
sk

u,v
(1)

2
,v
(2)

4
+v

(3)

4

, sk
u,v

(2)

2
,v
(10)

4

 , sk
u,v

(1)

1
,v
(1)

2
+v

(2)

2

 respectively. ������ 
algorithm (see Appendix) only helps to derive secret key of 
child using the secret key of its parent. As the revoked user 
does not have decryption key corresponding to the ciphertext 
components, will not able to recover the message.

∙ Security analysis

Theorem 1  The construction PKBE achieves selective 
semantic security under L-wDBDHI* assumptions.

Proof  Let there is an adversary A that can distinguish win 
the game with an advantage � . We show that C can solve 
L-wDBDHI* problem with advantage � . Challenger C has 
input L-wDBDHI* instance Z = (�, h, gq, gp, g

�
p
,… , g�

L

p
), T , 

where h ∈R 𝔾p, � ∈R ℤn, T ∈R 𝔾T ,p , � = (n,�,�T , e ). 

1.	 Initialization: A submits the challenge revoked sets ℝ to C.
2.	 Setup: C  chooses � , x, y, z, x1,… , xL ∈R ℤn and 

Rg,Rf ,Rv,Rh,1,… ,Rh,L ∈R �q . Let us consider a cover 
S
v
(l̄i )

i
,v
(l̄j )

j

 generated by the chain (v(l̄i)
i
, v

(l̄i+1)

i+1
,… , v

(l̄j)

j
) , using 
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the revoked set ℝ0 . Let modified hierarchial identity of 
the end node v(l̄j)

j
 with respect to the head node v(l̄i)

i
 as 

 So, some I(l̄k)
k

 may be 0 at the beginning and end. Com-

pute  G = gp.Rg,F = gz
p
.Rf ,V = g

y
p.

L∏
k=1

(AL−k+1)
I
(l̄k )

k Rv,

Hk = g
xk
p ∕AL−k+1Rh,k (1 ≤ k ≤ L)  ,  E = e(A1,ALg

�
p
)  , 

w h e r e  Ak = g�
k

p
 .  S e t  p u b l i c  k e y  a s 

�� = (gp, gq,G,F,V ,H1,… ,HL,E,N,�)  a n d 
w = (ALg

�
p
)� = AL+1A

�

1
 . Challenger does not have AL+1 , 

so he cannot compute w explicitly.
3.	 Phase 1: Let A wants to get secret keys for revoked user 

i ∈ ℝ . Let i be in T
v
(lj )

j

 of cover S
v
(li )

i
,v
(lj )

j

 and it queries for 

a secret key component corresponding to modified hier-
archial identity (I(l1)

1

∗
, I

(l2)

2

∗
,… , I

(lL)

L

∗
) . Let s be the least 

identity such that I(l̄s)s ≠ I
(ls)
s

∗
 . 

i.	� Take r1, r2 ∈R ℤn and implicitly set r1 = r1 +
𝛼s

I
(ls )
s

∗
−I

(l̄s )
s

 . 

Secret key g, f , v, h1,… , hL can be obtained by remov-
ing the blinding factors Rg,Rf ,Rv,Rh,1,… ,Rh,L from 
G,F,V ,H1,… ,HL respectively.

ii.	� Next, C tries to compute 

 Using secret keys v, hk (1 ≤ k ≤ s), f  and public value I(lk)
k

∗
 

(1 ≤ k ≤ s) , (v
s∏

k=1

h
I
(lk )

k

∗

k
)r1 f r2 is computable. Now, 

 As Ak, I
(lk)

k

∗
, xk values are available, w.(v

s∏
k=1

h
I
(lk )

k

∗

k
)

𝛼s

I
(ls )
s

∗
−I

(l̄s )
s  

is computable, so w.(v
s∏

k=1

h
I
(lk )

k

∗

k
)r1 . f r2 is also 

computable.
iii.	� Now using Derive algorithm as stated in Algorithm 9, 

C  computes f irst component of sk(d)
i,v

(li )

i
,v
(lj )

j

 as 

(
0,… , 0, I

(l̄i)

i
, I

(l̄i+1)

i+1
,… , I

(l̄j)

j
, 0,… , 0

)

=
(
I
(l̄1)

1
, I

(l̄2)

2
,… , I

(l̄L)

L

)
.

w.

(
v

s∏
k=1

h
I
(lk )

k

∗

k

)r1

f r2 = w.

(
v

s∏
k=1

h
I
(lk )

k

∗

k

)r1

f r2 .

(
v

s∏
k=1

h
I
(lk )

k

∗

k

) 𝛼s

I
(ls )
s

∗
−I

(l̄s )
s

.

w.

(
v

s∏
k=1

h
I
(lk )

k

∗

k

) 𝛼s

I
(ls )
s

∗
−I

(l̄s )
s

=AL+1A
𝛾

1

(
gy
p
.

L∏
k=1

(AL−k+1)
I
(l̄k )

k

s∏
k=1

(gxk
p
∕AL−k+1)

I
(lk )

k

∗

) 𝛼s

I
(ls )
s

∗
−I

(l̄s )
s

=AL+1A
𝛾

1

(
AL+1

I
(l̄s)
s −I

(ls )
s

∗

.Ay
s
.

L∏
k=s+1

(AL+s−k+1)
I
(l̄k )

k

s∏
k=1

A
xk .I

(lk )

k

∗

s

) 1

I
(ls )
s

∗
−I

(l̄s )
s

=A
𝛾

1

(
Ay
s
.

L∏
k=s+1

(AL+s−k+1)
I
(l̄k )

k

s∏
k=1

A
xk .I

(lk )

k

∗

s

) 1

I
(ls )
s

∗
−I

(l̄s )
s

.

w.(v

j∏
k=1

h
I
(lk )

k

∗

k
)r1 f r2  .  O t h e r  c o m p o n e n t s 

(gr1 , gr2 , h
r1
j+1

,… , h
r1
L
) of sk(d)

i,v
(li )

i
,v
(lj )

j

 are easily computable 

using secret key components.
iv.	� Challenger need to choose s(1)

1
, s

(1)

2
, s

(2)

1
, s

(2)

2
∈R ℤn such 

t h a t  s
(1)

1
s
(2)

2
− s

(1)

2
s
(2)

1
≢ 0 (mod q)   , 

s
(1)

1
s
(2)

2
− s

(1)

2
s
(2)

1
≢ 0 (mod p) , for this it check the equa-

tion gs
(1)

1
s
(2)

2
−s

(1)

2
s
(2)

1

p ≢ 1 and gs
(1)

1
s
(2)

2
−s

(1)

2
s
(2)

1

q  ≢ 1 . Components 
of sk(r)

i,v
(li )

i
,v
(lj )

j

 are almost same with sk(d)
i,v

(li )

i
,v
(lj )

j

 except first 

component does not contain w. So, C computes 
sk

(r)

i,v
(li )

i
,v
(lj )

j

 as previous. Similarly, it can generate secret 

key sk
i,v

(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

.

v.	� Adversary gets ski = {sk
i,v

(li )

i
,v
(lj1

)

j

, sk
i,v

(li )

i
,v
(lj2

)

j

, sk
i,v

(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

} , 

where user i is at v(lL)
L

 and v(li)
i

∈ ��(v
(lL)

L
), v

(lj1
)

j
, v

(lj2
)

j
∈ ��(v

(lL)

L
).

4.	 Challenge: A sends two messages m0,m1 to C . C com-
putes ciphertext components {C1,… ,Cl0

} following 
Algorithm 5 as follows. 

C sends ciphertext {C1,… ,Cl0
} to A. As gp is generator 

for �p , let us consider h = gp
c , for some integer c. If 

T = e(gp, gp
c)�

L+1 then ciphertext component 

 This implies, if T = e(gp, gp
c)�

L+1 then ciphertext 
{C1,… ,Cl0

} is identical with original.
5.	 Phase 2: Same as Phase 1.
6.	 Guess: A predicts b′ for b and wins the game if b� = b.

Adversary’s advantage of winning the game is same as 
deciding T = e(gp, gp

c)�
L+1 or not, i.e., solving L-wDBDHI* 

problem. 	�  ◻

4.2 � OAnoBE

In this section, we will discuss our outsider anonymous 
broadcast encryption scheme OAnoBE which is an exten-
sion of our PKBE. In PKBE each user gets a set of keys. 

Ci =
�
m0.T .e(A1, h

� ), h.Z1, h
z.Z2, h

y+
∑L

k=1
I
(lk )

k
.xk .Z3

�
,

1 ≤ i ≤ l0

where Z1, Z2, Z3 ∈R 𝔾q, s ∈R ℤn, T ∈R 𝔾T ,p.

Ci =
�
m0.e(gp, gp

c)�
L+1

.e(A1, h
� ),

h.Z1, h
z.Z2, h

y+
∑L

k=1
I
(lk )

k
.xk .Z3

�

where Z1, Z2, Z3 ∈ �q.

=
�
m0.E

c,Gc.Z�
1
,Fc.Z�

2
, (V

L�
k=1

Hk
I
(lk )

k )c.Z�
3

�
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The keys are helpful to recover secret key corresponding to 
the subset cover in which it belongs. Thus a user can try to 
decrypt the ciphertext by using the possible subset cover in 
which it belongs without knowing the set of subscribers or 
revoked users. Hence PKBE can be extended to develop an 
anonymous construction, namely OAnoBE. OAnoBE works 
similar to PKBE, except encryption and decryption. We will 
explain these two algorithms as follows:

The encryption algorithm works as follows: The broad-
caster encrypts M‖K instead of M in encryption algorithm. 
Here K is the verification component. It computes l compo-
nents where components {Cx}

l
x=m+1

 are random and {Cx}
m
x=1

 
are same as PKBE. Here l is the theoretical upper bound 
of cover size and m is cover size. The detail description as 
follows:

Algorithm 7 Encrypt
input: Public key PK=(gp, gq , G, F, V,H1, H2, . . . , HL, E,N, S), l=min{N

3 , N−r, 2r−1}, r is number of revoked users. (M‖K) ∈
GT , where M ∈ {0, 1}λ−k is the message and K ∈ {0, 1}k is the verification component.
output: Ciphertext CT.

1. Find Cover={S1, . . . , Sm} using Algorithm 2
2. for i = 1 to l

(a) for x = 1 to m do
Let Sx = S

v
(li)
i ,J

∈ Cover.

Let (I(li)i , . . . , I
(lj−1)
j−1 , I

(lj)
j ) or (I(li)i , . . . , I

(lj−1)
j−1 , I

(lj1 )
j ; I

(lj2 )
j ) be the node identity of the corresponding chain

(v(li)i , . . . , v
(lj)
j ) or (v(li)i , . . . , v

(lj1 )
j ; v

(lj2 )
j ) of the subset cover S

v
(li)
i ,J

. Select Z1, Z2, Z3 at random from Gq , s at random

from Zn.

if J = v
(lj1 )
j + v

(lj2 )
j , then compute Cx =

(
(M‖K).Es, Gs.Z1, F s.Z2, (V.

j−1∏

k=i

H
I
(lk)
k

k H
I
(lj1

)
j +I

(lj2
)

j
j )s.Z3

)
.

if J = v
(lj1 )
j , then compute Cx =

(
(M‖K).Es, Gs.Z1, F s.Z2, (V.

j−1∏

k=i

H
I
(lk)
k

k H
I
(lj1

)
j

j )s.Z3

)
.

if J = v
(lj2 )
j , then compute Cx =

(
(M‖K).Es, Gs.Z1, F s.Z2, (V.

j−1∏

k=i

H
I
(lk)
k

k H
I
(lj2

)
j

j )s.Z3

)
.

end for
(b) for x = m+ 1 to l do

Choose R1 ∈R GT , R2, R3, R4 ∈R G.
Set Cx = (R1, R2, R3, R4).
end for

3. end for
4. Set C = {C1, C2, . . . , Cl}.

Use permutation µ to compute Cµ = {Cµ(1), Cµ(2), ..Cµ(l)}.
Broadcast ciphertext CT={k,K,Cµ}.

R e m a r k   B r o a d c a s t e r  c a n  t a k e 
Z1 = g

r1
q , Z2 = g

r2
q , Z3 = g

r3
q , r1, r2, r3 ∈R ℤn . Components 

involving Z1, Z2, Z3 are element of � , so he can compute 
Z1, Z2, Z3 on modulo n.

Cipher tex t  s i z e  He re  c iphe r t ex t  s i z e  = 
l=min{

N

3
,N − r, 2r − 1}.

The broadcaster invokes ������� algorithm and forms the 
ciphertext components for each subset in Cover. To preserve 
the anonymity, the broadcaster also generates (l − |Cover|) 
many dummy ciphertext components, where l is theoreti-
cal bound of cover size. The decryption algorithm works 
as follows:
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Decryption attempt To recover the message using 
Decrypt algorithm, user u tries to decrypt {Ci}

l
i=1

 values 
with secret key corresponds to all possible subsets in which 
it can belong to. For height k, there are at most 2 ⋅ 3 subsets 
of depth 1, 2 ⋅ 32 of depth 2 and so on. So, total 
2 ⋅ 3 + 2 ⋅ 32 +⋯ + 2 ⋅ 3k subsets. But, the user does not 
belong to 3k subsets of the form S

v
(li )

i
,v
(lj )

j

,S
v
(li )

i
,v
(lj )

j
+v

(l�
j
)

j

 , where 

v
(lj)

j
 lies on the path joining the user and the root. So, for 

h e i g h t  k ,  t h e  u s e r  c a n  b e l o n g  t o 
2 ⋅ 3 + 2 ⋅ 32 +⋯ + 2 ⋅ 3k − 3k = 3 ⋅ (3k − 1) − 3k ≤ 3k+1 − 3k 
subset difference sets. This gives the maximum number of 

subsets in which it can belong, is 
log3 N∑
k=1

(3k+1 − 3k) = O(N) . 

The user generates or derive secret keys for each subsets and 
decrypt l ciphertext components one by one until it recover 
message M. So, total number of decryption attempt is O(Nl).

Example  In Fig.   3, ��(v(16)
4

) = {v
(1)

1
, v

(2)

2
, v

(6)

3
, v

(16)

4
} and 

��(v
(16)

4
) = {v

(1)

2
, v

(3)

2
, v

(4)

3
, v

(5)

3
, v(17)

4
, v

(18)

4
} , where the set of 

revoked user R = {v
(2)

4
, v

(3)

4
, v

(10)

4
 }. The user u at v(16)

4
 , has the 

secret key sk
u
=

{
{sk

u,v
(1)

1
,v
(x)

2

|v(x)
2

= v
(1)

2
, v

(3)

2
, v

(1)

2
+ v

(3)

2
},

{sk
u,v

(1)

1
,v
(y)

3

|v(y)
3

= v
(4)

3
, v

(5)

3
, v

(4)

3
+ v

(5)

3
}, {sk

u,v
(1)

1
,v
(z)

4

| v(z)4 = v
(17)

4
,

v
(18)

4
, v

(17)

4
+ v

(18)

4
}, {sk

u,v
(2)

2
,v
(y)

3

|v(y)
3

= v
(4)

3
, v

(5)

3
, v

(4)

3
+ v

(5)

3
}, {sk

u,v
(2)

2
,

v
(z)

4
|v(z)

4
 = v

(17)

4
, v

(18)

4
,  v

(17)

4
+ v

(18)

4
}, {sk

u,v
(6)

3
,v
(z)

4

|v(z)
4

= v
(17)

4
,

v
(18)

4
, v

(17)

4
+ v

(18)

4
}

}
. According to the Decrypt algorithm, 

the user will try to decrypt the ciphertext using the secret 
keys sk

u,v
(1)

1
,v
(1)

2
+v

(3)

2

 , sk
u,v

(1)

1
,v
(1)

2

 respectively and will fail to 
recover the message as no ciphertext components corre-
sponding to the subset cover S

v
(1)

1
,J
, J = v

(1)

2
, v

(1)

2
+ v

(3)

2
 . If user 

has the secret key sk
u,v

(li )

i
,v
(lj−1 )

j−1

 for (I(li)
i
,… , I

(lj−1)

j−1
) , then it can 

compute the secretkeys sk
u,v

(li )

i
,v
(lj )

j

, sk
u,v

(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

 for 

Algorithm 8 Decrypt
input: PK, CT={k,K,Cµ}, sku = {sk

u,v
(li)
i ,v

(lj1
)

j

, sk
u,v

(li)
i ,v

(lj2
)

j

, sk
u,v

(li)
i ,v

(lj1
)

j +v
(lj2

)
j

|1 ≤ i ≤ L − 1, i + 1 ≤ j ≤ L, v
(li)
i ∈

PN(v(lL)
L ), v

(lj1 )
j , v

(lj2 )
j ∈ HN(v(lL)

L )}
output: Message M ∈ {0, 1}λ−k.

1. for i = 1 to L-1 do
Let v

(li)
i ∈ PN(v(lL)

L ).
2. for j = i+ 1 to L do

Let v
(lj1 )
j , v

(lj2 )
j ∈ HN(v(lL)

L ).

Set J = v
(lj1 )
j + v

(lj2 )
j .

3. Let a0, a1, a2 be first 3 components of sk(d)
u,v

(li)
i ,J

extracted from sk
u,v

(li)
i ,J

.

for each ciphertext component Ci = (Ĉ1, Ĉ2, Ĉ3, Ĉ4) do

Compute M� = Ĉ1
e(a1,Ĉ4)e(a2,Ĉ3)

e(a0,Ĉ2)
if last k bits of M� matches with K then
return first {λ− k} bits as M.
else
(a) for each hanging node v

(lj)
j (i.e., v

(lj1 )
j or v

(lj2 )
j ) do

Set J = v
(lj)
j and execute initial 5 lines of step 3.

if M is not recovered then
for k = j + 1 to L do
i〉 sequentially set J = v

(lk)
k , where v

(lk)
k is the k-th level node in T

v
(lj)
j

. Compute the secret key sk
u,v

(li)
i ,J

using the

delegation mechanism of algorithm Derive. Execute first 5 lines of step 3 until M is recovered.

ii〉 sequentially set J = v
(lk1 )
k + v

(lk2 )
k , where v

(lk1 )
k , v

(lk2 )
k are the k-th level siblings in T

v
(lj)
j

. Compute the combined

secret key sk
u,v

(li)
i ,J

using the delegation mechanism of algorithm Derive. Execute first 5 lines of step 3 until M is

recovered.
end for
end if
end for

(b) end for
end if
end for

4. end for
5. end for
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(I
(li)

i
,… , I

(lj−1)

j−1
 , I(lj)

j
) , (I(li)

i
,… , I

(lj−1)

j−1
, I

(lj1
)

j
+ I

(lj2
)

j
) by the delega-

tion mechanism of Derive. Using this mechanism, sub-
scribed user u will compute the following 3-rd level keys 
which belong to T

v
(1)

2

 : the individual secret keys sk
u,v

(1)

1
,v
(1)

3

 , 
sk

u,v
(1)

1
,v
(2)

3

 , sk
u,v

(1)

1
,v
(3)

3

 and the combined secret keys sk
u,v

(1)

1
,v
(1)

3
+v

(2)

3

 , 
sk

u,v
(1)

1
,v
(2)

3
+v

(3)

3

 , sk
u,v

(1)

1
,v
(1)

3
+v

(3)

3

 . User u will try with these keys and 
and fail to recover the message. User u will compute the 
following fourth level individual secret keys in T

v
(1)

2

 : sk
u,v

(1)

1
,v
(1)

4

 , 
sk

u,v
(1)

1
,v
(2)

4

 , sk
u,v

(1)

1
,v
(3)

4

 and still be unable to recover the message. 
It succeeds with the combined secret key sk

u,v
(1)

1
,v
(2)

4
+v

(3)

4

 as 
there is a ciphertext component generated for S

v
(1)

1
,v
(2)

4
+v

(3)

4

.

•	 Security analysis The security works similar to the PKBE 
scheme. We explain the security in detail.

Theorem  2  The scheme OAnoBE scheme described in 
Sect.  4 is selective secure against CPA under L-wDBDHI*, 
BSD and L-cDDH assumptions, where L is the level of leaf 
nodes.

Proof  We will organize the proof in a sequence of games: 
����

0
h
 (0 ≤ h < l0),����

0
l0
,����

1
l1

,����
1
k
 (l1 > k ≥ 1) 

played between challenger C and adversary A , where li , 
(i = 0, 1) is the cover size generated for the revoked set ℝi . 
Let  the i- th chain of  ��(ℝ0) contains nodes 
(v

(li)

i
, v

(li+1)

i+1
,… , v

(lj)

j
) . As ℝ0 , ℝ1 has equal number of revoked 

users, theoretical bound of cover size l1 = l2 = l (say). Let 
(I

(li)

i
, I

(li+1)

i+1
,… , I(lj)

j
) be the modified hierarchial identity of the 

last node v(lj)
j

 of i-th chain with respect to its head node v(li)
i

 . 
I f  the  i - th  chain  of  ��(ℝ0) conta ins  nodes 
(v

(li)

i
, v

(li+1)

i+1
,… , v

(lj1
)

j
;v

(lj2
)

j
) , then the modified hierarchial iden-

tity is (I(li)
i
, I

(li+1)

i+1
,… , I

(lj1
)

j
+ I

(lj2
)

j
). Let

We start with the first game ����
0
0
 where the challenger 

encrypts m0 = (M0||K) for the adversary’s challenge revoked 
set ℝ0 . We then gradually change the encryption through 
multiple games into encryption of m1 = (M1||K) for the 
revoked set ℝ1 . We show that each game is indistinguishable 
from its previous one. Thus showing our OAnoBE scheme 
to have selective security against CPA.

–	 ����
0
h
 (0 ≤ h < l0) : 

��i,0 =
(
0,… , 0, I

(li)

i
, I

(li+1)

i+1
,… , I

(lj)

j
, 0,… , 0

)

=
(
I
(l1)

1
, I

(l2)

2
,… , I

(lL)

L

)
.

1.	 Initialization: Adversary A sends the challenge sets 
ℝ0,ℝ1 to C , where ℝ0,ℝ1 have equal number of 
revoked users.

2.	 Setup: C runs (𝖯𝖪,𝖬𝖪) ← 𝖲𝖾𝗍𝗎𝗉(N, �) . It keeps MK 
secret to itself and makes PK public.

3.	 Phase 1: A takes an user i ∈ ℝ0 ∩ℝ1 and requests 
for the secret keys to C . C generates the secret key 
ski ← 𝖪𝖾𝗒𝖦𝖾𝗇𝖾𝗋𝖺𝗍𝗂𝗈𝗇(𝖯𝖪,𝖬𝖪, i) and sends to A.

4.	 Challenge: A sends two equal length messages 
m0 = (M0||K), m1 = (M1||K) , where last k bits of 
each message is K. C computes following cipher-
text components: Ci , 1 ≤ i ≤ l0 − h as encryption 
of m0 for identity ��i,0 and Ci , l0 − h + 1 ≤ i ≤ l as 
(R1,R2,R3,R4) ∈R �T × �

3 following Algorithm 7. 
C permutes the Ci values using some permutation � 
and sends {k,K,C�(1),… ,C�(l)} to A.

5.	 Phase 2: Phase 2 is similar to Phase 1.
6.	 Guess: A wins the game if he can predict b = 0.

–	 ����
0
l0
 : This game is similar to above except that chal-

lenge  c ipher text  component  Ci, 1 ≤ i ≤ l  as 
(R1,R2,R3,R4) ∈R �T × �

3 following Algorithm  7. Let 
us now consider that the i-th chain of ��(ℝ1) contains 
nodes (v(li)

i
, v

(li+1)

i+1
,… , v

(lj)

j
) and (I(li)

i
, I

(li+1)

i+1
, … , I

(lj)

j
) be the 

modified hierarchial identity of the last node v(lj)
j

 of this 
chain with respect to its head node v(li)

i
 . Let 

��i,1 = (0,… , 0, I
(li)

i
, I

l
(i+1)

i+1
,… , I

(lj)

j
, 0,… , 0) = (I

(l1)

1
, I

(l2)

2
,… , I

(lL)

L
).

–	 ����
1
l1
 : This game is identical to ����

0
l0
.

–	 ����
1
k
 (l1 > k ≥ 1) : This game continues as in ����

1
l1
 

except that the challenge ciphertext components. A sends 
two equal length messages m0 = (M0||K),m1 = (M1||K) . 
C computes following ciphertext components: Ci , 
1 ≤ i ≤ l1 − k as encryption of m1 for identity ��i,1 and Ci , 
l1 − k + 1 ≤ i ≤ l as (R1,R2,R3,R4) ∈R �T × �

3 follow-
ing Algorithm 7. C permutes the Ci values using some 
permutation � and sends {k,K,C�(1),… ,C�(l)} to A.

We now present a sequence of lemmas which will dem-
onstrate that no PPT adversary can distinguish with non-
negligible advantage between any two consecutive game 
described above. In Lemma  3, we show that ����

0
h−1

 and 
����

0
h
 , 1 ≤ h ≤ l0 are indistinguishable if L-wDBDHI*, 

BSD and L-cDDH assumption holds. ����
1
k−1

 and ����
1
k
 , 

2 ≤ k ≤ l1 are indistinguishable by Lemma  4 under the 
same assumptions. Let the adversary’s advantage of win-
ning ����

0
h
 is ���0

h
 , and that of ����

1
k
 is ���1

k
 . Let the 

adversary’s advantage of distinguishing ����
0
h
 , ����

0
h−1

 
and ����

0
k
 , ����

0
k−1

 is at most � . Then advantage of distin-
guishing ����

0
0
 , ����

1
1
 is given by
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Lemma 3  ����
0
h−1

 and ����
0
h
 are indistinguishable under 

L-wDBDHI*, BSD and L-cDDH assumptions.

Proof  To prove the indistinguishability of ����
0
h−1

 and 
����

0
h
 , we define ����

0

h
 in slightly different way from 

����
0
h
 and prove the indistinguishability of ����

0

h−1
 and 

����
0

h
 . For i = l0 − h + 1 to l, the generated challenged 

ciphertext in ����
0

h
 is of the form (Ĉ1.Rp, Ĉ2, Ĉ3, Ĉ4) instead 

of (R1,R2,R3,R4) ∈R �T × �
3 , where (Ĉ1, Ĉ2, Ĉ3, Ĉ4) is the 

encryption of the message m0 using ��i,0 and Rp ∈R �T ,p . 
Claim. ����

0

h−1
 and ����

0

h
 are indistinguishable under 

L-wDBDHI* assumptions.
Proof. Let there is an adversary A that can dis-

tinguish ����
0

h−1
 and ����

0

h
 with an advantage � . 

We show that C can solve L-wDBDHI* problem 
with advantage � . Challenger C has input L-wDB-
DHI* instance Z = (�, h, gq, gp, g

�
p
,… , g�

L

p
),T  , where 

h ∈R 𝔾p, � ∈R ℤn, T ∈R 𝔾T ,p , � = (n,�,�T , e ). 

1.	 Initialization: A submits the challenge revoked sets 
ℝ0,ℝ1 to C , where ℝ0,ℝ1 has equal number of revoked 
users.

2.	 Setup: C  chooses � , x, y, z, x1,… , xL ∈R ℤn and 
Rg,Rf ,Rv,Rh,1,… ,Rh,L ∈R �q . Let us consider a cover 
S
v
(l̄i )

i
,v
(l̄j )

j

 generated by the chain (v(l̄i)
i
, v

(l̄i+1)

i+1
,… , v

(l̄j)

j
) , using 

the revoked set ℝ0 . Let modified hierarchial identity of 
the end node v(l̄j)

j
 with respect to the head node v(l̄i)

i
 as 

 So, some I(l̄k)
k

 may be 0 at the beginning and end. Com-

pute  G = gp.Rg,F = gz
p
.Rf ,V = g

y
p.

L∏
k=1

(AL−k+1)
I
(l̄k )

k Rv,

Hk = g
xk
p ∕AL−k+1Rh,k (1 ≤ k ≤ L)  ,  E = e(A1,ALg

�
p
)  , 

w h e r e  Ak = g�
k

p
 .  S e t  p u b l i c  k e y  a s 

�� = (gp, gq,G,F,V ,H1,… ,HL,E,N,�)  a n d 
w = (ALg

�
p
)� = AL+1A

�

1
 . Challenger does not have AL+1 , 

so he cannot compute w explicitly.
3.	 Phase 1: Let A wants to get secret keys for revoked user 

i ∈ ℝ0 ∩ℝ1 . Let i be in T
v
(lj )

j

 of cover S
v
(li )

i
,v
(lj )

j

 and it que-

ries for a secret key component corresponding to modi-

|���0
0
− ���

1
1
| ≤

l0∑
h=1

|���0
h−1

− ���
0
h
|

+ |���0
l0
− ���

1
l1
| +

l1∑
k=2

|���1
k
− ���

1
k−1

|

≤�(l0 + l1) ≤ �(l + l) ≤ 2�(l).

(
0,… , 0, I

(l̄i)

i
, I

(l̄i+1)

i+1
,… , I

(l̄j)

j
, 0,… , 0

)
=
(
I
(l̄1)

1
, I

(l̄2)

2
,… , I

(l̄L)

L

)
.

fied hierarchial identity (I(l1)
1

∗
, I

(l2)

2

∗
,… , I

(lL)

L

∗
) . Let s be 

the least identity such that I(l̄s)s ≠ I
(ls)
s

∗
 . 

	 i.	 Take  r1, r2 ∈R ℤn  and  impl ic i t ly  se t 
r1 = r1 +

𝛼s

I
(ls )
s

∗
−I

(l̄s )
s

 . Secret key g, f , v, h1,… , hL 

can be obtained by removing the blinding fac-
t o r s  Rg,Rf ,Rv,Rh,1,… ,Rh,L  f r o m 
G,F,V ,H1,… ,HL respectively.

	 ii.	 Next, C tries to compute 

 Using secret keys v, hk (1 ≤ k ≤ s), f  and public 
value I(lk)

k

∗
 (1 ≤ k ≤ s) , (v

s∏
k=1

h
I
(lk )

k

∗

k
)r1 f r2 is com-

putable. Now, 

 As Ak, I
(lk)

k

∗
, xk  values are available, 

w.(v

s∏
k=1

h
I
(lk )

k

∗

k
)

𝛼s

I
(ls )
s

∗
−I

(l̄s )
s  i s  comput ab le ,  so 

w.(v

s∏
k=1

h
I
(lk )

k

∗

k
)r1 . f r2 is also computable.

	 iii.	 Now using Derive algorithm as stated in Algo-
rithm 9, C computes first component of sk(d)

i,v
(li )

i
,v
(lj )

j

 

as w.(v
j∏

k=1

h
I
(lk )

k

∗

k
)r1 f r2 . Other components 

(gr1 , gr2 , h
r1
j+1

,… , h
r1
L
) of sk(d)

i,v
(li )

i
,v
(lj )

j

 are easily com-

putable using secret key components.

w.

(
v

s∏
k=1

h
I
(lk )

k

∗

k

)r1

f
r2 = w.

(
v

s∏
k=1

h
I
(lk )

k

∗

k

)r1

f
r2 .

(
v

s∏
k=1

h
I
(lk )

k

∗

k

) 𝛼s

I
(ls )
s

∗
−I

(l̄s )
s

.

w.

(
v

s∏
k=1

h
I
(lk )

k

∗

k

) 𝛼s

I
(ls )
s

∗
−I

(l̄s )
s

=AL+1A
𝛾

1

(
gy
p
.

L∏
k=1

(AL−k+1)
I
(l̄k )

k

s∏
k=1

(gxk
p
∕AL−k+1)

I
(lk )

k

∗) 𝛼s

I
(ls )
s

∗
−I

(l̄s )
s

=AL+1A
𝛾

1

(
AL+1

I
(l̄s )
s −I

(ls )
s

∗

.Ay
s
.

L∏
k=s+1

(AL+s−k+1)
I
(l̄k )

k

s∏
k=1

A
xk .I

(lk )

k

∗

s

) 1

I
(ls )
s

∗
−I

(l̄s )
s

=A
𝛾

1

(
Ay
s
.

L∏
k=s+1

(AL+s−k+1)
I
(l̄k )

k

s∏
k=1

A
xk .I

(lk )

k

∗

s

) 1

I
(ls )
s

∗
−I

(l̄s )
s .
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	 iv.	 C h a l l e n g e r  n e e d  t o  c h o o s e 
s
(1)

1
, s

(1)

2
, s

(2)

1
, s

(2)

2
∈R ℤn  s u c h  t h a t 

s
(1)

1
s
(2)

2
− s

(1)

2
s
(2)

1
≢ 0 (mod q)   , 

s
(1)

1
s
(2)

2
− s

(1)

2
s
(2)

1
≢ 0 (mod p) , for this it check 

the equation gs
(1)

1
s
(2)

2
−s

(1)

2
s
(2)

1

p ≢ 1 and gs
(1)

1
s
(2)

2
−s

(1)

2
s
(2)

1

q  
≢ 1 . Components of sk(r)

i,v
(li )

i
,v
(lj )

j

 are almost same 

with sk(d)
i,v

(li )

i
,v
(lj )

j

 except first component does not 

contain w. So, C computes sk(r)
i,v

(li )

i
,v
(lj )

j

 as previous. 

Similarly, it  can generate secret key 
sk

i,v
(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

.

	 v.	 A d v e r s a r y  g e t s 
ski = {sk

i,v
(li )

i
,v
(lj1

)

j

, sk
i,v

(li )

i
,v
(lj2

)

j

, sk
i,v

(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

}   , 

w h e r e  u s e r  i  i s  a t  v
(lL)

L
 a n d 

v
(li)

i
∈ ��(v

(lL)

L
), v

(lj1
)

j
, v

(lj2
)

j
∈ ��(v

(lL)

L
).

4.	 C h a l l e n g e :  A  s e n d s  t w o  m e s s a g e s 
m0 = (M0||K),m1 = (M1||K) to C , where last k bits 
of each message is K. C computes ciphertext com-
ponents following Algorithm  7 as follows. For 
1 ≤ i ≤ l0 − h + 1 , Ci ’s are encryption of m0 for identity 
��i,0 = (I

(l1)

1
, I

(l2)

2
,… , I

(lL)

L
) and for l0 − h + 2 ≤ i ≤ l , 

Ci ’s are encryption of m0 for some random identity 
(I

(l1)

1
, I

(l2)

2
,… , I

(lL)

L
) as 

C permutes the Ci values using permutation � and sends 
ciphertext {k,K,C�(1),… ,C�(l)} to A. As gp is genera-
tor for �p , let us consider h = gp

c , for some integer c. If 
T = e(gp, gp

c)�
L+1 then ciphertext component 

Ci =
�
mo.E

s,Gs.Z1,F
s.Z2, (V

L�
k=1

Hk
I
(lk )

k )s.Z3

�
,

1 ≤ i ≤ l0 − h

Ci =
�
m0.E

s.T ,Gs.Z1,F
s.Z2, (V

L�
k=1

Hk
I
(lk )

k )s.Z3

�
,

l0 − h + 2 ≤ i ≤ l

Cl0−h+1
=
�
m0.T .e(A1, h

� ), h.Z1, h
z.Z2, h

y+
∑L

k=1
I
(lk )

k
.xk .Z3

�
,

where Z1, Z2, Z3 ∈R 𝔾q, s ∈R ℤn, T ∈R 𝔾T ,p.

Fig. 5   First 9 nodes in a tree 
with revoked user at {v(1)

4
, v

(9)

4
}

Table 3   Encryption, decryption time (in s) and storage (in bytes) for different number of subscribers

No of Sub-
scribers

Encryption time Increase 
percentage

Decryption time 
for PKBE

Increase 
percentage

Decryption time 
for OAnoBE

Increase 
Percentage

PK storage SK stor-
age per 
user

9 0.017551 – 0.010111 – 0.030333 – 512 192
27 0.017958 2.324 0.010311 1.97 0.092799 205 576 576
81 0.0180037 0.25 0.010421 1.06 0.281367 203 640 1152
243 0.019943 10.27 0.010496 0.7 1.21176 330 704 1920
729 0.020196 1.26 0.010638 1.35 2.585034 113 768 2880
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 This implies, if T = e(gp, gp
c)�

L+1 then ciphertext 
{k,K,C�(1),… ,C�(l)} is for ����

0

h−1
 else it is for ����

0

h
.

5.	 Phase 2: Same as Phase 1.
6.	 Guess: A wins the game if he can predict that ciphertext 

is for ����
0

h−1
 or ����

0

h
.

Adversary’s advantage of distinguishing ����
0

h−1
 and ����

0

h
 

is same as deciding T = e(gp, gp
c)�

L+1 or not, i.e., solving 
L-wDBDHI* problem.

In ����
0

h
 , for i = l0 − h + 1 to l, ciphertext is of the form 

(Ĉ1.Rp, Ĉ2, Ĉ3, Ĉ4) , where Rp ∈R �T ,p . Let R be a random 
element from �T . Seo et al. (2009) has proved indistinguish-
ability of (Ĉ1.Rp, Ĉ2, Ĉ3, Ĉ4) from (Ĉ1.R = R1, Ĉ2, Ĉ3, Ĉ4) 
under BSD assumption. Again (Ĉ1.R = R1, Ĉ2, Ĉ3, Ĉ4) 
are indistinguishable from (R1,R2,R3,R4) under L-cDDH 
assumption (Seo et al. 2009). So, (Ĉ1.Rp, Ĉ2, Ĉ3, Ĉ4) and 
(R1,R2,R3,R4) are indistinguishable under L-wDBDHI*, 
BSD and L-cDDH assumption. This implies that ����

0
h−1

 
and ����

0
h
 are indistinguishable under same assumptions. 	

� ◻

Lemma 4  ����
1
k−1

 and ����
1
k
 are indistinguishable under 

L-wDBDHI*, BSD and L-cDDH assumptions.

The proof of this Lemma is analogous to that of 
Lemma  3.

∙Special Variant of OAnoBE
Let {v(li)

L
|1 ≤ li ≤ N} be leaf nodes of a tree. We fix {v(li)

L
| 

li = 1, 9i, 9i + 1, 1 ≤ i ≤ ⌊N∕9⌋} as revoked users for our 
improved varient. Let l�

i
=
⌈ li

3

⌉
 , l��

i
=
⌈ li

9

⌉
 . All subsets in cover 

can be found as follows: 

1.	 If v(l
�
i
)

L−1
 has less than 3 children in ST(R), and head has 3 

children, then add S
u,v

(l�
i
)

L−1
,v
(lj1

)

L

 or S
u,v

(l�
i
)

L−1
,v
(lj1

)

L
+v

(lj2
)

L

 to the 

cover.
2.	 If v(l

��
i
)

L−2
 has 2 children in ST(R), add S

u,v
(l��
i
)

L−2
,v
(lj1

)

L−1
+v

(lj2
)

L−1

 to the 

cover.

For each tree with height 3, head node and its ancestor has at 
least 3 children in ST(R), so cover finding algorithm ensures 
that on this construction, no height 3 tree will be added into 
the cover.

The secret keys of user u is sku = {sk
u,v

(li )

i
,v
(lj1

)

j

, sk
u,v

(li )

i
,v
(lj2

)

j

,

sk
u,v

(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

|L − 2 ≤ i ≤ L − 1, i + 1 ≤ j ≤ L, v
(li)

i
∈ ��

Cl0−h+1
=
�
m0.e(gp, gp

c)�
L+1

.e(A1, h
� ), h.Z1, h

z.Z2, h
y+

∑L

k=1
I
(lk )

k
.xk .Z3

�

=
�
m0.E

c,Gc.Z�
1
,Fc.Z�

2
, (V

L�
k=1

Hk
I
(lk )

k )c.Z�
3

�

where Z1, Z2, Z3 ∈ �q.

(v
(lL)

L
), v

(lj1
)

j
, v

(lj2
)

j
∈ ��(v

(lL)

L
)} . On decryption time user uses 

these secret keys to decrypt l ciphertext component. So 
decryption attempt is at most O(l).

Example For Fig.  5, the Cover with respect to revoked 
users is determined as follows: 

(i)	 The chain C1 corresponding to the revoked user v(1)
4

 is 
v
(1)

3
, v

(1)

4
 , yielding the subset cover S

v
(1)

3
,v
(1)

4

.
(ii)	 The chain C2 corresponding to the revoked user v(9)

4
 is 

v
(3)

3
, v

(9)

4
 , yielding the subset cover S

v
(3)

3
,v
(9)

4

.
(iii)	 The head nodes v(1)

3
 and v(3)

3
 of the chains C1,C2 are then 

added to R. The nodes v(1)
4
, v

(9)

4
 are removed from R and 

the chain corresponding to v(1)
3

 (or v(3)
3

 ) is v(1)
2
, v

(1)

3
;v

(3)

3
 , 

yielding the set S
v
(1)

2
,v
(1)

3
+v

(3)

3

.
(iv)	 Subtree at v(1)

3
, v

(3)

3
, v

(1)

2
 , will be added in cover.

(v)	 Taking v(1)
1

 as head we can not find any chain, so no new 
cover will be added.

5 � Implementation and evaluation

We have implemented our PKBE in a desktop with the fol-
lowing specification: Dell with Intel(R) Core(TM) i7-7700, 
3.60GHz processor, 8GB memory, and Ubuntu 18.04 operat-
ing system with the assistance of Pairing-Based Cryptogra-
phy library (Lynn et al. 2006), version 0.5.12. PBC library 
is a C library which is built above GNU Math Precision 
library. We use elliptic curve group on the super singular 
curve y2 = x3 + x and type A1 pairing with composite order 
group order (consists of 256 bit primes) (see Table 3).

Our OAnoBE has encryption cost similar to PKBE as 
both encryption are similar except some extra random com-
ponent which needs negligible time. We have also compared 
the increase of encryption and decryption cost in percentage 
(refereed to previous encryption cost). Our OAnoBE has 
decryption cost more than PKBE as it need to decrypt the 
ciphertext without knowing the revoked set.

In Table  1, we have given the comparison results with 
existing similar works. As the constructions are in generic 
model or in symmetric key setting, therefore we have 
not implemented their schemes as it would be an unfair 
comparison.

Future direction The ciphertext size of our construc-
tions can be reduced min{N∕k,N − r, 2r − 1} using k-ary 
subset-difference (Bhattacherjee and Sarkar 2015) scheme 
in a similar manner. However, the decryption cost will be 
increased. Traitor tracing is a variant of broadcast encryption 
which helps to trace the leakage of security information by 
using a tracing algorithm. Another open problem is to extend 
our OAnoBE construction to a tracing scheme. It would be 
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more exciting if our construction can be extended to provide 
full anonymity.

6 � Conclusion

We have designed broadcast encryption namely PKBE in 
public key setting employing ternary tree subset difference 
method. It achieves the revocation property which is one 
of the most significant requirement in broadcast encryption 
setting. Our scheme is based on composite order bilinear 
group and is proven to have selective semantic security in a 
standard model under reasonable standard assumptions. The 
extended version of the scheme namely OAnoBE provides 

outsider-anonymity. Draw back of our construction is that it 
uses composite order group system. To achieve the security 
similar to a prime order scheme, it needs to use a composite 
order group of larger order. We can extend our construction 
using k-ary SD (Bhattacherjee and Sarkar 2015) scheme 
in a similar manner as in this work and can further reduce 
the ciphertext size to min{N

k
,N − r, 2r − 1} . However, the 

decryption cost will be increased. Moreover, it will be inter-
esting to check whether our schemes provide tracing or not.

Funding  Supported by institute post-doctoral fellowship (file no-
NISER/R&D/PDF/2019/1484) of National Institute of Science Edu-
cation and Research Bhubaneswar, HBNI, India.

Appendix

Derive The Derive algorithm works as follows:



2204	 K. Acharya, R. Dutta 

1 3

Remark  s̃k
(d)

u,v
(li )

i
,v
(lj )

j

 can be used to decrypt the ciphertext. Re-

randomization is used to re-randomize the secret key 
obtained in delegation procedure. Note that, the delegation 
procedure does not need MK and consequently can be run 
by any entity, who knows the upper level secret key 
sk

u,v
(li )

i
,v
(lj−1 )

j−1

 t o  d e r i v e  s e c r e t  k e y 

{sk
u,v

(li )

i
,J
|J = v

(lj1
)

j
, v

(lj2
)

j
, v

(lj1
)

j
+ v

(lj2
)

j
} . If we don’t use re-ran-

domizat ion procedure then every secret  key 
{sk

u,v
(li )

i
,J
|J = v

(lj1
)

j
, v

(lj2
)

j
, v

(lj1
)

j
+ v

(lj2
)

j
} ge n e r a t e d  f r o m 

sk
u,v

(li )

i
,v
(lj−1 )

j−1

 , will have same randomization exponents r1, r2 . 

Dividing first component of sk(d)
u,v

(li )

i
,v
(lj1

)

j
+v

(lj2
)

j

 by that of 

sk
(d)

u,v
(li )

i
,v
(lj2

)

j

 , we obtain 
(
h
I
(lj )

j

j

)r1

 . Dividing first component of 

sk
(d)

u,v
(li )

i
,v
(lj1

)

j

 by 
(
h
I
(lj )

j

j

)r1

 , we can get first component of 

sk
(d)

u,v
(li )

i
,v
(lj−1 )

j−1

 . If the hanging nodes are already revoked users 

and now u revoke, then sk(d)
u,v

(li )

i
,v
(lj−1 )

j−1

 will decrypt the ciphertext 

(following Decrypt algorithm). Thus a revoked user is still 
able to recover the message. Re-randomization procedure 
solves the problem.

Correctness of re-randomization algorithm In Delegation 
procedure, we generate

In re-randomization procedure we set,

where r̃1 = r1 + s
(1)

1
�1 + s

(2)

1
�1 and r̃2 = r2 + s

(1)

2
�1 + s

(2)

2
�1.

s̃k
(d)

u,v
(li )

i
,v
(lj )

j

=
(
�0, �1, �2, �j+1, �j+2,… , �L

)

=
(
a0(bj)

I
(lj )

j , a1, a2, bj+1,… , bL

)

=
(
w.(v

j∏
k=i

h
I
(lk )

k

k
)r1 f r2 , gr1 , gr2 , h

r1
j+1

,… , h
r1
L

)
.

s̃k
(r)

u,v
(li )

i
,v
(lj )
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